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Abstract—The built year and structure of individual buildings
are crucial factors for estimating and assessing potential earth-
quake and tsunami damage. Recent advances in sensing and anal-
ysis technologies allow the acquisition of high-resolution street
view images (SVIs) that present new possibilities for research and
development. In this study, we developed a model to estimate the
built year and structure of a building using omnidirectional SVIs
captured using an onboard camera. We used geographic informa-
tion system (GIS) building data and SVIs to generate an annotated
built-year and structure dataset by developing a method to auto-
matically combine the GIS data with images of individual buildings
cropped through object detection. Furthermore, we trained a deep
learning model to classify the built year and structure of buildings
using the annotated image dataset based on a deep convolutional
neural network (DCNN) and a vision transformer (ViT). The results
showed that SVI accurately predicts the built year and structure
of individual buildings using ViT (overall accuracies for structure
= 0.94 [three classes] and 0.96 [two classes] and for age = 0.68
[six classes] and 0.90 [three classes]). Compared with DCNN-based
networks, the proposed Swin transformer based on ViT architec-
tures effectively improves prediction accuracy. The results indicate
that multiple high-resolution images can be obtained for individual
buildings using SVI, and the proposed method is an effective ap-
proach for classifying structures and determining building age. The
automatic, accurate, and large-scale mapping of the built year and
structure of individual buildings can help develop specific disaster
prevention measures.

Index Terms—Building identification, deep learning, object
detection, street view images (SVIs), Swin transformer.

I. INTRODUCTION

UILDING-STRUCTURES’ built years and materials (re-
B inforced concrete (RC), steel, and wood) are major factors
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for predicting the level of damage in buildings that have col-
lapsed during disasters, such as earthquakes and tsunamis [1],
[2]. These factors are utilized as parameters in building damage
fragility curve models for damage assessment based on the field
survey results of earthquake disasters [3], [4], [5], [6]. In Japan,
after the Building Standard Laws were revised in 1981 and
June 2000, the damage levels were found to be significantly
different for different buildings [7]. Areas with several old
earthquake-resistant buildings in wood-dense areas experienced
fires that spread because of building collapses, which caused
considerable damage [8]. Therefore, it is important to estimate
the built year and structure of individual buildings.

However, most municipalities in Japan cannot use building
data with detailed attribute information, such as building struc-
ture and building year, because these details are often absent in
most public databases. Furthermore, most developing countries
do not have sufficient data for such estimations, and hence,
detailed damage estimation and disaster prevention planning
cannot be conducted; this can endanger human lives, given
the possibility of building collapse during large earthquakes,
such as the predicted Nankai Trough Earthquake and Tsunami.
Especially for developing countries, information on a building’s
built year and structure can help classify vulnerable properties
for earthquake damage simulation and postdisaster recovery [9],
[10], [11]. Thus, it is pertinent to develop a method for acquir-
ing the geographic information system (GIS) data of building
structures and the built years for each building level, which is
applicable to many countries, including developing countries
[12].

Although few studies have focused on classifying the built
year, several methods have been proposed to classify the num-
ber of floors and structures based on field surveys [13], [14],
aerial photographs [15], [16], real estate images [17], [18], [19],
and methods that use attributes (number of floors and area)
of statistical data and GIS building data [20], [21], [22], [23].
However, real estate images bias data collection by essentially
covering only trading estate buildings and fewer old buildings.
Biljecki and Sindram [23] predicted the built year from a three-
dimensional (3-D) GIS dataset comprising attributes, such as
building height and area. Rosser et al. [24] proposed to extract
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measures of the morphology and neighborhood characteristics
from topographic mapping, a high-resolution digital surface
model (DSM), and statistical boundary data, using them as
features within a random forest classifier to infer an age category
for each building. However, the 3-D GIS dataset, the real estate
dataset, and DSM used in previous studies are not available for
many cities, and the building covering rate is low.

Conversely, in recent years, various types of image big data
related to architecture and cities have been used for analysis.
Examples include exterior images of real estate properties and
street view images (SVIs), such as google street view (GSV)
and mapillary, which are automatically recorded using an om-
nidirectional camera mounted on the roof of a vehicle while
driving. Therefore, SVIimages have the advantage of efficiently
collecting huge quantities of comprehensive street image data
that can be used for analysis. Pelizari et al. [25] and Wang et
al. [26] modeled building information for natural hazard risk
management. Pelizari et al. [25] used GSV to classify building
materials and the numbers of floors of buildings using a deep
convolutional neural network (DCNN) and demonstrated the
effectiveness of SVI. Iannelli et al. [27] proposed a CNN-based
framework to extract building floor numbers from GSVs in San
Francisco, USA. Ghione et al. [28] classified buildings using
GSV by applying a CNN model. They defined a corresponding
set of typologies—wooden, unreinforced masonry, S, RC, and
stee]l-RC—for the Norwegian building typologies observed in
Oslo, which are applicable to the development of a cost-effective
building stock model. They achieved an accuracy of 89% for
wooden buildings, but the success score for RC buildings was
only 35%. These methods manually generate training data, and
the method only considers single images for each building even
when using a multi omnidirectional image.

Inrecent years, Sun et al. [29], [30] proposed a built-year esti-
mation model using SVIs and presented an automated workflow
for estimating building age from SVIs because of the increas-
ing coverage of SVIs, such as GSV. The proposed model was
constructed considering a 30-year time slice without considering
the earthquake resilience of buildings; the low accuracy in dense
areas within urban areas is due to the image cropping method.
Furthermore, their automated labeled method could not label
contiguous building areas and complex building shapes because
only the facade midpoint was considered. Finally, another au-
tomated method demonstrated that a significant number of resi-
dential properties do not appear in SVI because of occlusion and
misregistration [31], [32]. Thus, we can infer that it is difficult to
record building structures and built years efficiently on a large
scale, especially in urban areas. In addition, the image cropping
method for SVIs has not been evaluated in previous studies even
though it affects the accuracy of the training dataset. The method
proposed in this article is the first to predict and map with high
accuracy the built year for buildings spread over a wide area in
urban areas.

Previous studies focused only on developing built-year and
structure models based on precropped images and did not apply
them to city-scale mapping. Therefore, the scalability and ap-
plication mechanism for a classification model to designate the
built year and structure in GIS-based maps remains a challenge,
considering that an earthquake/tsunami damage-risk map cannot
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be created without built-year and building-structure GIS data.
Therefore, the automated building cropping method that uses
SVIs is not considered. Thus, we need to develop an automated
method for joining SVI and GIS building-footprint data based
on spatial relations and crop building images from SVIs.

Extant studies also do not accurately report on their applica-
bility to urban areas with dense buildings over wide areas. Fur-
thermore, previous studies that employed deep learning meth-
ods did not use recent DCNN network architectures or deeper
network architectures with either more powerful hierarchies or
vision transformers (ViT). Therefore, recent DCNN and ViT
architectures must be applied for deep learning.

To this end, we propose a new method for large-scale mapping
and classifying built years and structures using state-of-the-art
deep learning algorithms by combining GIS building data and
building images spatially extracted and automatically cropped
from SVIs to create building images annotated with the built year
and structure for training the model. The cost of applying the
method over a wide area can be reduced by combining SVIs us-
ing an algorithmic method that automatically connects with GIS
building data, which renders the proposed method sustainable. In
addition, the results of structure and built-year estimation from
the SVI are stored in the GIS data by combining the SVI and GIS
building data. Given that recent SVIs have higher resolutions and
can be obtained from various angles, detailed building facade
information can be collected. We believe that our proposed
large-scale approach can contribute to advancements in disaster
prevention by upgrading the risk assessment of earthquake and
tsunami damage in urban areas worldwide.

The main contributions of this work are listed as follows.

1) We propose a framework that automatically combines
GIS building-footprint data with SVI to extract and crop
buildings from a vast number of images over a wide area.
The building images are then automatically annotated with
GIS building data.

2) We developed a novel end-to-end framework using recent
deep learning architectures, GIS data, and SVIs to estimate
the built years and structures of buildings in a large area
automatically and efficiently.

3) We show that high-resolution SVIs are effective in classi-
fying built year and structure by acquiring detailed fagade
information of buildings from several images.

The rest of this article is organized as follows. Section II
provides an overview of the related studies. Section III describes
the dataset used in this study, and Section IV describes the exper-
iments conducted and presents the results; Section V discusses
the acquired results. Finally, Section VI concludes this article.

II. DATA
A. SVI Data

In Japan, the secondary use of GSV is prohibited because of
Japanese law. Therefore, instead of GSV, this study used 195 105
SVIs of Kobe City obtained from the Zenrin Corporation (2013),
which owns a comprehensive collection of SVIs from all over
Japan. The images were captured at 2.5 m intervals using a 360°
roof-mounted camera as a vehicle drove along the streets. Each
image was annotated and geotagged with textual information,
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Fig. 1. Example of SVI in this study.

Fig.2. SVIand GIS building data distribution in this study (Kobe city, Hyogo
Prefecture, Japan). The purple and light blue colors represent the distribution
of locations where these images were captured and the GIS building data
distribution, respectively.

such as the latitude and longitude measured using the GPS,
the vehicle’s azimuth, and the time of recording. The original
panoramic images are in the .jpeg tar format with dimensions
of 2700 (height) x 5400 (width) pixels; the resolution is higher
than that of GSV. The bottom of the image included the vehicle’s
roof. Fig. 1 shows an example of an SVI. The image shows that
the details of the building facades are important for estimating
the built year and structure of the building. Fig. 2 shows a map
indicating the image locations (purple) and the distribution of
the locations where these images were captured. The data are
distributed along roads accessible to vehicles.

B. GIS Building Data

In Japan, there are several GIS building-footprint datasets
covering areas all over the country that include building maps
from municipalities, open street maps, and residential maps from
private companies. In this study, we required the built-year and
structure data for modeling, and therefore, the results of the
Kobe City Basic Urban Planning Survey conducted in 2015
provided by G-Space Information Center [33] were used as the
GIS building-footprint data. The results were provided in the
form of polygon data for each building footprint. Attributes,
such as building structure, built year, function, and number of
floors, were provided. Fig. 2 shows the building distributions (in
light blue).
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TABLE I
BUILT-YEAR AND STRUCTURE CLASSIFICATION AND PROFILE
OF DATASET FOR TRAINING

Experiment Train Validation Test Total
—-1962 2778 1987 1987 4756
1963-1971 2969 1650 1650 4619
1972-1980 3120 1409 1409 4529
1981-1989 2961 1465 1465 4426
1990-2001 3174 2018 2018 5192
2002— 1883 2728 2728 4611
RC 5711 3310 3310 9021
Steel 4895 2905 2905 7800
Wood 6279 5042 5042 11321

III. OVERALL WORKFLOW

We propose an automatic method for annotating the built years
and structures of buildings using SVIs and GIS building data.
We developed a deep learning model to classify the structure
and building age using a well-developed building image dataset
(see Fig. 3).

The training dataset was created by applying an object de-
tection model to extract and crop buildings from SVIs; subse-
quently, we developed a method to match and crop the two using
GIS building data and shooting location information. Further-
more, we used the latest deep learning classification models to
classify individual buildings into six classes in terms of decades
for the built years and three classes using the training dataset, as
summarized in Table I. The built year was classified based on
the decade in this study.

According to the Housing and Land Survey, only 9% of the
buildings in Japan have been built before 1970. Japan being
prone to natural disasters and high humidity, the life expectancy
of a house in is ~22-30 years; that in Europe and the United
States is considerably different, ranging from 70 to 140 years.
Thus, very few buildings in Japan are older than those in Eu-
rope and the United States. Buildings are classified into three
classes (pre-1981 and post-1981, and pre-2001 and post-2001)
because the building standard law was revised in 1981 and in
2000 in Japan, and because there is a considerable variation
between the earthquake resistance of different buildings. We
also classified into six classes based on the decade because
earthquake resistance is different due to deterioration over time
[6]. Therefore, the built year is validated for six classes and three
classes. Furthermore, we conducted two class validations related
to building structures for the three classes because earthquake
resistance differs significantly between wooden and nonwooden
buildings.

A. Development of Training Data

Fig. 3 shows the steps involved in the proposed workflow for
the automated combination of SVIs with GIS building-footprint
data.

1) Buildings were individually extracted and cropped from
the panoramic SVIs using a deep learning based object
detection approach [mask region-convolution neural net-
work (mask R-CNN)]. The positions and angles of view
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(AOVs) of both ends of the individual buildings in the
SVIs were calculated (AOV1).

Based on GIS building data, the theoretical AOVs of the
individual buildings were estimated from the shooting
point using GIS building data. The shooting point infor-
mation (latitude, longitude, and azimuth) of each SVI was
observed by the in-vehicle GPS (AOV2).

Finally, the two angles (AOV 1 and AOV?2) were compared,
and the most adjacent GIS building data were merged and
cropped using the bounding box (BBOX) of the target
building. Two angles were used to reduce the matching
error between the SVI and building-footprint data and to
crop a higher quality image that captures all buildings
more correctly. If only AOV2 is used, some buildings in
the image will be missed or multiple buildings will be
extracted because of footprint and GPS errors. If both
AOV2 and AOV1 are used, the building footprint can
be linked to the image and missing buildings can be
eliminated when extracting only target buildings in the
image.

The GIS data of the target building were simultaneously
assigned to ensure that each image was for an individual build-
ing ID from the GIS data when combined. Subsequently, we
prepared the image dataset annotated with the building structure
and built year.

2)

3)

Output

1) Estimation of an Individual Building’s AOV Based on
the Panoramic SVI (AOVI): Multiple buildings were iden-
tified in the panoramic SVI, and the BBOXes of indi-
vidual buildings were extracted by object detection using
a mask region-convolution neural network (mask R-CNN)
[34].

We constructed a new model suitable for panoramic SVIs
based on a mask R-CNN network to determine the BBOX more
accurately because the performance of the two-stage object
detection framework (e.g., faster R-CNN [35] and mask R-CNN)
was superior to that of a one-stage network (e.g., YOLO [36] or
RetinaNet [37]). In addition, the instance segmentation branch
promotes the object detection branch [37].

Fig. 4 shows the architecture of the mask R-CNN. First,
input images are sent to the backbone for feature extraction,
and the backbone feature map is passed through the region
proposal network to extract the possible target regions of interest
(ROIs). Compared with faster R-CNN, the backbone of the mask
R-CNN has superior multiscale feature extraction capability. We
applied a ResNeXt network with a depth of 101 layers combined
with a feature pyramid network (FPN) as the backbone; this is
referred to as ResNXet-101-FPN. These Rols are mapped into
fixed-dimensional feature vectors using an Rol alignment layer,
which improves the detection accuracy of the boundary boxes.
First, the input Rol is obtained as a 7 x 7 x 1024 Rol feature,
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and then it is upscaled to 1024 channels. Two branches are
employed for classifying and regressing the target boundary box
through a fully connected layer. Furthermore, the masked branch
is upsampled by multiple convolution operations for obtaining
a segmented region image. First, the ROl is changed to 14 x 14
x 256 features; then, the same operation is performed five times
followed by the deconvolution operation. Finally, a 28 x 28 x
80 mask is output.

We used one thousand randomly selected SVIs with buildings
that were annotated manually as training data. The entire training
set consisted of only one building class. The panoramic image
was used directly for training purposes; however, the image had
a more intense perspective because of its integrity and because
the distortion of the building was within acceptable limits.

A model [38] pretrained on the COCO dataset was used for
transfer learning considering that the dataset was not sufficiently
large to train a mask R-CNN model end-to-end from the start.
The algorithmic network was implemented on an open-source
platform for the state-of-the-art detection and segmentation al-
gorithms provided by Meta; the pretrained model was provided
by Detectron2 [39]. The BBOX for the final prediction of each
building was obtained using the object detection branch of the
mask R-CNN. The AOV1 of the building (left end: 6_min, right
end: 6_max) was estimated from the pixel values at both ends
of each building boundary box. In addition, the building image
from the SVI was cropped based on the BBOX.

2) Estimating the Building AOV Based on the GIS Building
Data and Shooting Location (AOV2): We estimated the cor-
responding theoretical AOV2 for each building from the GIS
building-footprint data and shooting location data acquired from
the GPS. The vertices were extracted from building polygons to
preprocess the GIS building data.

The latitude and longitude of the shooting point were (x, y.),
and the forward azimuth (north is 0° and south is 180°) was ¢..
The latitude and longitude of the building b vertex v (v = 1,
2, ..., n) obtained from the GIS building-footprint data was
(x}, yp). The theoretical AOV2 of the building ((z}, vp) >
(2, yr)) located within the radius r of the shooting point was
calculated using these values as follows.

The radius was set to 30 m because of computational cost
restrictions. The distance between the shooting point and each
building’s centroid from the building vertex (D; m) was calcu-
lated using

v
Dy
= E % cos ! (sin gy} siny. + cos y} cos y. cos (z) — x.))

ey

where E represents the equatorial radius (6.73 x 10° m). If the
distance is within the radius, the building is considered within
the search target. The vertex angle of each building with respect
to the shooting point is calculated as follows:

HE tan~! (xp — e, Yp — Ye) - 2)

The AOV of each building from the shooting point (car) @y,
(left is 0° and right is 360° in the image) based on the GIS
footprint data is calculated according to the forward azimuth of
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TABLE II
COMPUTE CONSUMPTION OF DIFFERENT NETWORKS

Network Parameters (M) Flops (G)
ShuffleNet V2 2.28 0.149
MobileNet V2 3.5 0.319
VGGI19 143.67 19.67
ResNet101 44.55 7.85
ResNeSt101 48.28 10.27
T2T-ViT T-19 10.27 7.8

Swin transformer small  49.61 8.52
Swin transformer base ~ 87.77 15.14

car ¢ as follows (see Fig. 5):

i)xé}>zcv yg>yc:
Ppe = 270° — e — ¢y (0 < e < 180)

Phe = 630° — e — p (1807 <. <360°)  (4)

3

i) af > xc, yp < Ye:

v o v 5

(pbc = 270 — P + <)0b ( )

iil) 7y < @e, Yy < Ye: (6)
pp. = 450° — @ — @}

iv) 2y (e, Y) Yes @)

Phe = 90° —pc+ ¢y (0< e < 180%)
Pre = 450° — e + @y (180° < < 360°).  (8)

3) Combining Street View With GIS Building Data From
AOV: Adjacent building IDs were joined to crop the building
image based on the BBOX with respect to the AOV1 of the
BBOX on the SVI (Oin, Omax ) and the AOV2 of the building ¢},
calculated from the GIS building-footprint data and trajectory
history, given as follows:

Target building ID
= argmin {(@zcmax - eb Max + @zcmin - 917 min)v Déj } . (9)

B. Image Classification With Deep Learning Algorithms

Deep learning significantly outperforms traditional algo-
rithms in the field of computer vision (CV) [40]. The Ima-
geNet large-scale visual recognition challenge held since 2010,
which contains a dataset of 1.4 M natural images labeled across
1000 classes, is a benchmark competition in the field of image
classification. In this competition, the application of a DCNN
significantly improved the score of ILSVRC from AlexNet [40].
In addition to the excellent performance of the DCNN, the ViT,
which is another type of DL algorithm [41], [42], achieved better
results in several CV tasks. Table II summarizes the DCNNs and
ViT implemented in this study.

1) Implemented Models: Since 2020, ViTs have been in-
corporated in various state-of-the-art methods in classification,
segmentation, and detection tasks [42], [43], [44]. The posi-
tion of specific items and the information interaction among
pixel patches should be considered the key factors for the
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Fig. 5. Estimation of the building AOV ¢} based on the GIS.

acquired classification results because positional encoding and
self-attention are the key factors for ViTs excellent performance.
In our built-year and structure classification tasks, the rela-
tionship among the key items of the building (e.g., overhang,
nonopening wall, etc.) is critical for classifying according to the
building standards law in Japan (see Fig. 16). This relationship
aids in positional encoding and the ViTs self-attention, being
suitable for the task in this study, is considerably better than that
of the DCNN. Therefore, we implement the Swin transformer
(small and base) [41], which is a representative SOTA model of
ViT. We deployed experiments on a small version of the Swin
transformer (Swin-transformer small), wherein the output chan-
nel number of the different stages was C' = 96 when the Swin-
transformer base was C' = 128. Besides, we compared one ViT
algorithm (T2T-ViT) with five DCNN algorithms (ShuffleNet
V2 [45], MobileNet V2 [46], VGG19 [47], ResNet101 [48],
and ResNeSt101 [49]) to identify the models suitable for our
panorama image dataset and for a wide-area inference demand.

2) Transfer Learning: The volume of the dataset (see Table I)
used to develop our deep learning model by training from scratch
was limited, and it was far less than the ImageNet dataset (1.4 M).
In addition, models pretrained on ImageNet fit the natural image
source domain Dg; however, we needed a panorama image target
domain D,. Transfer learning was appropriate for our tasks
considering that Dg # D.

In our study, all deep learning models were trained based on a
model pretrained on the ImageNet dataset [50], which improved
the accuracy of all deep learning algorithms in this study.

3) Assemble Modeling From Several Images: Using SVIs
captured every 2.5 m, multiple images from different shooting
positions were obtained for each building. Therefore, to improve
the robustness of the classification, the prediction result was
calculated based on the number of images. To this end, we used
the maximum probability averaging method to obtain the class
solution by referring to the method of Kang et al. (2018) [31]
for improving the robustness of classification. Assuming that
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Fig. 6.

Example of individual building extraction results of object detection.

N(i=1,2, ...,N)images are acquired from the building object,
i.e., from the class probability pgz) , which is each class j of image
i output from SoftMax, the final building class H is determined

as follows:

N
1 )
H = arg max{ — ) 10
g me {N i; P} } (10)
Hereafter, the results of the building and image units are
referred to as building and image bases, respectively.

IV. EXPERIMENTS AND RESULTS

A. Labeling Street-Level Imagery

1) Building Object Detection: The system used for the study
included eight NVIDIA A100 GPUs with 40 GB of RAM and the
Ubuntu 20.04 64-bit OS. The maximum number of iterations was
set to 8000 based on the outcome of relevant experiments and
hardware conditions. The batch size was set to 4, and the initial
learning rate was set to 0.0001. The Adam optimizer was used for
network optimization. All parameters were initialized according
to the orthogonal distribution. Fig. 6 shows an example in
which object detection was applied to SVIs, and the building
class was determined individually; however, only buildings were
individually identified. We randomly selected 1000 images for
the object detection task and randomly selected 300 images
(30%) for validation set.

The pixelwise accuracy was evaluated using a validation set,
and a mean average precision of 35.7 was obtained; this value
corresponded to the average precision of the intersection over
union (IoU) range of 0.5-0.95 with a step size of 0.05. This is a
key metric used in the COCO dataset. The IoU is a measure of the
extent to which two regions overlap. Furthermore, the accuracy
of the BBOX was verified. Precision, recall, and F1 score are
the main metrics for evaluating object detection (11), (12), (13),
which define these three metrics, where TP, FP, and FN refer
to true positive, false positive, and false negative, respectively.
Precision indicates the percentage of all data predicted to be TP,
whereas recall indicates the amount of data that is predicted to
be TP

TP

—_— 11
TP +FP (an

Precision =

TP
Recall = 'I‘P—|——F1\I (12)
Fl— 2 x Precision x Recall 13)

Precision + Recall

The BBOX prediction produced an excellent precision of
0.941, recall of 0.901, and an F1 of 0.914, whereas the IoU
reached 0.85. This suggests that the proposed model can segment
buildings accurately and precisely.

2) Result of Labeling SVI: The proposed method obtained
images with building IDs annotated with building attributes,
such as the built-year and structure type, because the building
images extracted via object detection were combined with the
GIS building-footprint data based on the building IDs (see
Fig. 7). Thus, data obtained in this study can be used to identify
the target building in the GIS based on attribute data (text data)
by referring to the building ID in the file name for each building
image. In addition, the mapping and analysis with GIS data
attribute are possible by referring to building IDs.

Fig. 8 shows an example of a map of the combined relationship
between the SVI and GIS building-footprint data, represented by
lines. Kepler.gl [51] was used to draw the maps. Each building
along the street is associated with shooting point data. For this
method, SVIs were captured at 2.5 m increments, which allows
multiple images to be acquired for an individual building.

3) Accuracy of Labeling Street View With the GIS Building
Data: We evaluated the accuracy and building coverage of the
proposed method that combines SVIs and GIS building data.
There were 22 392 buildings in the study area of which 17 698
were located along roads where the vehicle with the mounted
camera passed. A total of 16 183 buildings were combined using
this method, which represents 72.3% of all buildings in the target
area.

An objective of this study was to cover 91.4% of roadside
buildings. The number of building images that could be joined
was 169 086, and this confirmed that approximately 10.4 images
per building could be acquired. We confirmed that over 37% of
the buildings could provide ten or more images by totaling the
number of images per building (see Fig. 9). Next, we evaluated
the accuracy of the joined data through visual inspections to
check whether the correct building images were combined and
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Fig. 9. Histogram of the number of images in each building.

tested the images of 1000 buildings The overall accuracy was
90.5%, which demonstrated the effectiveness of this method.

B. Classification Experiments

We distributed our building-level fagade panorama image
dataset into six classes based on year (-1962, 1963-1971,
1972-1980, 1981-1989, 1990-2001, and 2002- [see Fig. 10])

[see Fig. 10]) for training to create the building structures and
built-year classification models.

However, the quality of the source dataset was poor with
many images having unnatural aspect ratios. Furthermore, some
buildings were obscured by obstacles or there was more than one
building in an image. In addition, class imbalance was another
problem in our dataset. These factors misled the training of our
deep learning model, and therefore, data filtering and balancing
were required before training.

1) Data Filtering and Balancing: We randomly selected a
part of the image from the wide-area source data, removed
images with an aspect ratio > 2 or min (H, W) < 384 (in-
put images for networks), and manually removed images with
multiple buildings in one image or where the buildings were
obscured by obstacles.

Furthermore, we randomly selected images after manual fil-
tering and kept the number of each class type almost identical to
minimize the imbalance. We obtained a dataset, as summarized
in Table I. The labeled data were split into training, validation,
and test sets at a 60: 20: 20 ratio. We then conducted our test on
a wide-area source dataset.

2) Training of Deep Learning Algorithms: Several prepro-
cessing techniques, training strategies, and postprocessing tech-
niques were applied to prevent overfitting and to maximize the
performance of the algorithms.
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Fig. 10. Example of benchmark dataset for building structure and built year.
(a) Wooden (built in 1962 or earlier). (b) Wooden (built from 1963 to 1971). (c)
Wooden (built from 1972 to 1980). (d) Wooden (built from 1981 to 1989). (e)
Wooden (built from 1990 to 2001). (f) Wooden (built in 2002 or later). (g) Steel
(built 2002 or later). (h) RC (built from 1990 to 2001). (i) RC (built in 2002 or
later).

We resized images to 224 x 224 or 384 x 384 following
the bicubic mode and loaded pretrained models before in-
putting the images into the networks. Normalization, random
resized cropping, random flipping (rate = 0.5), random eras-
ing (prob = 0.25, area = 0.02 ~ 0.33), and CutMix and
MixUp (prob = 0.5) were applied for data augmentation.
For training, we selected AdamW (Ir = 0.0005, decay =
0.05, betas = (0.9, 0.999)) as the optimizer, cosine annealing
(warmup_iters = 1000) as the learning rate scheduler, and
layer normalization in ViTs. We used test time augmentation as
our postprocessing method.

The experiments used Nvidia A100 GPU x 8 with 40 GB x
8 memory on a high-performance nationwide platform named
“mdx,” which accelerates Society 5.0 and can be operated by the
University of Tokyo and eight other universities and two research
institutes [52]. Considering the computational resources, we set
the batchsize as 64 for each GPU and 100 epochs for each
algorithm.

C. Classification Results

1) Building-Structure Classification: Table III presents the
overall accuracy, recall, precision, and mean-F1 (mF1) scores
for individual building units of the building-structure classifi-
cation model attained by the learning approaches of the eight
architectures, where mF1 represents the mean value of the F1
score calculated using (18) on each class. The results show that
the three ViT networks (T2T-ViT T-19, Swin-transformer small,
and Swin-transformer base) outperformed the other five DCNN
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TABLE III
RESULTS OF THE BUILDING BASE PERFORMANCES OF THE EIGHT TRAINED
NETWORKS ON THE THREE BUILDING-STRUCTURE CLASSES (TEST DATA)

Network Recall Precision mF1 Accuracy
ShuffleNet V2 0.809  0.809 0.809 0.836
VGG19 0.859 0.845 0.850 0.873
MobileNet V2 0.879  0.873 0.875 0.894
ResNet101 0.869  0.865 0.867 0.888
ResNeSt101 0.894 0.903 0.898 0911
T2T-ViT T-19 0.900 0.897 0.898 0914
Swin
transformer 0912  0.909 0.910 0.924
small
Swin
transformer 0.923 0.925 0.924 0.935
base

TABLE IV

OVERALL ACCURACY, RECALL, PRECISION, AND F1 SCORE OF SWIN
TRANSFORMER BASED ON THREE AND TWO STRUCTURE CLASSES ON THE
TEST DATA (BUILDING BASE)

Recall Precision F1
RC 0.920 00918 0.919
Steel 0.884  0.897 0.891
Wooden 0.965 0.959 0.962
Overall accuracy (3 classes) 0.935
Non-wooden 0.949  0.956 0.952
Wooden 0.965 0.959 0.962

Overall accuracy (2 classes) 0.958

networks. Furthermore, the building-structure classification re-
sults of the Swin-transformer base showed the highest accuracy.

Fig. 11 shows the image and building base confusion matrices
of the structures obtained using the Swin-transformer base eval-
uated on the test data. Table IV summarizes the recall, precision,
and F1 scores for each structure of the Swin-transformer base.
All classes indicate accuracies of approximately 89% or higher.
In addition, the building (see Table IV) and image bases show
high accuracy with a slight difference between them. This result
indicates that the structure classification task does not affect the
number of images in each building. The specific classification
accuracies are 0.963, 0.939, and 0.894 for wood, RC, and steel,
respectively, for the image base, and 0.962, 0.919, and 0.891 for
wood, RC, and steel, respectively, for the building base.

2) Built-Year Classification: Table V lists the overall accu-
racy, recall, and mF1 score of the building base for the built-year
classification model determined using the learning approaches of
the eight networks. The results showed that the built-year classi-
fication performance and building-structure classification of the
ViT networks were better than those of the other five DCNN
networks. Furthermore, the built-year classification results of
the Swin-transformer base exhibited the highest accuracy and
structural classification.
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TABLE V
RESULTS OF THE BUILDING BASE PERFORMANCES OF THE EIGHT TRAINED
NETWORKS ON THE S1X BUILT-YEAR CLASSES (TEST DATA)

Network Recall Precision mF1  Accuracy
ShuffleNet V2 0.514  0.509 0.510 0.574
MobileNet V2 0.545 0.544 0.543 0.611
VGG19 0.546 0.541 0.542 0.606
ResNet101 0.555 0.555 0.553 0.621
ResNeSt101 0.571 0.573 0.571 0.645
T2T-ViT T-19  0.574 0.573 0.571 0.643
Swin

transformer 0.591 0.600 0.590 0.666
small

Swin

transformer 0.597 0.602 0.597 0.679
base

Fig. 12 shows the confusion matrix of the image and building
bases for the built-year classification by the Swin-transformer
base evaluated on the test data. Table VI provides the recall,
precision, and F1 scores of the Swin-transformer base for the
built year. This can be attributed to the same building in SVI
being used for both classes, which suggests that the ability to
acquire multiple SVIs of the same building can improve classi-
fication accuracy. The built year with the highest accuracy rate
varies significantly depending on the period. The classification
accuracy was high for 2002, followed by 1990-2001, and the
classes before 1962. The classification accuracy for 1963—-1989
was low; the classification accuracy for 1981 and 2001, when
the seismic structural standards changed significantly, was 0.902
(three classes), which is high. Thus, the model can discriminate
correctly, especially in terms of seismic resistance; therefore, its
accuracy is very high when aggregated across the three classes.

D. Building-Structure and Built-Year Maps of Study Areas

We chose Kobe City for this study and evaluated the feasibility
of mapping building structures and built years over a wide area
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Confusion matrices of the building-structure classification obtained by the Swin-transformer base networks evaluated on the test data. (a) Image base

TABLE VI
RECALL, PRECISION, AND F1 SCORE OF SWIN TRANSFORMER ON THE SIX
BUILT-YEAR CLASSES AND THREE BUILT-YEAR CLASSES ON THE TEST DATA
(BUILDING BASE)

Recall Precision F1

-1962 0.634 0.675 0.654
1963-1971 0.421 0.417 0.419
1972-1980 0.466 0.364 0.409
1981-1989 0.332 0.453 0.383
1990-2001 0.781 0.757 0.769
2002— 0.896 0.909 0.903
Overall accuracy (6 classes) 0.662

—-1980 0.949 0914 0.931
1981-2001 0.848 0.882 0.864
2002— 0.896 0.909 0.903

Overall accuracy (3 classes) 0.902

from SVIs to demonstrate the efficacy of the proposed method
in urban environments with high building densities.

Fig. 13 shows the predicted city-scale building-structure and
built-year classification map along with the ground truth. In total,
195 105 panoramic images were used to classify 22 392 build-
ings. The comparison of the spatial distribution of the ground
truth and prediction reveals that the distribution of the building
structure and built year of the buildings is similar. The newer RC
and steel buildings formed a coherent cluster along the railroad
tracks in the center of Kobe City. Older wooden buildings were
distributed in suburban residential areas far from the city center.
The trend in the change in built-year and structural class varied
depending on the street unit, which, in turn, depended on the
area of use. Consequently, there may be regional trends, such as
larger numbers of older buildings, in certain areas. Itis difficult to
determine a clear pattern in building units because, even in such
areas, some buildings are undergoing structural conversions or
renovations.

Although there may be certain regularities in structures,
occasioned by regulations, zoning stipulations, or earthquake
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Fig. 12.
base, six classes.

preparation measures along emergency transportation routes,
this is only one aspect to be considered.

The trend in the change in built-year and structural class varied
depending on the street unit, which, in turn, depends on the area
of use. This map indicates that the spatial distribution of the
built year and structure is uneven in cities, which implies that the
detailed urban data can be developed using SVIs. Furthermore,
the seismic risk is affected strongly by differences in the building
structure and built year; this implies that the seismic risk may
be higher in the suburbs where older and smaller buildings are
densely located.

V. DISCUSSION

A. Automated Annotation for the Development of
Training Data

To date, street view imaging has generated the highest resolu-
tion images because of the development of sensing technologies,
such as image sensors. This creates new opportunities for the
detailed understanding of the physical environment of cities.
However, the successful integration of different sources, such as
GIS building data, SVIs, and the combination of GIS data with
diverse types of information, is yet to be fully explored. There-
fore, in many studies, the annotation of semantic information
in SVIs is performed manually; however, preparing a training
image dataset is costly and time-consuming [25], [26], [32].

In this study, we demonstrated the automatic annotation of
GIS attribute information to individual building images from
SVIs to annotate image datasets efficiently when the information
required for estimation is available as GIS building data. It is
desirable to acquire images from many angles to understand a
building in detail. The proposed method can acquire ten images
per building for over 37% of the buildings at 2.5 m intervals;
the automatic annotation method combined with SVIs and GIS
building data can provide considerable amounts of training data
for developing image-based models.

When GIS building data and SVIs are combined for a high-
density area (such as an urban area), simply linking the nearest
building and shooting point may not help to annotate the building
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Confusion matrices of built-year classification by the Swin-transformer base networks evaluated on the test data. (a) Image base, six classes. (b) Building

accurately if the vehicle’s travel direction and AOV are not
considered. Previous studies used images recorded with the
camera direction perpendicular to the travel direction, and this
helped calculate the compass direction of each detected building
easily based on its relative position in the image [25], [26], [27],
(28], [29], [301, [31], [32], [33], [34], [35], [36], [37], [38],
[39], [40]. However, a 360° SVI in a high-density building area
cannot correctly annotate the buildings with GIS building data
because the buildings are densely packed. The data captured by
GSVs have uneven intervals and 360° or wider AOVs; hence,
as observed in the proposed method, the AOVs of the buildings
and the footprint of the GIS building data will reduce the error.

Although the building extraction and development of train-
ing data are automated, the constructed extraction method still
suffers from issues in terms of application to dense urban wide
areas. This problem can be attributed to three specific reasons.

1) Multiple buildings are detected as one building because

of the poor building detection accuracy of the object
detection model.

2) Buildings that are not the target are included, especially

because of the different periods between the data.

3) Images include obstacles, such as trees and trucks, that

overlap with buildings.

For 1 and 2, images with large aspect ratios (i.e., high-rise
buildings in the foreground and background detected as one
building) can be deleted automatically using the proposed
method. For 2 and 3, there are two possible solutions for future
studies.

1) Perform binary classification by learning incorrect and

correct images to automatically filter them.

2) Perform segmentation again and filter the images based

on the percentage of pixels that are not buildings, but the
computational cost will be high.

B. Classification of the Built Year and Structure of Individual
Buildings

Building-structure and built-year data are essential for assess-
ing earthquake and tsunami risks. In terms of the classification
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City-scale predicted building-structure (b) and built-year classification map (d) along with the ground truth (a and c), where different colors represent

different building-structure classes. The total number of buildings in this area is 22 392. A total of 6209 buildings are not classified considering that no corresponding
SVIs are found or buildings are not located along the road. In addition, the map shows that the spatial distribution of the predicted building structure and built year
by the proposed model matches the ground truth. (a) Ground truth. (b) Predicted. (c) Ground truth. (d) Predicted.

accuracy of the Swin transformer based on the building-structure
test data, the two-class accuracy (0.958) was estimated to be
equal to that of the three classes (0.935). Oki and Ogawa [17]
found it difficult to classify steel and RC with high accuracy
using low-resolution real estate images using a CNN (F1 =
0.66 and 0.84). However, in the current study, both classes
were classified with high accuracy (F1 = 0.891 and 0.919),
which encourages the combined use of high-resolution SVIs and
the ViT architecture based on the high accuracy in classifying
steel and RC buildings. In addition, this model can classify the
building structure and age by learning the texture of the building

facade, the overall building shape, thickness and ratio of columns
and beams, window sizes and their designs, and other factors
because it employs DCNN and ViT. Therefore, although the
accuracy may be degraded slightly for buildings whose facades
have been remodeled, such as by repainting, it should not be
considered a significant problem that questions the usefulness
of the model.

It is important to discuss the examples of false predic-
tions to better understand the difficulties the model encounters.
In the case of misclassification, the images have large trees
[see Fig. 14(a)] and large buildings in the background [see
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Predicted: 1972-1980
Ground Truth: 1981-1989 Ground Truth: 1962-1971
(a) () d

Predicted: RC
Ground Truth: wooden

Predicted: steel Predicted: 19721980

Ground Truth: wooden

Fig. 14.  Examples of misclassified buildings. Misclassifications of (a) steel as
wooden, (b) RC as wooden, (c) built years 1972—1980 as 1981-1989, and (d)
built years 1972—-1980 as 1962—-1971.

Fig. 14(b)]. We considered excluding images with trees and other
plants because the buildings were captured from many angles.
The latter type of misclassification depends on the accuracy
of object detection. Therefore, it is possible to deal with this
problem by increasing the variety of training data to remove the
buildings in the background.

In addition, the accuracy of the three building-based classes
(0.902) was considerably higher than that of the six classes
(0.662) based on the classification accuracy of the Swin trans-
former for the test data of the built-year classes. This can be
attributed to the seismic standards of the building standard law
in Japan revised in 1981 and 2002. The revisions in the seismic
standards added restrictions on the placement of windows and
columns, which suggests that the design of the house is reflected
in the fagade and is relatively easy to recognize. For seismic risk
assessment, classification accuracy is important for the three
classes of buildings around 1981 and 2002. Buildings with the
same seismic standards, such as 1981-1989 and 1990-2001,
include classes that cannot be classified easily. Therefore, the
misclassification of the six-class classification of the built year
occurs mostly in adjacent classes with boundaries between 1981
and 2002 (see Fig. 12). In other words, a similar appearance
before 1980 is represented in the confusion matrix and F1 score,
which could affect the classification results. The fagade in Fig. 15
shows an example of a typical image in which 1981-1989 is mis-
classified as 1972-1980. Additionally, seismic retrofitting has
been promoted in recent years, and its typical examples include
reinforced buildings with bracing and other wall reinforcements
that increase the strength of the columns. The large buildings
with these reinforced braces and frames installed on the facade
may have caused the misclassification [see Fig. 14(d)].

We compared our model with an existing model proposed
by Oki and Ogawa [17] that combines images and attributes.
The results showed that the accuracy of the multimodal model
[Transform with Sparse modeling (SpM)], which added building
attributes (number of floors and area of the building) to the
Swin transform as features, had comparable results for both the
building structure and built year (see Fig. 15). This indicates
that, from the SVI, the Swin transform can learn the number
of floors and area information from the facade. In addition,
comparing the accuracy with that achieved in the previous
study demonstrated significant improvement over the results
of using accurate Japanese real estate images with built-year
and building-structure classifications of 0.367 and 0.786, re-
spectively [17]. A previous study using SVI data achieved an
accuracy of 0.869-0.871 in material classification in Chile [25]
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and an accuracy of 0.614 and 0.81 in built age classification in
Austria and in Amsterdam, respectively [18], [19], [20], [21],
[22], [23], [24], [25], [26], [27], [28], [29], [30].

SVIs have the advantages of low cost, ease of use, and time-
saving, whereas their limitation is image resolution [53]. How-
ever, in this study, street view imaging has a shorter acquisition
interval and higher resolution than GSV, and hence, it was used
to acquire images from successive angles for a single ground
object. Therefore, conventional limitations are overcome, which
indicates that the development of sensing technology can con-
tribute to the development of research using SVIs.

C. Visual Explanations of Classification Models

Deep learning approaches are known for being black boxes
and are criticized for lacking interpretability. The inputs and
labels are fed into the network, and a model can be trained
without any knowledge of the learning decisions derived using
deep learning. Moreover, if the training and inferencing can be
visualized, additional deep learning details can be understood.
To address this problem, this study implemented Grad-CAM
[54] to further explain the proposed built-year and structure
classification model.

Grad-CAM is an extension of the original class activation
map (CAM) method [55]. Unlike CAM, Grad-CAM consid-
ers the feature map gradients in the backpropagation instead
of the output of the global average pooling (GAP) layers as
weights to process the feature maps. Therefore, Grad-CAM can
be deployed for all deep learning methods even without GAP
layers, particularly the Swin transformer. As for the visualiza-
tion results, Grad-CAM can determine the point of focus for
a network. In this study, the localization map highlighting the
important regions in the image visualization results (see Fig. 16)
shows that the attention of the Swin transformer focused on the
key building points where the Building Standards Law in Japan
[56] had shape and standards’ requirements. The red regions
correspond to the high score for the class.

According to the Building Standards Law implemented in
1981 in Japan, buildings are required to have a well-shaped
floor plan and no overhangs in terms of elevation. An overhang
refers to a multistory building with an upper floor wider than the
lower floors. Furthermore, the proportion of nonopening walls
on each side has been defined since 1981. In addition, because
of the Building Standards Law revision in 2002, buildings must
consider the balance between the amount and arrangement of
wall surfaces depending on the quadrant method. The width of
each building floor in the east—west and north—south directions is
divided into four equal parts, and the ratio and balance of the wall
volume at the sides of these parts are specified. Furthermore, the
building regulations for earthquake resistance have been revised
to meet the stipulated seismic performance and the specifications
for the thickness and number of columns (amount of reinforcing
steel) and braces for the column joints. These specifications are
reflected in the fagade design.

Consequently, the Swin transformer focused on the key fagade
points and successfully learned the key semantic features, which
resulted in a high performance in classifying the built year and
structure.
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Fl-scores of the eight trained networks and Swin-transformer base + the SpM model in the building base. (a) Three building-structure classes (left)

and two building-structure classes (right), and (b) six built-year classes (left) and three built-year classes (right). For almost all classes, the Swin-transformer base
achieves the highest F1 score, similar to the Swin transformer + the SpM (multimodal model of using images and building attribute (area and number of floors)).
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Fig. 16. Visualization results of Grad-CAM. (a) Structure model. (b) Built-
year model.

D. ViT Versus DCNN

In CV, attention is either applied in conjunction with con-
volutional networks or used to replace certain components of
convolutional networks while maintaining their overall structure
in place. The Swin transformer is a ViT, which shows that
this reliance on DCNNSs is unnecessary, and a pure transformer
applied directly to the sequences of image patches can perform
significantly well in image classification. In addition, ViTs
achieve excellent results compared with the state-of-the-art con-
volutional networks when they are pretrained on large amounts
of data and transferred to multiple mid-sized or small image
recognition benchmarks (e.g., ImageNet and VTAB). Therefore,
they require substantially fewer computational resources to train.

However, in many existing studies that have used SVIs, mod-
els based on the DCNN architecture (e.g., VGG and ResNet)
have been adopted as the most accurate. Thus, our experimental

results indicate that the ViT architecture can potentially improve
the classification accuracy of many existing studies using SVI.

E. Limitations

A limitation of this study is that it uses SVIs taken by vehicles,
and it does not provide information on narrow locations through
which vehicles cannot pass. This can be said for all studies that
use street image sources, such as GSV in urban areas where there
are dense narrow areas with wooden areas [7]. This problem
can be resolved by capturing images with a smartphone fixed
to a bicycle. However, a method is needed to ensure that its
stability matches that of the vehicle camera [57]. Furthermore,
it is important to consider the computational cost considering
that we used large numbers of high-resolution SVIs. As indi-
cated in Table II, the computational cost differs significantly
depending on the network. Therefore, networks with a slightly
lower classification accuracy must be used to reduce the cost
(ShuffleNet V2 and MobileNet V2) with limited computational
resources when applying the method over a wide area. However,
the trained model’s applicability to other cities in Japan must be
verified.

The built-year and structure classification results were signif-
icantly influenced by the design requirements of the Japanese
Building Standards Law, and as the street view styles and
building regulations and laws differ by country, it is difficult
to use our trained model elsewhere. We believe that if big data
of street images are exclusively collected using the method in
this study, with fine-tuning, similar accuracy can be expected
with a relatively small number of image samples. If building
professionals have difficulty determining the built year from a
building’s exterior, the built year may not significantly affect the
building’s seismic resistance or other specifications. Therefore,
the important built-year classes for each country should be
considered when applying this method in other countries.

Furthermore, spending considerable time on minor changes or
adjustments to the Swin-transformer architecture and continued
overfitting for slight accuracy improvements on the Japanese
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dataset is discouraged. In the future, the robustness and general-
izability of our method will be verified using datasets from other
countries because our approach produced excellent performance
on the Kobe wide-area dataset.

VI. CONCLUSION

This article presents a large-scale framework for mapping and
classifying building structures and built years obtained from
SVIs and GIS building data to be used for earthquake and
tsunami disaster risk assessment. We achieved relatively high
accuracy in classifying the structure and built year of individual
buildings using the existing GIS building data to assemble an
annotated dataset using an automatic annotation method. Asso-
ciated experiments were conducted over a wide area.

Based on the results of testing eight different architectures
used in Kobe City, we selected the Swin-transformer base to
estimate the built-year and building-structure classification of
individual buildings on an urban scale. Furthermore, we com-
pared the model with images only and a multimodal model
(Swin transformer+SpM) that combines images and basic GIS
building attributes. The results showed that the building at-
tributes had little effect, which implies that the model may learn
from the image to include the volume and number of floors of
a building if multiple high-resolution SVIs can be obtained for
an individual building. We were able to achieve relatively high
accuracy levels (0.94 for three classes and 0.96 for two classes
of structure, and 0.66 for six classes and 0.96 for three classes
of built year) on the test data and mapped the entire city of
Kobe from SVIs, which illustrates the possibility of efficiently
developing building-structure and age information for individual
buildings, which is essential for earthquake and tsunami risk
assessments. Such building structures and built-year maps can
potentially be used for disaster risk assessment and urban analy-
sis with very high resolution and precision, and they can replace
conventional statistical data (aggregated data).

We believe the proposed method can identify dense wooden-
building areas and old built-year areas and can be used in
combination with the existing building damage estimation
models to identify areas that are at a higher risk. These
should be considered as a priority for disaster prevention
planning.

For future works, we plan to consider an appropriate GSV
shooting interval to improve the computational cost and maintain
accuracy while reducing the volume of images. To improve the
building coverage rate, we will develop a method for capturing
SVIs with the same quality as that of vehicles by using cyclists
in narrow streets where vehicles cannot pass.
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