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Abstract—L-band microwave radiometers have now been used to
measure sea surface salinity (SSS) from space for over a decade with
the SMOS, Aquarius, and SMAP missions, and it is expected that
the launch of the CIMR mission in the later half of this decade will
ensure measurement continuity in the near future. Beyond these
missions, it is useful to consider how future missions can be designed
to meet different scientific objectives and performance require-
ments as well as to fit within different cost spaces. In this article, we
present a software simulator for remote sensing measurements of
ocean state capable of generating L1- and L2- equivalent data prod-
ucts for an arbitrary spacecraft mission including multifrequency
fixed-pointing or scanning microwave radiometers.This simulator
is then applied to case studies of SSS measurement over selected
areas of interest, including the Gulf Stream, Southern Ocean, and
Pacific tropical instability wave regions. These simulations illus-
trate how different design choices concerning receiver bandwidth
and revisit time can improve the detection of SSS features in these
regions from the mesoscale to the seasonal scale.

Index Terms—Microwave radiometry, ocean salinity, open
source software.

I. INTRODUCTION

A S a result of decades of research, passive microwave
radiometer instruments have been and continue to be

used operationally to measure ocean state parameters with use-
ful accuracy. While sea surface temperature (SST) and ocean
vector winds (OVW) can be measured remotely through other
means (e.g., scatterometers, infrared radiometers), sea surface
salinity (SSS) in particular is primarily measured remotely by
microwave radiometers operating at wavelengths longer than
approximately 5 cm. Conventionally, L-band (1.4 GHz) ra-
diometers are used to take advantage of the protected spectral
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window used by radio astronomers to study galactic emission
near the 21 cm hydrogen line. While the SSS signal is stronger
at lower frequencies, the prevalence of radio frequency interfer-
ence (RFI) at these frequencies has limited SSS measurement
efficacy in the past. L-band radiometers have served as the key
instruments for the Soil Moisture and Ocean Salinity (SMOS),
Aquarius/SAC-D, and Soil Moisture Active-Passive (SMAP)
missions [1]. Both currently operational missions, SMOS and
SMAP, are beyond their nominal lifetime, and they will remain
the only missions capable of measuring SSS from space until
the expected launch of both the ESA Copernicus Imaging Mi-
crowave Radiometer (CIMR) mission [2] and the Chinese Ocean
Salinity Mission [3] in the coming years. Looking forward, it is
highly desirable to improve the quality of retrieved ocean state
parameters via novel observing systems. The crucial remaining
issues for current SSS products are their poor accuracy at high
latitudes [4], near land and sea ice edges, and over high wind
regions. CIMR’s multifrequency approach should permit the
mitigation of sea ice and high wind effects. However, further
enhancement to the CIMR design would allow more sensitive
detection of salinity changes at high latitudes. Both NASA and
ESA/CNES-funded study teams are working to refine concepts
that could enable SSS remote sensing at higher resolution (such
as SMOS-HR, [5]) and with greater sensitivity (such as UW-
BRAD, [6]). The use of a broadband radiometer system is
particularly interesting due to its potential to significantly reduce
the dependence of SSS retrievals on accurate ancillary data [6]
and increased sensitivity to SSS in general [7]. While broadband
measurements have been conventionally limited by RFI, the
recent CubeRRT mission has effectively demonstrated that RFI
can be mitigated to great effect through the use of digital spec-
trometers with high spectral resolution [8]. While these studies
have provided encouraging results, there remains no solid path
forward for SSS remote sensing from space beyond CIMR.
It may also be necessary to design lower-cost missions with
heritage technology that are capable of maintaining continuity
in SSS measurements, which is necessary to ensure continued
integration of SSS into climate forecasts. The minimization of
spacecraft radiometer components could also enable the deploy-
ment of several satellites to obtain high revisit time at the cost
of native spatial resolution. These recent advances, among other
mission architecture choices, should be thoroughly considered
during the development process for new missions.
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Fig. 1. Block diagram showing the module structure of the FOAM package.

In this article, we present a mission simulation software pack-
age focused on passive microwave measurements of ocean state.
This simulator is capable of generating L1- and L2- equivalent
data products for an arbitrary spacecraft mission including mul-
tifrequency fixed-pointing or scanning microwave radiometers.
Following a detailed description of this simulator and its com-
ponents, we then apply this tool to case studies of SSS retrievals
over selected regions of broad oceanographic interest. Specif-
ically, we simulate SSS measurements over the Gulf Stream,
Southern Ocean, and Pacific tropical instability wave regions,
investigating how different mission design choices affect the
quality of the retrieved SSS over mid-, high-, and low-latitude
oceans, respectively. These simulations underscore the utility of
wideband radiometer architectures in future measurements of
global SSS and the potential for less-capable missions to ensure
continuity of measurement or to accommodate targeted revisit
strategies.

II. MISSION SIMULATOR

To quickly investigate different mission architectures for
ocean state parameter measurement, we have developed a mis-
sion simulator capable of generating L1 (brightness temper-
atures) and L2 (retrieved parameters) products for an arbi-
trary fixed-pointing or conically scanning passive microwave
radiometer satellite mission geometry. Our mission simula-
tor, which we call the forward ocean atmosphere microwave
(FOAM) radiative transfer model,1 is written in the Python
programming language and has been developed to flexibly
simulate the impact of mission design choices on the accu-
racy of ocean state parameter retrieval. As shown in Fig. 1,
the FOAM package centers around the solver module, which
combines inputs from several, independent geophysics modules
to compute brightness temperatures (forward model, L1) and
retrieve ocean state parameters (inverse model, L2). Each geo-
physics module reads ancillary data files provided by the user or
downloads data from various distributed active archive centers

1FOAM is available publicly at https://github.com/jpl-microwave-
instrument-science/foam

(DAACs). In this section, the individual modules are described,
as is the underlying remote sensing theory relevant to their
use.

A. Spacecraft Module

FOAM’s spacecraft module defines and simulates spacecraft
orbits and radiometer measurement geometries The module
can simultaneously accommodate heterogeneous constellations
of spacecraft and is built around the SPICE toolkit [9], [10].
Spacecraft orbital parameters from two-line element sets are
used to generate spacecraft SPICE kernels. Spacecraft clock
kernels are defined with microsecond precision, which sets a
lower limit for the allowable radiometer integration time (usually
on the order of milliseconds to seconds). Any number of distinct
radiometer instruments can be defined for a given spacecraft, and
these radiometers can be defined either with fixed pointing or
with fixed-speed scanning about an arbitrary axis. We note that
the characteristics of the receiver backend (center frequency,
bandwidth, noise temperature, integration time, etc.) are not
specified here and instead are supplied to the solver module
immediately prior to the brightness temperature calculation
or model inversion. After the spacecraft and instruments are
defined, they can be used to generate observations for a given
time range and resolution. At present, antenna pattern integration
is not included and the spatial resolution of the measurements is
defined by the user-specified sampling/gridding resolution; the
effect of antenna patterns will be incorporated in future updates
to the simulator. The output of the observation generation routine
includes the sample times, the latitude and longitude of the
sampled location, the incidence angle and incidence azimuth,
and the direction of specular reflection in the inertial frame. The
spacecraft module includes utilities for computing revisit times
for a given spacecraft or constellation, and predefined routines
for generating spacecraft objects based on Aquarius and SMAP
are also available.

All coordinate systems relevant to the FOAM package follow
a right-handed convention. Those that are defined by the SPICE
implementation are the inertial frame (J2000) and the body-fixed
terrestrial reference frame (ITRF93). FOAM defines a topocen-
tric reference frame with the x-axis looking east, the y-axis
looking north, and the z-axis as the surface normal. This frame
is aligned with the basis vectors for wind speed in the oceano-
graphic convention provided by FOAM’s default ancillary data
files. Since the azimuthal dependence of wind-roughened ocean
surface emission is commonly defined withφ = 0 looking in the
upwind direction, the azimuth angle for surface emissivity deter-
mination is defined as the difference between the wind direction
vector and the incident azimuth in the topocentric frame. Finally,
FOAM defines the spacecraft reference frame with the x-axis
pointing toward the earth’s center, the y-axis in the direction of
the orbital velocity vector, and the z-axis perpendicular to the
orbital velocity vector. Individual radiometer reference frames
are defined as rotated modifications to this reference frame with
a zero or nonzero angular velocity about one of those axes. The
spacecraft and topocentric coordinate systems are illustrated in
Fig. 2.

https://github.com/jpl-microwave-instrument-science/foam
https://github.com/jpl-microwave-instrument-science/foam
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Fig. 2. Illustration of spacecraft and topocentric coordinate systems. The
spacecraft coordinate frame is shown with the assumption that the orbital velocity
vector points perpendicularly out of the page. The look angle θl is specified
during radiometer definition and used to compute the incidence angle θi and
incidence azimuth φi in the topocentric frame.

B. Ocean Module

FOAM’s ocean module provides methods for computing
emission and reflection from ocean surfaces as a function of
temperature, salinity, and near-surface wind speed, which are
three ocean-surface parameters that have major contributions
to surface brightness temperature at lower frequencies. Before
discussing this module, we define terms relevant to passive
remote sensing of microwave radiation. Microwave radiometers
measure the centimeter-wavelength radiance emitted by the
ocean surface. This radiance can be expressed as a blackbody
brightness temperatureTB through the Rayleigh–Jeans approxi-
mation to Planck’s law. The polarization of microwave radiation
can be described using the Stokes parameters [I,Q, U, V ] (or
Stokes vector Is) [11]. These parameters can also be written as
brightness temperatures measured by linearly polarized instru-
ments [TV , TH , U, V ], where I = TV + TH and Q = TV − TH

and V and H subscripts describe linear vertical and horizontal
polarizations. In both forms, the first two Stokes parameters
describe the radiance measured by radiometers in each polar-
ization, and the second two (U, V ) describe the correlation of
the field strength between polarizations.

For a radiometer viewing a specular ocean surface, there is
no correlation between fields with different polarizations, so
U = V = 0. Due to the high loss characteristics of salt water
at microwave frequencies, the specular ocean surface can be
described as single-layer, homogeneous medium. The brightness
temperature of the specular ocean at an incidence angle θi is
the product of the sea surface temperature TS and the ocean
emissivity ε (also shown below in terms of reflectivityRp, where
p is either V or H depending on polarization). The emissivity and
reflectivity of the ocean surface are determined by the dielectric
constant ε of the water

TB = εTS = (1−Rp)TS (1)

RV =

(
εcosθ −

√
ε− sin2θ

εcosθ +
√

ε− sin2θ

)2

(2)

RH =

(
cosθ −

√
ε− sin2θ

cosθ +
√

ε− sin2θ

)2

.

The dielectric constant of water varies as a function of fre-
quency, salinity, and water temperature. FOAM’s default dielec-
tric model for salt water is that of Klein and Swift [12], which
is a Debye relaxation model fit to low frequency laboratory
measurements. The Debye relaxation model is written in terms
of the angular frequency ω = 2πf , the vacuum permittivity ε0,
a relaxation parameter τ , conductivity σ, and low frequency and
high frequency dielectric constants εs and ε∞.

ε = ε∞ +
εs − ε∞

1 + (jωτ)1−α − j
σ

ωε0
. (3)

While the expression of Klein and Swift [12] has been used
for many years, modeling of the dielectric constant of salt water
remains an active subject of research. In addition to the Klein and
Swift [12] model, FOAM’s dielectric module also implements
the models of Ellison [13] and the GW model [14], which
are derived from laboratory measurements, and the models of
Meissner and Wentz [15], [16], and Boutin et al. [17], which
have been tuned to match Special Sensor Microwave/Imager
(SSM/I) and SMOS observations from space. Fig. 3 illustrates
the differences between dielectric constants predicted by these
models from 1 to 40 GHz. Since many other dielectric constant
models exist in literature, FOAM allows the user to provide their
own models as function arguments to ocean objects.

In addition to the dielectric constant of salt water, the emissiv-
ity of the ocean is also governed by the roughness of its surface.
The friction between near-surface winds and the ocean surface
induces wind waves, and the impact of these waves on emissivity
can be parameterized using surface roughness models. FOAM
implements both empirical and theoretical models for the rela-
tionship between near-surface winds, ocean surface roughness,
and ocean surface emissivity.

1) Empirical Models: Empirical geophysical model func-
tions (GMFs) for ocean surface wind-roughening are developed
for measurements at a single frequency based on match-up com-
parisons between radiometer measurements and ground-truth
wind speed measurements acquired via other means. Match-ups
are used to determine the values of coefficients An for a har-
monic series augmentation to the specular emissivity [16], [18],
[19]. Again, the azimuth directionφ is the difference between the
topocentric wind azimuth direction and the radiometer azimuth
look direction, where φ = 0 looks upwind

ε[p=TV ,TH ] = ε0 +

N∑
n=0

Ap
ncos(nφ) (4)

ε[p=U,V ] =

N∑
n=0

Ap
nsin(nφ). (5)
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Fig. 3. Comparison between real and imaginary dielectric constant models
included with FOAM. Dielectric constant models are shown for SST = 20 ◦C
and SSS = 34 psu.

FOAM implements the GMFs of Meissner and Wentz [16],
[18] at 1.4, 6.8, 10.7, 18.7, and 37 GHz, which were developed
by comparing Aquarius, WindSat, and SSM/I observations with
independent wind speed measurements. FOAM interpolates and
extrapolates the wind-dependence coefficients of these GMFs
from 0 to 40 GHz (with specular emissivity assumed at the static
limit). These models provide reasonable accuracy over this range
at low computation expense.

2) Theoretical Models: Theoretical models of ocean sur-
face roughening consider roughness-dependent emission mech-
anisms on multiple scales, and FOAM implements the two-scale
surface roughness model of Yueh [20]. Two-scale ocean rough-
ness models treat emission from ocean surfaces roughened by
large-scale gravity waves using a geometric optics approach
wherein the ocean surface is modeled as a collection of tiles
with tilt slopes S. The expression below separates the slopes in
the local topographic x and y vector directions, although it could
also be formulated in terms of the upwind Su and cross-wind

Sc directions. Shadowing is taken into account in the integration
limit of the Sx term [20]

Tp =

∫ ∞

−∞

∫ cot(θ)

−∞
Is(1− Sxtan(θ))P (Sx, Sy)dSxdSy. (6)

The slope probability distribution P (Sx, Sy) is assumed to be
zero-mean Gaussian with variances determined by the surface
spectrum W (κ, φ)

P (Sx, Sy) =
1

2πσxσy
e
− 1

2

(
x2

σ2
x
+ y2

σ2
y

)
(7)

σ2
x =

∫ ∞

∞

∫ 2π

0

κ3cos2(φ)Wl(κ, φ)dφdk

σ2
y =

∫ ∞

∞

∫ 2π

0

κ3sin2(φ)Wl(κ, φ)dφdk.

The ocean surface spectrum W (κ, φ) describes the distribu-
tion of ocean surface wave energy as a function of the wavenum-
ber κ [21]. Since this spectrum is generally a continuous func-
tion, two-scale models divide the spectrum into large and small
scale components by selecting a two-scale cutoff wavenumber
κd. The value of κd can vary, and is generally selected to be
less than the electromagnetic wavenumber by a factor between
3 and 5. [20]. The large-scale surface spectrum Wl(κ, φ) is
equivalent to W (κ, φ) up to κ = κd, and it is zero beyond this
wavenumber. The small-scale spectrum Ws(κ, φ) exhibits the
opposite behavior. The spectrum W (κ, φ) is composed of an
isotropic term S(κ) and an anisotropic term Φ(κ, φ)

W (κ, φ) =
1

2πκ
S(κ)Φ(κ, φ). (8)

FOAM includes several different models for the isotropic
spectrum, all of which are discussed in the appendix of
Hwang [22] with the exception of the Durden and Vesecky [23]
spectrum. For simplicity, FOAM assumes that ocean wave gen-
eration is not fetch-limited. The fetch dependence of several
of the Hwang [22] expressions is eliminated by assuming a
peak spectral frequency equivalent to that of the fully developed
Pierson and Moskowitz spectrum. As shown in Fig. 4, the ocean
spectrum models exhibit different spectral slopes, and the slope
of the Hwang [22] general model can be modified via input
arguments. The anisotropic component of the surface spectrum
follows the form of Fung and Lee [24] and is shown below. The
definition of c in the following expression is that of Yueh [20]
and s = 1.5× 10−4:

Φ(k, φ) = 1 + c(1− e−sκ2

)cos(2φ). (9)

These equations above describe roughened ocean surface
emission in the large-scale sense. Each specular tile in the
geometric optics expression also exhibits small-scale roughness
and is partially covered with ocean foam. The Stokes vector of
emission from a single tile Is is a combination of emission from a
foam-free roughened tile Iss and emission from a foam-covered
flat tile Isf . The fraction of the surface element covered by foam
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Fig. 4. Ocean spectrum models included in FOAM as discussed by [22].
Spectra are shown for a wind speed of 20 m/s.

is denoted F

Is = (1− F )Iss + FIsf . (10)

FOAM uses the foam fraction expression of Hwang et al. [25],
which is a function of wind friction u∗. This expression and the
conversion between wind friction and 10-m wind speed u10 are
both shown as follows:

F =

{
max(0, 0.3(u∗ − 0.11)3) u∗ ≤ 0.4m/s
0.07u2.5

∗ u∗ > 0.4m/s
(11)

u∗ = u10

√
10−5 (−0.16u2

10 + 9.67u10 + 80.58).

The Stokes vector of foam emission can be determined via (1)
and (2) (and therefore no signature of U or V Stokes parameters
is present) by using an effective dielectric constant for foam.
FOAM uses a quadratic mixing rule between water (εw) and air
(εa = 1) to estimate the dielectric constant of foam εf , following
the suggestion of Anguelova [26]. FOAM’s dielectric module
also includes the foam dielectric constant model of Stogryn [27]

εf = (F
√
εa + (1− F )

√
εw)

2
. (12)

The emission of foam-free surfaces with small scale rough-
ness is described using a small perturbation method formulation
for Bragg scattering. The resulting expression includes both
coherent Icoh and incoherent Iinc terms

Iss = TS

⎛
⎜⎜⎝
⎡
⎢⎢⎣
1
1
0
0

⎤
⎥⎥⎦− (Icoh + Iinc)

⎞
⎟⎟⎠

=TS

⎛
⎜⎜⎝
⎡
⎢⎢⎣
1−RV

1−RH

0
0

⎤
⎥⎥⎦−
∫ ∞

0

∫ 2π

0

κWs(κ, φ)

⎡
⎢⎢⎣
gTV

gTH

gU
gV

⎤
⎥⎥⎦ dφdκ

⎞
⎟⎟⎠.

(13)

The small perturbation method solution method for small-
scale rough surface emission (and scattering coefficients g
above) are discussed at length by Yueh [20], [28] and John-
son [29], [30], and will not be repeated here. Surface roughness
is also stronger on downwind large-scale tiles due to hydrody-
namic modulation, so the small-scale emission is adjusted by an
empirical scale factor as a function of the wave slope

Ws(κ, φ) = hWs(κ, φ) (14)

h =

{
1− 0.5sign(Sx) if|Sx/Su| > 1.25
1− 0.4(Sx/Su) if|Sx/Su| ≤ 1.25.

Finally, a coordinate transformation from the topocentric sys-
tem (where the z-axis points in the zenith direction) and the local
wave system (where the z-axis points along the normal vector
of a large-scale wave tile) is necessary to accurately compute
the polarization of the emission and reflection [20]. In addition
to including a full two-scale model, FOAM also includes the
FASTEM-5 and FASTEM-6 ocean surface emissivity models
which are empirical models fit to the output of similar full
two-scale codes [31]. The main difference between the different
FASTEM versions is the form of the azimuthal dependence.

Fig. 5 shows a comparison of ocean surface brightness tem-
perature spectrum from 500 MHz to 40 GHz predicted by
the empirical and two-scale surface models discussed above.
Also shown in Figs. 6 and 7 are the elevation and azimuth
dependence of Tp predicted by the models. For salinity remote
sensing purposes, it is important to note that extrapolation of the
FASTEM model to frequencies lower than 1.4 GHz results in
nonphysical brightness temperature predictions, whereas the ex-
trapolated Meissner–Wentz GMFs and the full two-scale model
obtain reasonable agreement. Since the full two-scale model
is computationally expensive in its current incarnation, it is
recommended to use the MW GMF for low frequencies and
the FASTEM model for high frequencies.

C. Atmosphere Module

FOAM’s atmosphere module computes emission and atten-
uation from atmospheric gases and aerosols using both plane-
parallel line-by-line radiative transfer equations and empirical
approximations derived from column integrated and surface
reference quantities. It is assumed that the atmosphere is entirely
composed of N2 and O2 gas as well as H2O vapor and aerosols.
Since microwave remote sensing of ocean surfaces generally em-
ploys long-wavelength instruments, the scattering contribution
of large aerosols is neglected. The top-of-atmosphere (located
at st) brightness temperature can be computed as a sum of the
attenuated emission from the ocean surface, the atmospheric
path emission (a function of atmospheric temperatureTatm), and
the reflected atmosphere and extraterrestrial (Tsky) emission

TB = εTSe
−τ(st) +

∫ τ(st)

τ(0)

Tatm(s)e−(τ(st)−τ(s))dτ(s)

+R

∫ τ(0)

τ(st)

(Tatm(s) + Tsky) e
−τ(s)dτ(s)e−τ(st).

(15)
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Fig. 5. Upwind brightness temperatures at a45◦ incidence angle for a 20 ◦C, 34
psu ocean surface roughened by a 10 m/s wind using different FOAM surface
emission models. The FASTEM model exhibits non-physical behavior when
extrapolated lower than 1.4 GHz.

The atmospheric path opacity τ is the product of the opti-
cal path s and the absorptivity of the atmosphere at the lo-
cation along the path. In the low refraction assumption, the
optical path is equivalent to the vertical coordinate times the
secant of the incidence angle. We use the propagation model of
Rosenkranz [32] to compute the atmospheric absorptivity term
(see Fig. 8). Solution of these equations requires that vertical
profiles of temperature, pressure, water vapor, and liquid water
are provided via ancillary data.

The module also includes a less expensive atmospheric contri-
bution calculation which is based solely on column-integrated
quantities (precipitable water vapor V in cm and precipitable
liquid water L in mm). We use a model similar to that of Brown
et al. [33] with an optional dependence on surface temperature
TS

TB = εTSe
−τsec(θ) +

(
1− e−τ sec(θ)

)
T eff
up

Fig. 6. Upwind brightness temperatures at 1.4 GHz for a 20 ◦C, 34 psu ocean
surface roughened by a 10 m/s as a function of incidence angle.

+R
(
1− e−τsec(θ)

)
T eff
dn e−τ sec(θ) (16)

τ = c0 + c1 V + c2 V
2 + c3 L+ c4 L

2 + c5TS . (17)

The frequency-dependent cn coefficients for the τ function as
well as latitude-dependent upwelling and downwelling effective
temperatures T eff

up and T eff
dn are fit to brightness temperature

calculations from 0.5 to 40 GHz with (15) using 3-D MERRA-2
profiles from different seasons, and the resulting calculations
of brightness temperature are found to agree well with the full
radiative transfer calculations. We note that while the rough-
surface emissivity is used to compute the reflected brightness
temperature contribution, the current implementation of the code
does not incorporate a correction term like that discussed in [16]
to account for true rough-surface reflection of the downwelling
atmospheric brightness temperature. Such a correction will be
implemented in future iterations of our software.

D. Ionosphere and Sky Modules

Ionospheric effects on the propagation of microwave radi-
ation are accounted for in FOAM’s ionosphere module. The
polarization of microwave radiation traversing the ionosphere is
changed via Faraday rotation. The corresponding Faraday angle
is a function of the ionospheric total electron content (TEC) N
in TEC units (1016 electrons/m2), the magnetic field vector B in
nanoteslas, the frequency f in GHz, and the propagation vector
x [34]

φf =
1.3549× 10−5

f2
N(B · x). (18)

At lower frequencies, the high reflection coefficient of the
ocean surface and limited atmospheric attenuation result in a
non-negligible contribution of microwave sources beyond the
earth’s atmosphere to space-borne radiometer measurements of
the earth’s surface; these sources are implemented in FOAM’s
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Fig. 7. Brightness temperatures at 19 GHz for a 13 ◦C, 34 psu ocean surface
roughened by a 10 m/s as a function of azimuth angle at an incidence angle of
55◦.

sky module. For the contribution of lunar and solar radiation
to measured brightness temperature, specular reflection is as-
sumed. This approximation is appropriate for the moon, but may
be limited in accuracy for the sun at high elevation angles [35],
[36]. The brightness temperature of the Moon is set as constant
and equal to the lunar equilibrium temperature of 275 K. The
brightness temperature of the sun is modeled with an 11-year
period and ranges between 1× 105 and 5× 105 K [37]. The
contribution of reflected galactic emission is included with
modulation due to ocean surface roughness. Wind-roughening
of the galactic reflection can be appropriately simulated using a
large-scale roughness model [38]. In the local coordinate system,
galactic microwave radiation propagates toward earth with a
direction vector ki and the scattered radiation propagates away
from earth with a direction vector ks

T ks

B =

∫∫
Γ(ki, ks)T

ki

B dkxi dk
y
i (19)

Fig. 8. Atmospheric absorptivity in dB/km assuming 10 ◦C temperature, 950
mbar pressure, 10 g/m3 water vapor, and 0.1 g/m3 liquid water.

Fig. 9. Roughened galactic background reflection map computed using (19)
assuming ocean roughening by a 5 m/s 10-m wind.

dkxi dk
y
i = cosθdθdφ.

The scattering function Γ(ki, ks) is defined by [38]. The term
Υ represents the change of polarization as the dot product of the
prereflection polarization vector P ∗ with the local vertical and
horizontal polarization vectors Vs and Hs

Γ(ki, ks) =
P (Sx, Sy)

4 (ks · z) (ki · z)Υ (20)

Υ = |P ∗
s ·Hs|2 |RH |2 + |P ∗

s · Vs|2 |RV |2 . (21)

For satellite missions, these equations need to be evaluated
for gridded locations within an orbit at a given sidereal time,
which is computationally prohibitive for experimenting with
salinity retrieval accuracy with several mission architectures.
To approximate this effect, the roughened galactic reflection
is calculated for several wind speeds at nadir reflection and
stored in tables by right ascension and declination of the nadir
reflection. The galactic contribution is then approximated by
computing the direction of specular reflection and polarization
at run time. The rough-surface galactic reflection intensity is
shown for a 5 m/s uniform ocean wind speed in Fig. 9.
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E. Ancillary Data

For the forward model mode, FOAM modules require access
to ancillary data as a function of latitude, longitude, and time.
While users can pass files as input arguments to the various
modules in offline mode, FOAM also allows users to access
ancillary data from various archive centers via an OpenDAP
interface. This functionality is built on top of the xarray pack-
age [39]. The ocean module requires ancillary land mask, sea
surface temperature, and sea surface salinity maps. FOAM uses
the EASE Grid product (which is downloaded and cached on
first startup of the program) to mask land and ice-covered ocean
regions with 3 km resolution [40]. For sea surface temperature,
FOAM provides access to the group for high resolution sea
surface temperature (GHRSST) Level 4 products with varying
spatial resolutions as processed by various GHRSST member
organizations [41]. For salinity, access is provided to multi-
mission optimally interpolated salinity datasets from SMAP,
SMOS, and Aquarius [42], as well as individual Level 3 SMAP
8-day or Aquarius 7-day running average products processed
by JPL. Additionally, access is provided to HYCOM model
outputs, which contain sea surface temperature, salinity, and
sea ice fraction fields [43]. The atmosphere module provides
access to 2-D surface/column-integrated quantities as well as
3-D atmospheric profiles from GMAO modern-era restrospec-
tive analysis version 2 (MERRA-2) [44] and the NCEP/NCAR
reanalysis [45]. Available quantities from these products in-
clude surface temperature and pressure, 10-m vector winds,
and water liquid/vapor abundances. Ionospheric TEC is read
into the ionosphere module from GPS-derived ionospheric TEC
datasets obtained from the CDDIS DAAC. In addition to the
aforementioned ancillary sources, users can also implement their
own ancillary data reader subclasses to access data from different
sources.

F. Solver Module

FOAM’s solver module queries the individual geophysics
modules based on the observation tracks generated from a
spacecraft object, which include information on the subtended
latitude and longitude by each radiometer instrument at a
given time as well as the corresponding reflection direction
vectors. L1-equivalent noise-free brightness temperatures are
computed based on the module objects that are provided to the
solver, and the solver brightness temperature routines also return
dictionaries of ancillary parameters at each observed location.
For L2-equivalent sea state parameter retrievals, the inputs to
and outputs from the forward model brightness temperature
computations are provided as inputs to the retrieval function, as
well as relevant radiometer instrument parameters such as center
frequency, bandwidth, and receiver noise (as well as an arbitrary
bias option. Based on these parameters, noise is then added to
the forward model brightness temperatures prior to the retrieval
solution. The number of retrieved parameters is determined from
user specification (e.g., only SSS or SSS and SST, etc.) and
the joint retrieval of these parameters is conducted using least
squares methods implemented by the Scipy package [46].

III. OBSERVING SIMULATIONS

Our intention in the development of the simulator discussed
in the previous section was to develop a framework for in-
vestigating different mission geometries toward the design of
future ocean salinity remote sensing missions. Since the range
of possible trades is broad, we limit discussion in this article
to two major design choices and their impacts. The first is the
impact of increasing radiometer bandwidth on the sensitivity
of the retrieved SSS. Broadly, improvements in the sensitivity
of radiometer brightness temperature TB measurements are
afforded by increasing the observing bandwidth B, increasing
the observing duration τ , or decreasing the noise temperature of
the receiver Tr (also written as the noise figure NF)

ΔT =
TB + Tr√

Bτ
(22)

Tr = 290(10NF/10 − 1). (23)

Thus, increasing the radiometer bandwidth will lead to more
accurate measurements of TB for a given revisit time. As we
mentioned previously, limitations in bandwidth for prior L-band
radiometer instruments are largely driven by spectrum alloca-
tion logistics, which can be overcome somewhat by dynamic
channel-dependent excision of RFI. It is also desirable to obtain
highly accurate snapshot observations to capture mesoscale
trends in SSS variability; mesoscale variability in SSS is both
broadly interesting in its own right as well as being useful in the
development of subscale parameterizations for ocean dynamics
in global forecast models. Retrieval of SSS quantities from
TB measurements further rely on scene ancillary information
from either models or concurrent measurement. The frequency
dependence of these scene contributions to the observed mi-
crowave brightness temperature can be used to mitigate uncer-
tainties in their estimates. The desire to determine the frequency
dependence of microwave emission from the ocean surface
with a wide-bandwidth receiver is synergistic with the need
to measure brightness temperature at high spectral resolution
to limit data loss due to RFI. In addition to considering the
impact of wideband observing systems, we also consider here
the employment of targeted revisit geometries oriented toward a
specific observation. As the cost of launch continues to decrease
for small satellites in the coming years, it may become prudent
to design relatively lower cost missions that are focused on
studying specific regional ocean processes as opposed to fielding
a more costly global observing system. We, therefore, highlight
in this section ocean processes traced by SSS which could be
measured with comparable or greater quality using targeted
revisits.

In this section, we examine a few cases of SSS measurements
over regions of broad oceanographic interest and consider how
different mission design choices affect the resulting retrieved
SSS products. Specifically, we simulate observations of SSS
structure in Gulf Stream eddies, Southern Ocean salinity fronts,
and Pacific tropical instability waves. In all cases, we use the
HYCOM model as the ground-truth ocean state [43].
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Fig. 10. (Top left) Two-day average SSS field from the HYCOM analysis from May 2020 over the Gulf Stream current. A high salinity eddy feature is apparent at
38 N, 70 W; this eddy forms on May 22 and dissipates by May 24, 2020. Two-day averaged retrievals of SSS over this region are shown for (top right) a SMAP-like
architecture (1.4 GHz, ΔT = 0.7 K [49]), (center left) a CIMR-like architecture (1.4, 6.9, 10.6 GHz, ΔT = 0.5 K [2]), (center right) the CIMR architecture with a
wideband L-band receiver (1.1–1.7, 6.9, 10.6 GHz, ΔT = 0.3 K), and (bottom left) a constellation of three satellites with fixed-pointing radiometers (0.5–2 GHz,
Channel ΔT = 0.5 K). The revisit time over earth for the constellation geometry is shown in the bottom right.

A. Observing Gulf Stream Eddy Structure

The Gulf Stream off the coast of the northeast United States
forms a boundary between cold, fresh waters supplied from the
subpolar North Atlantic Ocean via the Labrador current and
the warm, salty waters of the subtropical North Atlantic Ocean.
Prior remote SSS observations over this region have charac-
terized the nature of density contrasts and profiled the salinity
behavior of cold- and warm-core eddies that pinch off from the
Gulf Stream meanders [47], [48]. Accurate characterization of
salinity structure associated with Gulf Stream meanders and
rings is important to the understanding of the related ocean
dynamics, including exchanges between the subpolar and sub-
tropical gyres of the North Atlantic Ocean. We consider here the
challenges associated with detecting such eddies with different
spacecraft/sensor characteristics. Specifically, we simulate mea-
surements of SSS over a rapidly formed high SSS eddy present in
the HYCOM ocean analysis at 38 N, 70 W between May 22–23,
2020, as shown in the top left corner of Fig. 10. We consider four
different measurement approaches to detect this feature in the
Gulf Stream salinity field: SMAP simulations (1.4 GHz,B = 27
MHz, NF = 3 dB, ΔT = 0.7 K [49]), CIMR simulations (1.4,
6.9, 10.6 GHz, L-band B = 27 MHz, NF = 2.5 dB, ΔT = 0.5
K [2]), CIMR extended (including wideband contribution from
NASA) simulations (1.1–1.7, 6.9, 10.6 GHz, L-band channel
B = 100 MHz, NF = 2.5 dB, ΔT = 0.3 K), and a satellite
constellation with wideband, fixed-pointing radiometers (0.5–
2 GHz, channel B = 100 MHz, NF = 3 dB, ΔT = 0.5 K). For
all simulations, the integration time was 28 ms. The constellation
includes three satellites orbiting with inclinations of 45◦, 75◦,
and 105◦, and the 2-day equivalent revisit over the full globe is

shown in the lower right of Fig. 10. The 2-day average retrieved
SSS measurements are shown in Fig. 10. As shown in this figure,
the mission geometries employing wideband L-band receivers
have greater capability to detect and characterize the high salin-
ity eddy feature, while the narrowband systems are less capable
of resolving this feature given the measurement noise. While
the fixed-pointing constellation is not able to achieve as high
of spatial resolution as a conical scanner with a larger reflector,
the sensitivity of the wideband receiver permits recovery of this
mesoscale feature.

B. Southern Ocean Fronts

Measurements of SSS structure associated with the fronts
of the Antarctic Circumpolar Current (ACC) in the Southern
Ocean are particularly challenging due to the lower sensitivity
of L-band radiometry to SSS variations over cold waters, the
relatively weak SSS variation associated with the ACC fronts,
and rapid and variable wind speeds in this region. Fronts in
the Southern Ocean are locally defined by sharp gradients in
sea-surface properties such as SSS, SST, and sea surface height
(SSH) [50]. Front boundaries are constantly shifting, and esti-
mation of vertical and horizontal ocean exchange processes are
tied to accurate descriptions of front locations. Due to the lower
sensitivity of satellite salinity measurements over colder waters,
identification of front boundaries from such measurements is
limited to averages over long periods of time. Additionally, dif-
ferent satellite products demonstrate different local and seasonal
trends [51]. We consider here the challenge of accurately mea-
suring SSS over the Southern Ocean so that the locations of front
boundaries are clearly visible. Our simulations are conducted
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Fig. 11. (Top left) 14-day averaged SSS for the HYCOM model over the Southern Ocean during its summer in February. 14-day averages of retrieved SSS
with corrupted ancillary wind field information for (top right) a SMAP-like receiver (1.4 GHz, ΔT = 0.7 K), (bottom left) a CIMR-like receiver (1.4 GHz,
6.9 GHz, 10.7 GHz, ΔT = 0.5 K), and (bottom right) a wideband L-band receiver (0.5–2 GHz, Channel ΔT = 0.5 K). Figures in the bottom row are derived
from simultaneous retrieval of OVW and SSS using spectral information outside of 1.4 GHz, mitigating corruption in the ancillary field.

during the southern hemisphere summer in February, where the
sea ice has receded and front boundaries are apparent closer
to the sheet. To further complicate our retrieval, we introduce
a timestep-offset in the ancillary wind data provided to the
simulator (from the NCEP analysis). With these corrupted ancil-
lary winds, we then conduct retrievals for a SMAP-like orbital
geometry with different receiver characteristics: a narrowband
system (1.4 GHz, ΔT = 0.7 K), a more sensitive narrowband
system with higher frequencies (e.g., CIMR) (1.4 GHz, 6.9 GHz,
10.7 GHz, ΔT = 0.5 K) and a wideband system (0.5–2 GHz,
Channel ΔT = 0.5 K). While the narrowband L-band only sys-
tem (e.g., SMAP) is fully reliant on the available ancillary wind
data, the sensor systems with higher frequencies are capable
of simultaneous OVW and SSS retrieval, thereby mitigating
the corruption in the ancillary wind data. The results of these
retrievals are shown in Fig. 11. While the CIMR-like architecture
obtains a higher quality averaged SSS retrieval over the SMAP-
like architecture, the wideband system recovers the SSS field
with excellent accuracy (even on snapshot scales). SSS fronts
are clearly visible in these retrievals, permitting identification

of front boundaries with greater accuracy than possible with
narrowband L-band receivers.

C. Tropical Instability Wave Spectra

Tropical instability waves and eddy systems form near the
boundaries of the equatorial cold tongue in the Pacific ocean
due to barotropic and baroclinic instabilities in equatorial
current systems [52], [53]. The top of Fig. 12 shows a snapshot
of HYCOM analysis tropical instability wave system in the
Pacific ocean off the coast of Central America which is our
specific region of interest for this section. Previous remote SSS
observations have been used to derive the phase speeds of waves
within fixed period bands and to assess the relative impact of SSS
and SST variations on density gradients [53], [54], [55]. We con-
sider here the challenge of accurately characterizing the power
spectrum of the Pacific tropical instability wave system from
spacecraft SSS observations, specifically trading revisit time
versus snapshot observation sensitivity. Two spacecraft/sensor
configurations are compared: an Aquarius-like sensor and an
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Fig. 12. (Top) HYCOM model SSS within the Pacific equatorial tropical instability wave system corresponding to September 1, 2020. (Bottom) Hovmoller
diagrams over four months for (left) the HYCOM model, (center) simulated observations with an Aquarius-like sensor, and (right) simulated observations with an
equatorial orbiting conical scanning instrument. The black line corresponds to a wave phase speed of 1 m/s, and the red line corresponds to a wave phase speed of
0.5 m/s.

equatorial-orbiting conical scanner instrument. The Aquarius in-
strument orbits in a sun-synchronous configuration and features
three radiometer horns at look angles between 20◦ and 50◦; the
instrumentΔT is specified as 0.15 K [56]. The equatorial orbiter
instrument achieves faster revisit, but includes a less sensitive
receiver (ΔT = 0.5K). The bottom row of Fig. 12 shows salinity
anomaly (deviation from the mean) Hovmoller diagrams at 1◦

north over a four month period derived from the HYCOM
analysis, interpolated Aquarius-like sensor observations, and
equatorial scanning sensor observations. While the equatorial
orbiter diagram is significantly noisier, the improved revisit
permits resolution of finer scale features. This is confirmed
in the longitudinal-averaged power spectral density of the 1◦

North salinity anomaly time series shown in Fig. 13. While the
interpolated Aquarius observations are better able to recover the
spectrum within the 0.5 m/s band, the higher revisit equatorial
orbiter is able to recover the spectrum for waves which propagate
faster. Such simulations could be expanded to determine the
necessary receiver sensitivity and/or revisit time necessary to
recover wave spectral structure out to an arbitrary frequency
within different tropical instability wave systems.

D. Discussion

In our observing simulations, we have considered several
specific cases in which targeted revisit and wider bandwidth in-
strument architectures could provide significant improvements
in the recovery of SSS trends from satellite measurements.
In highly time-variable systems, such as the Gulf Stream and

Fig. 13. Power spectral density of the salinity anomalies determined from the
longitudinal average of the time series shown in the bottom row of Fig. 12. With
higher revisit, the equatorial orbiter is better able to recover the spectrum for
faster waves.

both Atlantic/Pacific tropical instability wave eddy systems,
improved snapshot sensitivity from spacecraft measurements
can facilitate the adoption of SSS as a regional dynamic tracer.
Sensitive SSS measurements in this context can be used as both
validation to regional submesoscale dynamical simulations and
as an additional degree of freedom in data-driven forecasting of
dynamical processes [57], [58]. Accurate study of the connec-
tions between ocean salinity and ice melt in cold water systems
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such as the Arctic and Southern oceans will also become more
important as warming continues to impact these regions. It will
be imperative for future remote sensing missions to accurately
characterize seasonal trends in these regions, and there is evi-
dence to suggest that even considerable time-averages of current
spacecraft products are not capable of such characterization [51].
From our case studies, we conclude that wideband and targeted
revisit systems are capable of meeting these challenges and
broadly improving the state of the art in SSS remote measure-
ment. Similar conclusions have also been reached from recent
theoretical sensitivity studies [7], whereas our work supports
these conclusions from a practical perspective.

The trade space in design of SSS remote sensing missions
from space is broad, and there are many avenues for further re-
search in this area beyond the case studies considered here. With
regards to wideband systems, future studies should consider the
impact of radio frequency interference over different frequency
ranges [6] using source density maps inferred from prior L-band
missions. While we considered the impact of wind speed er-
rors in this study, a systematic investigation of the impact of
biases and errors in all relevant ancillary data fields (particularly
ionospheric and galactic components) should also be undertaken
to improve error budget estimates. Additionally, the impact of
varying spatial resolution with wavelength on the achievable
resolution of retrieved SSS using wideband spectrometer sys-
tems should also be considered in detail. In addition to the
maturation of wideband radiometer systems, advancements in
the achievable spatial resolution of SSS remote measurements
are also under consideration using interferometer systems [5].
Since improvements in spatial resolution using aperture syn-
thesis techniques impose penalties on snapshot sensitivity, we
encourage detailed study of the impact of measurement spatial
resolution on the science return of SSS remote sensing missions.
Improvements in spatial resolution will be particularly important
for resolving processes near coastlines and ice edges, but it will
be necessary to balance the spatial resolution achieved with the
sensitivity of the retrieved salinity field for future missions.
Overall, we encourage further case studies similar to those
presented here using the FOAM simulator package over a wider
range of both ocean environments and operational capabilities to
facilitate the design of next generation SSS observing systems.

IV. CONCLUSION

The continued development and deployment of L-band mi-
crowave radiometer instruments on future satellite missions
will permit continuity in the measurement of SSS and its
incorporation into earth system models. In this article, we have
presented and described a new open source software package
capable of simulating fixed-pointing and scanning microwave
radiometer observations of ocean state parameters. We subse-
quently have applied this software to conduct simulations of
satellite SSS missions over selected regions of broad oceano-
graphic interest, demonstrating how the employment of wide-
band receivers and targeted revisit geometries can lead to im-
proved sensitivity of observing systems to SSS variations from

mesoscales and synoptic time scales. These results provide prac-
tical demonstration of the capability of next generation wide-
band radiometer instruments to improve sensitivity in remote
sensing of SSS by an order of magnitude, and the inclusion of
such instruments in future missions should be a top priority.
We encourage future work in the application of this simulator
framework to SSS measurements in other high-priority regions
(such as the Arctic ocean and coastal oceans) and a more rigorous
assessment of trades to ensure that an optimal mission can be
designed within a given cost.
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