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Optimized Views Photogrammetry: Precision
Analysis and a Large-Scale Case Study in Qingdao
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Abstract—Unmanned aerial vehicle (UAVs) have become one of
the widely used remote sensing platforms and played a critical role
in the construction of smart cities. However, due to the complex
environment in urban scenes, secure, and accurate data acquisi-
tion brings great challenges to 3-D modeling and scene updating.
Optimal trajectory planning of UAVs and accurate data collection
of onboard cameras are nontrivial issues in urban modeling. This
study presents the principle of optimized views photogrammetry
and verifies its precision and potential in large-scale 3-D mod-
eling. Different from oblique photogrammetry, optimized views
photogrammetry uses rough models to generate and optimize UAV
trajectories, which is achieved through the consideration of model
point reconstructability and view point redundancy. Based on the
principle of optimized views photogrammetry, this study first con-
ducts a precision analysis of 3-D models by using UAV images of
optimized views photogrammetry and then executes a large-scale
case study in the urban region of Qingdao City, China, to verify
its engineering potential. By using GCPs for image orientation
precision analysis and terrestrial laser scanning (TLS) point clouds
for model quality analysis, experimental results show that opti-
mized views photogrammetry could construct stable image con-
nection networks and could achieve comparable image orientation
accuracy. Benefiting from the accurate image acquisition strategy,
the quality of mesh models significantly improves, especially for
urban areas with serious occlusions, in which 3 to 5 times of higher
accuracy has been achieved. Besides, the case study in Qingdao
City verifies that optimized views photogrammetry can be a reliable
and powerful solution for the large-scale 3-D modeling in complex
urban scenes.

Index Terms—3-D reconstruction, data acquisition, image
orientation, oblique photogrammetry, optimized views
photogrammetry, unmanned aerial vehicle (UAV).
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I. INTRODUCTION

3-D reconstruction has become increasingly critical for build-
ing smart cities [1], [2]. Satellite-based and aerial-based pho-
togrammetric imaging systems can provide remote sensing (RS)
data for 3-D reconstruction of large-scale topographic reliefs and
urban buildings [3], [4], [5]. However, due to their high flight
heights, such as hundreds of kilometers on satellites and a few
kilometers on aerial planes, and fixed observation view points,
these RS systems can only provide data with low spatial reso-
lutions and limited acquisition abilities [6]. For reconstructing
fine-scale 3-D models of complex urban scenes, it has become
very urgent to meet the requirements for high timeliness and
flexibility in data acquisition as well as high spatial resolution
for collected images [7], [8].

In recent years, unmanned aerial vehicle (UAV) platforms
have gained extensive attention in varying applications, includ-
ing but not limited to heritage documentation [9], structural
monitoring [10], and transmission line inspection [11], [12],
due to their characteristics of low economic costs, ease to us-
age, and flexible acquisition abilities. Equipped with consumer-
grade digital cameras, UAV-based photogrammetric systems can
record images with centimeter-level spatial resolutions [13]. The
combination of UAV platforms and oblique photogrammetric
techniques can enhance the advantages of flexible and multiview
data acquisition capabilities [14]. UAV-based photogrammetry
has become an important RS platform in the 3-D reconstruction
of urban cities [15], [16], [17].

Generally, the workflow of UAV-based photogrammetry for
3-D reconstruction consists of two major steps, i.e., data acquisi-
tion and 3-D modeling. In the literature, image-based 3-D mesh
modeling has become mature because of the rapid development
of image orientation and multiview stereo technologies [18],
which can be observed from the widely used commercial and
open-source software packages, e.g., Bentley ContextCapture,
Pix4Dmapper, ColMap, and AliceVision [19]. On the contrary,
data acquisition is a nontrivial task in complex urban scenes.
According to the principle of classical oblique photogrammetry,
UAVs are equipped with fixed-orientation cameras and operated
at fixed-height trajectories for data acquisitions. Due to the large
height variations and serious occlusions of urban buildings,
recorded images can only provide very limited observations for
3-D modeling [20], which leads to the degeneration in both
precision and completeness of 3-D reconstructed models. Be-
sides, classical photogrammetry uses regular camera exposure
positions to record images and cannot consider the geometric
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Fig. 1. Comparison of mesh models reconstructed by using classical oblique and optimized views photogrammetry. (a) Model from oblique photogrammetry,
(b) Model from optimized views photogrammetry, (c) Comparison of local detail.

characteristics of urban scenes. In other words, both flatten
grounds and complex structures are equally scanned, which
leads to redundant observations for the former and insufficient
observations for the latter [21]. Fig. 1(c) illustrates the local
details of reconstructed models from oblique photogrammetry,
which are indicated by red boxes. Due to limited observations,
fault, and deficiency can be seen in building facades and bot-
toms. Therefore, more accurate trajectory planning methods are
required to further improve the model quality in complex urban
scenes [22].

In the literature, UAV trajectory planning is the technique
used to design the flying path of UAV platforms and the view-
ing direction of onboard cameras. To ensure the flight safety
and improve the production quality, trajectory planning plays
a critical role that needs serious consideration for UAV-based
oblique photogrammetry [23], [24]. Generally, existing trajec-
tory planning methods can be divided into two major categories,
i.e., traditional planning methods and geometry-aware planning
methods. In the fields of photogrammetry and RS, traditional
planning methods generate trajectories that control UAVs flying
above urban scenes at a fixed height in urban areas or by
using a ground-adaption mode in mountain regions, and images
are collected with vertical or oblique equipped cameras [25].
Because of the high altitudes and serious occlusions, images that
are captured from these trajectory paths cannot achieve sufficient
observations in complex urban scenes [23].

In contrast to traditional planning methods, geometry-aware
planning methods have gained extensive attention in recent years
because of the increasing usage of UAVs in the 3-D modeling
of urban cities [26]. Through the exploitation of geometric

information of ground scenes, geometry-aware planning meth-
ods calculate necessary camera view points that are required
for accurate 3-D reconstruction and generate UAV flying paths
with adaptive camera viewing directions. According to the used
auxiliary data, existing geometry-aware planning methods can
be divided into two-step methods [23], [27], [28] and one-step
methods [7], [22]. Two-step methods first depend on the tra-
ditional photogrammetry acquisition, such as oblique imaging,
to collect necessary images of test sites to reconstruct a rough
model, which is then used to initialize and refined an opti-
mized trajectory for geometry-aware data acquisition. On the
contrary, one-step methods do not depend on any rough models
and can directly utilize the prior data of test sites to generate
necessary information for trajectory planning. Zhou et al. [22]
exploited existing 2-D vector maps and RS satellite images
to generate rough building box models, and Kuang et al. [7]
used top views to create an initial path, which was followed by
building heights estimation through a simultaneous localization
and mapping (SLAM) system. In this study, a UAV trajectory
planning method, termed optimized views photogrammetry, is
designed for the 3-D reconstruction of complex urban scenes.
Based on the 3-D rough model, optimized views photogramme-
try combines dense sampling-based initial view point generation
and reconstructability constrained final view point optimization
to generate UAV camera view points that fit the spatial geometric
structures and meet the measurement application requirements
as well as intelligently planned UAV trajectory paths. Fig. 1(c)
illustrates the local details of reconstructed models from opti-
mized views photogrammetry, which are indicated by yellow
boxes. Compared with oblique photogrammetry, reconstructed
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models from optimized views photogrammetry have higher
precision and completeness.

Combined with the high flexibility and multiview acquisition
ability of UAV platforms, optimized views photogrammetry
has shown high potential for 3-D reconstruction and model
updating in complex urban scenes. Thus, this study conducts
a comprehensive evaluation of image orientation accuracy and
3-D model quality generated from UAV images of optimized
views photogrammetry. The primary contributions of this study
can be concluded as follows:

1) we present the basic principle of optimized views pho-
togrammetry in the context of urban scene 3-D reconstruc-
tion and the considerations for engineering applications;

2) we conduct a precision analysis of 3-D models that are
generated from the UAV images of optimized views pho-
togrammetry by using both ground control points (GCPs)
for image orientation accuracy analysis and terrestrial
laser scanning (TLS) point clouds for mesh model quality
analysis;

3) we conduct a large-scale case study in the urban region
of Qingdao City, China, to verify the performance of opti-
mized views photogrammetry in engineering applications.

The rest of this article is organized as follows. Section II gives
the mathematical basics of optimized views photogrammetry.
Section III presents the workflow and detailed procedure of
optimized views photogrammetry. By using oblique and op-
timized views photogrammetry, two test sites are selected for
comprehensive performance evaluation in Section IV. Finally,
Section V concludes this article.

II. MATHEMATIC BASIC OF OPTIMIZED VIEWS

PHOTOGRAMMETRY

The main purpose of optimized views photogrammetry is to
define a set of view points, from which model points obtain
enough observation with minimal view point redundancy. From
the aspect of multiview stereo reconstruction, optimized views
photogrammetry aims to minimize the redundancy of selected
view points and maximize the reconstructability of reconstructed
model points. In contrast to classical oblique photogrammetry
that focuses on the stability of image connection networks,
optimized views photogrammetry attempts to achieve the 3-D
reconstruction of urban scenes with high precision and com-
pleteness.

According to the notations presented in [28], reconstructabil-
ity q(s, vi, vj) defines the reconstruction quality of model point
s under two selected view points (vi, vj), as illustrated in Fig.
2. Reconstructability q(s, vi, vj) is calculated using (1)

q(s, vi, vj) = w1(α)w2(dm)w3(α)cos(θm) (1)

where α is the intersection angle of view points (vi, vj)
when seeing model point s; dm = max(‖svi‖, ‖svj‖) indicates
the maximum distance from view points (vi, vj) to model
point s; θm = max(θi, θj) defines the maximal intersection
angle between vectors from model point s to view points
(vi, vj) and the normal vector of model point s; w1, w2, and
w3 are the weight items. Thus, reconstructability q(s, vi, vj)

Fig. 2. Illustration of reconstructability of model points under selected view
points.

quantifies the relationship between view points and model points
under three constraints, i.e., the intersection angle of view points,
the imaging distance from view points to model point and
deviation from the normal vector of model point. To obtain high
reconstructability q(s, vi, vj), view points (vi, vj) with medium
intersection angle, near imaging distance and direction to the
model point and its normal vector, respectively, are preferred.

Based on the definition of reconstructability q(s, vi, vj) of
model point s under two view point (vi, vj), the reconstructabil-
ity of model point s under the view point set U is defined as the
sum of q(s, vi, vj) between all possible view point pairs, which
can be calculated by using the following equation:

h(s, U) =
∑

i=1,...,|U |,j=i+1,...,|U |
δ(s, vi)δ(s, vj)q(s, vi, vj)

(2)
where δ(s, vi) and δ(s, vj) define the visibility of model point
s under view points (vi, vj). It is set as one if model point s
is visible in the corresponding view point; otherwise, it is set
as zero. Similarly, the redundancy r(v) of view point v under
the view point set U can be calculated by using the following
equation:

r(v, U) = min{h(s, U)|s ∈ S, δ(s, v)} (3)

where S defines the set of model points that can be observed by
view point v. Thus, the redundancy r(v) is defined as the mini-
mum reconstructability h(s, U) of all observed model points S
under the view point set U .

III. WORKFLOW OF OPTIMIZED VIEWS PHOTOGRAMMETRY

The workflow of optimized views photogrammetry consists of
five steps, as shown in Fig. 3, including rough model generation,
initial view point sampling constrained by rough model, view
point optimization based on reconstructability analysis, view
point clustering, and trajectory generation [22]. The input is the
rough model of the test site, which includes the basic geometric
priors of the test site. Based on the rough model, initial view
points are then generated by the dense sampling on the rough
model. Since the generation of initial view points does not
consider the efficiency of data acquisition, serious redundancies
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Fig. 3. Workflow of optimized views photogrammetry.

exist and would cause huge economic costs for data acquisition.
Thus, initial view points are further optimized by selecting
a small enough subset of view points, which minimizes the
redundancy of view points and maximizes the reconstructability
of model points. Since one data acquisition campaign of UAVs
cannot cover the whole trajectory path, refined view points are
divided into different clusters, and the view points in each cluster
are used to generate an individual trajectory path, which covers
one part of the entire test site. The details of each step are
presented in the following sections.

A. Rough Model From Prior Data or Oblique
Photogrammetry

The rough model includes the geometric information of test
sites, which acts as the basis for optimized views photogramme-
try. In general, the rough model can be obtained by using three
strategies. For the first one, existing 2-D geo-spatial data can be
directly utilized, such as 2-D vector maps with height attributes
to build 2.5-D box models. For the second one, design data in
the field of building information model, such as computer-aided
design models, can be used to generate rough models after
the processing of geo-referencing and similarity transformation.
Although these two methods do not depend on other data ac-
quisition campaigns, the reality of the generated rough models
can not be ensured, which may occur frequently in build-up
regions. To obtain reliable rough models, the third strategy uses
classical oblique photogrammetry to record necessary images
for the reconstruction of rough models.

The urban scene usually covers a large-scale region and
includes a variety of ground objects. Besides, high-frequency
update changes occur in urban cities. To obtain the reality, the
third strategy has been adopted in this study for rough model
generation. By using images collected from an extra acquisition
campaign, optimized view photogrammetry generates two kinds
of rough models through 3-D reconstruction, which are termed
as entity object model and hierarchical 2.5-D model. Fig. 4
shows two kinds of rough models of urban scenes, in which Fig.

Fig. 4. Entity object model and hierarchical 2.5-D model. (a) Entity object
model. (b) Hierarchical 2.5-D model.

4(a) and (b shows the entity object model and hierarchical 2.5-D
model. The entity object model is directly reconstructed from the
collected images through 3-D reconstruction. On the contrary,
the hierarchical 2.5-D model is generated hierarchically. Dense
point clouds are first divided into different parts based on their
height range, and a partial model is reconstructed for each
divided point cloud. The final 2.5-D model is the concatenation
of all partial models.

The practical application indicates that although the structure
of entity object models is not complete compared with hierar-
chical 2.5-D models, the entity object model can better reflect
the details of ground objects, especially for some special-shaped
buildings. On the contrary, the hierarchical 2.5-D models find
it difficult to represent the special structures, such as hollows
on buildings. Thus, optimized views photogrammetry uses the
entity object model to represent rough models for UAV trajectory
planning.

B. Initial View Point Sampling Constrained by Rough Models

The rough model includes the basic geometric information of
test sites, such as buildings, and vegetation in urban scenes, with
which the planned trajectory of UAVs could not collide. Due to
the missing of some fine-scale objects and the loss of navigation
signals in dense building regions, as shown in Fig. 5(a), the
rough model can not define the safe-flying zone of UAVs. In
the optimized view photogrammetry, the dilation of the initial
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Fig. 5. Safe-flying zone generation from the rough model. (a) Rough model.
(b) Safe-flying zone.

Fig. 6. Initial view point generation constrained by rough models.

rough model is conducted to define the safe-flying zone, which
considers extra uncertainties, such as the incompleteness of the
rough models, and the degeneration of navigation precision. In
practice, the dilation scale is set according to real situation of
test sites. Fig. 5(b) shows the safe-flying zone generated of the
rough model, as presented in Fig. 5(a).

Initial view points can be then sampled by using the con-
straint of the safe-flying zone. The principle of initial view
point sampling is illustrated in Fig. 6. First, dense model points
S = {si,ni} are sampled from the surface of the rough model
by using the Poisson disk sampling algorithm [29], in which
ni is the normal vector of the model point si. Compared with
other sampling methods, the Poisson disk sampling algorithm
focuses on the important regions that reflect the distinctive
characteristics of the rough models. After the sampling of model
point si, its corresponding view pointvi is determined by moving
model point si along the direction of normal vector ni with the
distance of dGSD, and the imaging direction of view point vi is
opposite to the normal vector ni, as shown in Fig. 6. Based on
the abovementioned operation, initial view points V = {vi,oi}
can be obtained, which meets the requirements as represented
by (4) and (5)

vi = si + dGSD ∗ ni (4)

oi = − ni. (5)

During Poisson disk sampling, the dimension dGSD of the
sampling disk determines the overlap degree roverlap of images
that are recorded at view points V . The mathematic relationship
between the sampling disk and the overlap degree is formulated
by (6) and (7), in which θ is the field of view of the used cameras.
Thus, the sampling density of initial view points is controlled

Fig. 7. Illustration of model sampling points and initial view points. (a) Model
sampling points. (b) Initial view points.

by the desired image overlap degree

Ddisk = dprj ∗ (1.0− roverlap) (6)

dprj = 2 ∗ dGSD ∗ tan(θ/2). (7)

A subset of initial view points maybe within the safe-flying
zone, as shown in Fig. 6. For this situation, the initial view points
are rotated until going out of the safe-flying zone. Fig. 7 shows
an example of model sampling points and initial view points, in
which Fig. 7(a) and (b) are the model sampling points and initial
view points, respectively. We can see that the model sampling
points rendered by black rectangles are sparsely located on
the rough model, whose sampling density is correlated to the
geometric structure of the rough model. Initial view points are
rendered by blue circles with their imaging directions indicated
by green lines, as presented in Fig. 7(b). For this model, a total
number of 5709 view points are generated from the rough model.

C. View Point Optimization Considering Redundancy and
Constructability

Extremely high redundancy exists in the initial view points
as they are merely generated based on the dense sampling
from the rough model, as illustrated in Fig. 7(b), which can
not be directly used for trajectory planning in optimized views
photogrammetry. Based on the mathematical basic of optimized
views photogrammetry as presented in Section II, view point
optimization is then executed to reduce view point redundancy
while maximizing the reconstructability of model points simul-
taneously.

According to the definition of reconstructability h(s, U) of
model point s and the redundancy r(v) of view point v under
the initial view points U , as presented by (2) and (3), the
purpose of view point optimization is to select a subset of
view points V from initial view points U , which simultane-
ously minimizes view point redundancy R(V ) =

∑
v∈V r(v)

and maximizes model point reconstructability H(S, V ) =∑
s∈S h(s, V ). Thus, the objective function for view point opti-

mization is represented by (8), in which W is the subset of view
points that minimize the view point redundancy; the threshold
th determines the minimum reconstructability of model points

V ∗ = argmax
V ∈U,|V |=|W |

H
(
S, argmin

W∈U
R(W )

)

s.t. h(s, V ) > th, h(s,W ) > th ∀s ∈ S. (8)
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Fig. 8. Illustration of optimized view points.

The solution to the optimization problem can be achieved
through a two-step algorithm: (1) the first step is to minimize
the view point redundancy, which is achieved by iteratively
removing the view point v with the maximum redundancy r(v)
and updating the reconstructability of all related model points.
If the reconstructability of at least one model points is less than
the threshold th, then rollback the view point deletion operation
and step to the next redundant view point. After the deletion
operation, a reduced view point set W can be generated; (2) the
second step is to maximize the model point reconstructability.
For each view point vi in W , find its neighboring and similar
view point set Ω(vi) from initial view points V . Iterating over
each view point in Ω(vi) and finding the view point v∗i that can
maximize the model point reconstructability H(S,U). If the
view point v∗i exist, replace vi with v∗i . After the substitution op-
eration, optimized view points V ∗ = {v∗i ,o∗

i} can be obtained.
Fig. 8 shows the optimized view points from Fig. 7(b).

D. View Point Clustering and UAV Trajectory Generation

After view point optimization, flying positions of UAV plat-
forms and imaging directions of onboard cameras can be deter-
mined and utilized for data acquisition campaigns. In practical
application, discrete view points should be stringed orderly to
create the trajectory and determine the flying path of UAV
platforms. Taking the view points as the waypoints, the trajectory
generation of UAVs can be cast as a static path planning problem.
It can be formulated as a traveling salesman problem (TSP) op-
timization problem and could be solved by minimizing the total
costs of visiting all view points. During UAV data acquisition, the
edge cost between two view points vi and vj can be formulated
by using their edge length l(vi, vj) and imaging angle θ(vi, vj),
as formulated in the following equation:

e(vi, vj) = l(vi, vj) exp
θ(vi,vj)

l(vi,vj) . (9)

Due to a large number of view points and the consideration
of building occlusions, the solving of the TSP problem is very
difficult and less efficient. In optimized views photogramme-
try, this optimization problem is solved by using the genetic
algorithm, which could provide a suboptimal solution with
high computation time efficiency. In addition, optimized view
points are first clustered into different groups based on their
spatial distance, view direction, and height distribution. Fig. 9
shows the cluster results by using the view direction and height

Fig. 9. Ilustration of UAV trajectory generation. (a) View direction clustering.
(b) Height hierarchical clustering.

Fig. 10. GCP distribution and samples in the first test site. (a) GCP distribution.
(b) GCP in building top and facade.

distribution, respectively. In practical applications of optimized
views photogrammetry, trajectory path is generated by using the
clusters of view points due to two main reasons. On the one hand,
the inner structure of each cluster can be consistent; on the other
hand, the complexity of optimization solving can be decreased.

IV. EXPERIMENT AND RESULTS

In the experiments, two test sites are selected for the precision
analysis and large-scale engineering application of optimized
views photogrammetry. For the precision analysis, both GCPs
and TLS point clouds have been surveyed in the first test site,
and the performance of optimized views photogrammetry has
been evaluated in terms of image ground coverage, tie-point
distribution, and relative and absolute bundle adjustment (BA).
For the real engineer application, a large-scale case study has
been conducted in Qingdao City, China, in which the 3-D models
of the built-up areas have been scanned and reconstructed based
on optimized views photogrammetry.

A. Test Sites and Datasets

Two test sites have been selected for the evaluation and ver-
ification of optimized views photogrammetry. For UAV image
acquisition, detailed information for flight configuration is listed
in Table I. Noticeably, in these two test sites, both conventional
Penta-view oblique and proposed optimized views photogram-
metry have been conducted for data acquisition. For the first test
site, oblique images are collected for performance evaluation;
on the contrary, the oblique images of the second test site are
used for rough model generation.

The first test site locates in the YueHai distinct of ShenZhen
University, as shown in Fig. 10(a). There exists a complex
building with a corridor-like structure. Since some parts are very
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TABLE I
DETAILED INFORMATION FOR FLIGHT CONFIGURATION OF THE TWO TEST SITES

close to each other, occlusions can be observed between building
parts. The average building height is about 35 m, and a higher
office building with a height of 55 m exists near the top-right
region. In this test site, other regions are mainly covered by dense
vegetation. For data acquisition, a DJI M300 multirotor UAV
has been adopted in this test site for both oblique and optimized
views photogrammetry. The details are described as follows.

1) For oblique photogrammetry, the multirotor UAV is
equipped with one PSDK 102S Penta-view imaging sys-
tem, which is mounted with 0◦ and 45◦, respectively, for
the nadir and oblique cameras. Besides, the focal length of
cameras is 35 mm. Under the fixed flight height of 100 m,
a total number of 3620 images have been collected with
the dimensions of 6000 × 4000 pixels. The mean ground
sampling distance (GSD) is approximately 1.6 cm, and the
overlap degree of images is about 85%.

2) For optimized views photogrammetry, the multirotor UAV
is equipped with one DJI Zenmuse P1 camera with the
dimensions of 8192 × 5460 pixels. In contrast to the fixed
angles in oblique photogrammetry, the imaging angles of
optimized views are adjusted adaptively to accommodate
the geometric structure of ground objects. Under the view
distance of 80 m, 4030 images are recorded at this test
site. The GSD is about 1.0 cm.

In the first test site, both GCPs and TLS point clouds have
been collected as ground-truth data for geo-reference accuracy
and model precision analysis. In this test site, a total number
of 28 GCPs have been surveyed by using the UFO-U5 real-
time kinematic GNSS (RTK-GNSS) made by the UniStrong
cooperation, whose nominal accuracies are 0.8 cm and 1.5 cm in
the horizontal and vertical directions, respectively. As presented
in Fig. 10, the selected GCPs are evenly distributed in the test
site, including plain ground, building top, and facade.

To evaluate the model precision, TLS point clouds have also
been surveyed at this test site. Considering that one survey
station cannot cover the whole test site, several survey stations
have been set by using the corresponding GCPs as controls,
and the point clouds of the whole test site are obtained through
accurate registration, as shown in Fig. 11. The used instrument
is a Trimble X7 laser scanner, whose finding range is 80 m with
an accuracy better than 2.4 mm within the scanning distance of
20 m.

Fig. 11. TLS point clouds of the first test site.

Fig. 12. Ground coverage and task division in the second test site.

The second test site locates in Qingdao City, China, which
is used for the real engineer application of optimized views
photogrammetry. The coverage of this test site is about 2.1 square
kilometers with small topography relief. Since it is a central
business district, there are many buildings with large height
variations. The highest building is about 223 m. The ground
coverage of this test site is presented in Fig. 12. In this test site,
both oblique and optimized views photogrammetry have been
conducted. The former is used to build rough models; the latter
is used to collect images for urban 3-D model reconstruction.
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Fig. 13. Comparison of trajectory planning between oblique and optimized views photogrammetry in the first test site. (a) Oblique photogrammetry. (b) Optimized
views photogrammetry.

1) For oblique photogrammetry, the DJI M300 multirotor
UAV has been used, which is equipped with a PhaseOne
iXM-RS150F Penta-view imaging system. The nadir and
oblique cameras are set as 0◦ and 45◦, respectively. Under
the fixed height of 340 m, a total number of 2433 images
with the dimensions of 14 204 × 10 652 pixels has been
collected for the whole test site. The mean GSD is about
2.8 cm in this test site.

2) For optimized views photogrammetry, six DJI Phantom
RTK UAVs have been used to achieve parallel data acqui-
sition. Considering the characteristics of trajectories from
optimized views photogrammetry and the endurance of
UAVs, the whole test site is first divided into six zones with
labels from one to six, and each zone is then further divided
into some subzones based on the areas of buildings, as
shown in Fig. 12. The area of the largest zones, i.e.,
5–6, is about 0.37 square kilometers, and the areas of the
smallest zones, i.e., 2–8, are near 0.02 square kilometers.
In this test site, a total number of 78 640 images have been
collected. The GSD is approximately 2.6 cm in this test
site.

B. Analysis of Trajectory Planning and Model Point
Reconstructability

Model point reconstructability h(s, U) is the most important
mathematic basic for the design and implementation of opti-
mized views photogrammetry, which indicates how well the
model point s would be reconstructed under the selected view
point set U . It can be considered a useful indicator to evaluate
the quality of the subsequent 3-D models under a specified tra-
jectory planning. In this section, we would analyze the trajectory
planning between oblique and optimized views photogrammetry
and further evaluate model point reconstructability under their
corresponding trajectory configurations.

For the analysis of trajectory planning, Fig. 13 shows the UAV
paths by using oblique photogrammetry and optimized views
photogrammetry. We can see that oblique photogrammetry gen-
erates a fixed-height and regular trajectory, which pays more
attention to the image overlap. On the contrary, optimized views
photogrammetry focuses more on the geometric characteristics

of ground objects and generates the trajectory that surrounds the
targets, as shown in Fig. 13(b). In other words, optimized views
photogrammetry can obtain enough observations of ground
objects, especially for fine-scale and hard-to-see structures in
complex urban scenes. This can be verified by the collected UAV
images from oblique and optimized views photogrammetry, as
presented in Fig. 14.

To further analyze the different principles for trajectory plan-
ning between oblique and optimized views photogrammetry,
we analyze the metric of model point reconstructability. From
the first test site, some evenly distributed model points are first
selected, which locates on both building tops and facades. Under
corresponding view points, the reconstructability of these se-
lected model points can be computed based on (2), as presented
in Section II. The calculated reconstructability of model points
is quantified into six levels with their values decreasing from
high level to low level. Noticeably, level six indicates that the
model points can not be observed by any view points. Table II
shows the statistic of model point reconstructability of the first
test site. It is shown that optimized views photogrammetry has
82.46% model points with the level one reconstructability, which
means that 82.46% of model points can be well observed. On the
contrary, for oblique photogrammetry, the proportion of highest
reconstructability is 51.61%. The main reason is that many
model points obtain the reconstructability in levels four and
five, whose proportions are 11.79% and 23.69%, respectively.
In other words, there is a large proportion of model points that
cannot obtain enough observations under the collected images
from the generated trajectory.

For a visual comparison, Fig. 15 shows the distribution of
the selected model points and renders their reconstructability
by using different colors. We can observe that for oblique pho-
togrammetry, the model points on the plain plane, e.g., ground
or building top, have high reconstructability values; other model
points, especially for those on building façade, have very small
reconstructability values, as shown in Fig. 15(a). On the contrary,
for optimized views photogrammetry, the model points with
high reconstructability values are evenly distributed over the
whole test site, including both building tops and facades, as
shown in Fig. 15(b). This indicates that under the view points
generated from optimized views photogrammetry, almost all
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Fig. 14. Illustration of recorded images from oblique and optimized views photogrammetry. (a) Oblique photogrammetry. (b) Optimized views photogrammetry.

TABLE II
STATISTIC OF MODEL POINT RECONSTRUCTABILITY OF THE FIRST TEST SITE

Fig. 15. Visual comparison of model point reconstructability of the first test site. (a) Oblique photogrammetry. (b) Optimized views photogrammetry.

model points are well observed and would be well reconstructed
in the subsequent 3-D modeling.

C. Precision Analysis for Image Orientation and 3-D
Reconstruction

To evaluate the precision of optimized views photogrammetry,
both relative BA without GCPs and an absolute BA with GCPs
are conducted in this section. Besides, 3-D modeling has also

been used to evaluate the quality of reconstructed mesh mod-
els. The precision test is executed by using datasets collected
from oblique and optimized views photogrammetry. In this
section, the BA experiments are conducted by using the Bentley
ContextCapture software with the version number V4.4.10. All
tests are conducted on an Intel Core i7-8700 PC on the Win-
dows platform with 32 GB memory, a 3.19 GHz CPU, and a
6 GB NVIDIA GeForce GTX 1060 graphics card. Due to the
high computation costs and large memory consumptions, 3-D
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TABLE III
STATISTIC OF RELATIVE BA WITHOUT GCPS FOR THE FIRST TEST SITE

modeling tests are executed on a high-performance computing
cluster.

1) Relative BA Without GCPs: Relative BA without GCPs
is first conducted to evaluate the relative accuracy of image
orientation. In this test, four metrics are utilized for perfor-
mance evaluation, which include efficiency, tie-point number,
completeness, and precision. The metric efficiency is quantified
by the time costs consumed in image matching and orientation;
the metric tie-point number is computed by using the median
number and the total number of 3-D points that are resumed
in BA optimization, respectively; the metrics completeness and
precision, respectively, indicate the number of connected images
and the reprojection error after BA optimization. Table III lists
the statistical results of relative BA by using the four metrics.
We can see that:

1) the time costs of optimized views photogrammetry are
higher than that of oblique photogrammetry because the
number of images captured by optimized views pho-
togrammetry is larger than that of oblique photogram-
metry, which are 3620 and 4030 for these two methods,
respectively;

2) although more images have been captured in optimized
views photogrammetry, the number of tie-points is less
than that of oblique photogrammetry. The main reason is
that the imaging direction camera is adjusted in optimized
views photogrammetry according to the normal vectors of
ground objects, which causes more low-texture regions in
the collected images, as illustrated in Fig. 14(b);

3) the metrics of completeness and precision are better in
optimized views photogrammetry, which connects all col-
lected images.

To further evaluate the performance of optimized views
photogrammetry, image ground coverage and tie-point length
distribution are also analyzed and rendered in this test. Image
ground coverage indicates the number of images that can see
a specified ground point; tie-point length distribution indicates
the number of images that can observe the tie-point. Figs. 16
and 17 show the image ground coverage and tie-point length
distribution by using the relative BA results. It clearly shows that
oblique photogrammetry uses very evenly distributed coverage
for both interesting and noninteresting regions, and it does not
consider the geometric structure of ground objects, as shown
in Fig. 16(a), because regular trajectory path and fixed imaging
direction have been used in the data acquisition; on the contrary,
UAV trajectory has been optimized to adapt the characteristics
of ground objects, which can be observed from the buildings-
occupied blue region and the noninteresting red region. Due to
the advantages of optimized views photogrammetry, many more

Fig. 16. Comparison of image ground coverage of the first test site. (The color
in the legend indicates the overlap degree of collected images.) (a) Oblique
photogrammetry. (b) Optimized views photogrammetry.

Fig. 17. Comparison of tie-point length distribution of the first test site. (a)
Oblique photogrammetry. (b) Optimized views photogrammetry.

TABLE IV
RESIDUAL STATISTICS FOR ABSOLUTE BA TEST (UNIT IN METERS)

and long tie-points can be generated on building facades, which
can be verified by the results in Fig. 17.

2) Absolute BA With GCPs: Absolute BA with GCPs is
conducted to evaluate the geo-referencing accuracy of image
orientation. In this test, three GCPs, labeled K02, K04, and
K10 as shown in Fig. 10, are used as control points in BA
optimization, and the other 25 GCPs are used as checkpoints
(CPs) for accuracy assessment. Table IV shows the residual
statistics of the absolute BA test. In this test, the residual is
calculated as the coordinate difference between measured model
points and CPs. We can see that:

1) the maximum residuals in horizontal and vertical direc-
tions are 0.063 m and 0.035 m, respectively, for optimized
views photogrammetry;

2) although oblique photogrammetry has smaller residual in
the horizontal direction, the residual reaches 0.45 m in the
vertical direction;
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Fig. 18. Residual distribution of the absolute BA test. (a) Horizontal direction.
(b) Vertical direction.

3) considering RMSE (root mean square error), comparative
BA accuracy has been achieved between these two meth-
ods, which can also be demonstrated by the consistent
residual distribution as presented in Fig. 18.

In a conclusion, although more attention has been paid to
the ground objects instead of the image connection network in
oblique photogrammetry, reliable image connection can also be
established in optimized views photogrammetry to ensure the
geo-referencing precision.

3) Quality of 3-D Mesh Models: 3-D mesh models can be
created based on MVS (Multi-view Stereo) dense matching and
point cloud meshing. In this section, TLS point clouds in the
first test site are used as ground-truth data to evaluate the quality
of generated 3-D mesh models. For an overall comparison,
discrepancies between mesh models and point clouds are first
calculated, and two metrics are used for performance evaluation,
including precision and completeness. The metric precision
indicates the error of mesh model points to ground-truth point
clouds. It is calculated by sorting discrepancies in ascending
order and finding three thresholds such that there are 50%,
70%, and 90% model points, respectively, whose discrepancies
are below the corresponding threshold. The metric complete-
ness indicates the percentage of mesh model points whose
discrepancies are less than the given thresholds, i.e., 0.01 m,
0.1 m, 0.5 m, and 1.0 m. The statistical results are listed in
Table V, and the results show that the precision of optimized
views photogrammetry is higher than oblique photogrammetry,
whose values are 0.041 m, 0.077 m, and 0.159 m under the
three thresholds, respectively. Considering completeness, when
a threshold is set as 0.01 m, the performance is not satisfied
because the reconstruction cannot reach this accuracy level. By
using other thresholds, the average completeness of optimized

TABLE V
STATISTICAL RESULTS OF PRECISION AND COMPLETENESS OF MESH MODELS

Fig. 19. Distribution of building facades and corresponding point clouds.

TABLE VI
STATISTICAL RESULTS FOR THE RESIDUAL OF BUILDING FACADES

views photogrammetry is approximately 14.7% higher than that
of oblique photogrammetry.

For further comparison, three building facades are selected
and trimmed from mesh models, and a comparison with TLS
point clouds is then conducted. Fig. 19 shows the distribution
of the selected 3 building facades and the corresponding point
clouds. Facade 1 contains a large number of glass windows, and
the laser point clouds are mainly distributed on the outer wall
of the building; facade 2 contains concave corridors along with
balconies, and the laser point clouds are evenly distributed in
this region; facade 3 contains a large number of glass windows
and concave balconies. By using the trimmed point clouds and
reconstructed mesh models, the residual is calculated as the
distance between these laser point clouds and reconstructed
mesh models. The statistical results are listed in Table VI.
Besides, Fig. 20 shows the error distribution map of the building
facades.

The results show that except for the maximum value of facade
3, the reconstruction model of optimized views photogramme-
try is better than that of oblique photogrammetry. Especially,
for facades 1 and 3 with serious occlusions, optimized views
photogrammetry can significantly reduce the reconstruction er-
ror, which is about 3 to 5 times lower than that of oblique
photogrammetry. The main reason is that facades 1 and 3 con-
tain many concave windows, which leads to many hard-to-see
regions in oblique photogrammetry, as shown in Fig. 20(a)
and (e). Compared with oblique photogrammetry, optimized
views photogrammetry significantly improves the accuracy of
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Fig. 20. Distribution of errors of building facades. The color indicates the distance between reconstructed models and TLS point clouds. (a) Facade 1—oblique.
(b) Facade 1—optimized. (c) Facade 2—oblique. (d) Facade 2—optimized. (e) Facade 3—oblique. (f) Facade 3—optimized.

reconstructed models and reduces the problem of insufficient
image acquisition in the hard-to-see areas of building facades,
as demonstrated by the error distribution in Fig. 20(b), (d),
and (f).

D. Engineer Application for a Large-Scale Site in Qingdao

To verify the capability in engineering application, a large-
scale site has been selected, which locates in Qingdao City,
China. The overall coverage of this site is shown in Fig. 12.
Based on the workflow of optimized views photogrammetry, the
rough model of the site is first generated by using the oblique
UAV dataset. A trajectory path is then created for each subsite,
as described in Section IV-A. To achieve efficient acquisition,
a multi-UAV cooperation model has been utilized on this site.
After UAV image collection, 3-D models of the whole test site
are reconstructed. The details of the engineering application are
presented as follows.

1) Rough Model Generation and Trajectory Planning:
Rough models are the basis for trajectory planning in optimized
views photogrammetry. In this site, oblique photogrammetry is
utilized for UAV image acquisition, and there are a total number

of 2433 images recorded by using a classical Penta-view imaging
system. The rough model is then created by RealityCapture
software, and the computer configuration is a 3.7 GHz Intel
Core i9-10900X processor, and a 12 G RTX3080 graphics card.
In total, 40 hours have been consumed for creating the rough
model, which is then used in optimized views photogrammetry
to plan UAV trajectories for the fine-scale data acquisitions.
According to the division strategy, as presented in Section IV-A,
the generated UAV trajectories of all zones are illustrated in Fig.
21, in which the trajectories are rendered by varying colors.

For further analysis, Fig. 22 shows the trajectories of zones
2, 3, and 4. Zone 2 is a central business distinct with many
high buildings, and the safe-flying zone between buildings is
very limited. The trajectories are generated around some high
buildings. In zone 3, a very high building locates at the center
of this region, which is surrounded by some low buildings.
For trajectory planning, conventional oblique photogrammetry
would just consider the height of the highest building. Zone 4
is covered by a low-resident building. These three zones stand
for the classical ground coverage for data acquisition in urban
scenes. In these zones, suitable trajectories can be generated
based on the optimized views photogrammetry.
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Fig. 21. Overall trajectory generated based on the rough model.

Fig. 22. Illustration of trajectory paths for zones with varying characteristics. (a) Zone 2 for high buildings. (b) Zone 3 with extremely large height difference.
(c) Zone 4 for low-height buildings.

2) Multi-UAV Cooperation for Data Acquisition: Multi-
UAV cooperation is optimal for data acquisition in the large-
scale site due to two main reasons. On the one hand, multirotor
UAVs are widely used for data acquisition in complex urban
scenes because of their operation safety and acquisition flex-
ibility. However, the endurance of almost all market-available
UAVs is very limited, such as less than 25 min for the DJI
Phantom 4 RTK; on the other hand, by using optimized views

photogrammetry, the trajectories are relatively longer than that
of classical oblique photogrammetry. In trajectory planning,
optimized views photogrammetry has also considered the multi-
UAV task mode in practice. Thus, the generated trajectories have
no spatial overlap region, which can ensure the operation safety
of multi-UAV cooperation.

In this test site, six DJI Phantom 4 RTK UAVs have been
used for the parallel acquisition. For the six zones, the statistical
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Fig. 23. Results of image orientation and 3-D reconstruction of the whole site. (a) Image orientation of the whole site. (b) 3-D reconstruction of the whole site.

Fig. 24. 3-D models and local details of the three zones. (a) 3-D model and local details of zone 2. (b) 3-D model and local details of zone 3. (c) 3-D model and
local details of zone 4.

Fig. 25. Comparison between (a) optimized views photogrammetry and (b) oblique photogrammetry.

result in data acquisition is listed in Table VII. During data
acquisition, the speed of UAVs is set as 5 m/s, and the image
record interval is configured as 3 s. In Table VII, the number of
view point images and interpolated images indicate the images
that are recorded at the planning view points and the intermediate
points between two view points, respectively. The number of
recorded images is the total number of images in the zone. We
can see that the most time costs are consumed in zone 2 due to its
complex environment, and a total number of 780 640 images are
collected.

3) 3-D Model Reconstruction of Qingdao City: 3-D recon-
struction is finally conducted to generate models after outdoor

data acquisition. The Bentley ContextCapture software (version
20210824) has been adopted in this study. For image orientation,
only one computing node is used, which is configured with
one Intel(R) Core(TM) i5-9600KF, 128 G memory, and one
NVIDIA GTX1660 super graphic card. For 3-D modeling, a
computing cluster with 25 nodes has been used for efficiency
improvement. Based on these configurations, the time costs of
image orientation and 3-D reconstruction are 46 h and 156 h,
respectively, for the whole site. Fig. 23 shows the results of image
orientation and 3-D reconstruction. We can see that the recorded
images can be successfully connected, and the reconstructed
model covers the whole test site.
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TABLE VII
STATISTICAL RESULTS OF OPTIMIZED VIEWS PHOTOGRAMMETRY

IMPLEMENTATION

For a further visual interpretation, 3-D models of zones 2, 3,
and 4 are presented in Fig. 24. It is shown that for these three
classical urban environments, optimized views photogrammetry
can collect enough images for accurate reconstruction. Fig. 24(a)
shows the results of the 3-D model in the high-rise building area,
which includes glass curtain walls, ground podiums between
narrow-spaced buildings, steel-frame structure on the building
top, and low building facades. Fig. 24(b) is the models in the
area with large height variance. This site includes special-shaped
structures on building tops, glass curtain walls of building
facades, low residential buildings, and car parks. Fig. 24(c)
is a residential areas with low-rise buildings, which includes
landmarks, traffic roads, villa areas, and multilevel residential
buildings. Besides, Fig. 25 shows the comparison between opti-
mized views photogrammetry and oblique photogrammetry. For
these three classical zones, optimized views photogrammetry
can generate high-quality 3-D models. From the reconstruction
results, we can conclude that optimized views photogrammetry
provides a reliable and powerful solution for 3-D modeling in
complex urban scenes.

V. CONCLUSION

UAVs have become one of the widely used RS platforms and
play a critical role in the construction of smart cities. However,
due to the complex environment in urban scenes, safe, and effi-
cient data acquisition brings great challenges to 3-D modeling
and scene updating. How to achieve optimal trajectory planning
of UAV platforms and accurate data collection of on-board cam-
eras has become one of the nontrivial problems in the 3-D China
construction of urban cities. Different from oblique photogram-
metry, optimized views photogrammetry uses an urban rough
model to generate and optimize the trajectory of UAVs, which
combines initial view point generation with dense sampling and
view point optimization under the constraints of model point
reconstructability and view point redundancy.

According to the principle of optimized views photogram-
metry, this study conducts a precision analysis of 3-D models
by using UAV images of optimized views photogrammetry and
executes a large-scale study in the urban region of Qingdao City,
China, to demonstrate the performance of optimized views pho-
togrammetry in engineering applications. By using both GCPs
for image orientation precision analysis and TLS point clouds
for model quality analysis, experimental results demonstrate
that optimized views photogrammetry could construct stable
image connection networks and achieves comparative relative
and absolute image orientation accuracy. Due to its accurate

acquisition data strategy, the quality of the 3-D mesh model is
significantly improved. Especially for seriously occluded areas,
optimized views photogrammetry can achieve 3 to 5 times of
accuracy improvement. Most importantly, the case study for
the large-scale 3-D urban modeling in Qingdao City verifies
that optimized views photogrammetry can provide a valuable
and powerful solution for 3-D reconstruction in complex urban
scenes. Thus, future studies would attempt to promote the ap-
plication of optimized views photogrammetry in other related
fields, such complex structure inspection [8], [30], cultural her-
itage documentation [10], [31].
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