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Hypothetical Cirrus Band Generation for Advanced
Himawari Imager Sensor Using Data-to-Data
Translation With Advanced Meteorological

Imager Observations
Jeong-Eun Park , Yun-Jeong Choi, Jaehoon Jeong, and Sungwook Hong

Abstract—Cirrus cloud contributes significantly to earth’s radi-
ation budget and the greenhouse effect. The Advanced Himawari
Imager (AHI) onboard the Himawari-8 satellite lacks a 1.37 µm
band, sensitive to monitoring cirrus clouds. This article proposed
a conditional generative adversarial network-based data-to-data
translation (D2D) model to generate a hypothetical AHI 1.37 µm
band. For training and testing the D2D model, the Geo-Kompsat-
2A Advanced Meteorological Imager (AMI) 1.37 µm bands and
other highly correlated bands to cirrus from July 24, 2019 to
July 31, 2020, were used. The D2D model exhibited a high level
of agreement (mean of statistics: correlation coefficient (CC) =
0.9827, bias = 0.0004, and root-mean-square error (RMSE) =
0.0086 in albedo units) between the observed and D2D-generated
AMI 1.37µm bands from validation datasets. The application of the
D2D model to the AHI sensor showed that the D2D-generated AHI
1.37 µm band was qualitatively analogous to the observed AMI
1.37µm band (average of statistics: bias= 0.0026, RMSE= 0.0191
in albedo units, and CC = 0.9158) on the 1st, 15th, and 28th of each
month of 2020 in the common observing regions between Korea and
Japan. The validation results with the CALIPSO data also showed
that the D2D-generated AHI 1.37 µm band performed similarly
to the observed AMI 1.37 µm band. Consequently, this article can
significantly contribute to cirrus detection and its application to
climatology.

Index Terms—1.37 µm, CGAN, cirrus, data-to-data translation,
geo-kompsat-2A, Himawari, satellite remote sensing.
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I. INTRODUCTION

C IRRUS cloud profoundly influences the radiation budget
of the earth–atmosphere system and amplifies the green-

house effect [1], [2], [3] because of its relatively low albedo, high
altitude, and low emission temperature. Cirrus clouds contain a
significant amount of large and nonspherical ice crystals, which
are widely distributed throughout and affect the relative strength
of the solar albedo and infrared (IR) greenhouse effects. Previous
studies reported that cirrus clouds occur with a global average
frequency of approximately 27% or 16.7%, and 45% or 70%
for north and south tropical zones, respectively [4], [5], [6].
Cirrus clouds in the high atmosphere significantly control the
global radiation budget and terrestrial thermal balance in the
atmosphere owing to their constituent ice crystals and global
coverage [7], [8], [9], [10].

There have been several efforts to detect cirrus using satellite
remote sensing [11], [12], [13], [14], [15], [16], [17], [18], [19],
[20], [21]. Specifically, the 1.37 μm band in a strong water
vapor absorption spectral region has been used to detect daytime
cirrus clouds [12], [14], [18] owing to its high sensitivity to
thin cirrus as well as no sensitivity to the lower troposphere.
However, the 1.37μm band loses some of its advantages because
of surface reflectance effect under dry atmospheric conditions
(total precipitable water < approximately 10 mm) [22], [23].

In satellite remote sensing, the Moderate Resolution Imag-
ing Spectroradiometer (MODIS) [24], [25] onboard the Earth
Observing System Terra and Aqua satellites, Multiangle Imag-
ing Spectro-Radiometer onboard the Terra satellite [26], [27],
Visible Infrared Imaging Radiometer Suite (VIIRS) [28], [29]
onboard the Suomi National Polar-orbiting Partnership and
NOAA-20 weather satellites, Landsat 8 Operational Land Im-
ager (OLI) [30], and Sentinel-2 multispectral instrument (MSI)
[31] have been employed for thin cirrus detection using 1.37 μm
band.

Moreover, several next-generation meteorological geosta-
tionary satellites have been launched and operated success-
fully. The Himawari-8/-9 [32] with Advanced Himawari Im-
ager (AHI) sensor, Geostationary Operational Environmental
Satellite (GOES)-R [33] with Advanced Baseline Imager (ABI)
sensor [34], [35], and Geokopmsat-2A (GK-2A) with Advanced
Meteorological Imager (AMI) sensor [36] have 16 spectral bands
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Fig. 1. Spectral responses of the AMI and AHI sensors. The dotted and solid
curves represent the Himawari/AHI and GK-2A/AMI bands.

with spatial resolutions ranging from 0.5 to 2 km depending on
the band, and full disk imaging from 10 to 15 min [37]. The
GOES-R/ABI and GK-2A/AMI sensors have the 1.37 μm band
for detecting daytime cirrus clouds, whereas Himawari-8/AHI
does not have a 1.37 μm band. Therefore, the Japan Aerospace
Exploration Agency (JAXA) provides the official ice cloud and
surface radiation products using Himawari-8 and Global Change
Observation Mission-C satellites [38], [39], [40].

The objective of this article was to produce a virtual Hi-
mawari/AHI 1.37 µm band using a data-to-data translation
(D2D) with a deep-learning technique, which is an effective
technique that can accurately extract suitable characteristics
from satellite data. Owing to this advantage offered by deep-
learning techniques, recent studies on IR [41], Synthetic Aper-
ture Radar [42], and other types of imagery [43], [44], [45],
[46] have used deep-learning techniques, including artificial
neural network [47], convolutional neural network [48], and
conditional generative adversarial network (CGAN) [49], [50],
[51], [52], [53], [54], [55], [56].

This article proposes a D2D model that employs the CGAN
technique to generate the missing Himawari-8/AHI 1.37 µm
band by pairing the 1.37 μm band with other bands. The
generation of the missing Himawari-8/AHI 1.37 μm band was
evaluated as an adversarial problem solved by CGAN rather
than other deep-learning techniques in support of training and
validation for the D2D model. The D2D-generated Himawari
AHI 1.37μm band can complement the Himawari AHI for cirrus
detection, cloud mask improvement, and climate studies.

II. DATA

A. Satellite Data and Study Area

The AMI and AHI sensors constructed by the Harris Cor-
poration have similar spectral responses to the visible (VIS)
and IR bands. However, the AHI and AMI are missing NIR
bands of 1.37 and 2.26 μm, respectively. Generally, the 1.37
and 2.26 μm bands can effectively detect cirrus clouds and ice
particles in clouds, respectively. Additionally, the two sensors
have similar spectral, spatial, and temporal resolutions except
for the respective missing NIR band. Thus, similar amounts
of energy are recorded by the AMI and AHI sensors. Notably,
AHI and AMI conducted observations at 128° E and 140.7° E,
respectively. Fig. 1 illustrates the spectral response functions

TABLE I
SPECTRAL BAND CHARACTERISTICS OF GK-2A AMI AND HIMAWARI/AHI

FROM VIS TO IR BANDS

Fig. 2. Study areas with AMI extended local area and AHI Japan area.

(SRF) of AMI and AHI sensors; the dotted and solid lines rep-
resent the Himawari/AHI and GK-2A/AMI wavelength bands,
respectively. Table I provides a summary of AMI and AHI sensor
characteristics.

This article chose the Far East region, encompassing the
Korean Peninsula, Japan, and a portion of China between 30°
and 50° N latitude, and 125° and 145° E longitude, as the study
area because of the overlap between the AMI Extended Local
Area and AHI Japan Area, as shown in Fig. 2.

This article used the full disk level 1 (L1B) data in the
1.37 μm and other bands of GK-2A/AMI and Himawari/AHI
in 1024 × 1024 pixel-size to obtain the D2D-generated AHI
1.37 μm band data. We obtained the AMI and AHI data from the
National Meteorological Satellite Center (NMSC) of the Korea
Meteorological Administration (KMA) and JAXA.

B. Preprocess of Datasets

The observed GK-2A/AMI and Himawari/AHI L1B albedo
and brightness temperature (TB) data were cropped into the
study area by 1024 × 1024, to conserve the original data infor-
mation and provide input datasets for obtaining the D2D model-
generated AHI 1.37 μm bands data for training, testing, and
application. The original AMI file constituted full disk data of
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specifications 22 000× 22 000 (AMI red band), 11 000× 11 000
(other VIS bands), or 5500 × 5500 (other bands); the original
AHI file was gridded data with 6001 × 6001 (2 km). The AMI
data were downscaled to 5500 × 5500 (2 km) using the bilinear
interpolation method [57].

The proposed D2D model was trained and tested using the
directly-normalized albedo and TB of the AMI and AHI ob-
servations ranging from −1 to 1, which is different from the
image-to-image translation used in the Pix2Pix model.

C. CALIPSO Dataset for Validation

The Cloud Aerosol Lidar and Infrared Pathfinder Satellite
Observations (CALIPSO) observe the global distribution of
clouds and aerosols in earth’s atmosphere. This article used
the CALIPSO Level 2 lidar vertical feature mask (VFM) data
products providing vertical and horizontal distribution informa-
tion on cloud and aerosol layers [58]. The cloud types in the
CALIPSO VFM data were classified into nine flags according to
the International Satellite Cloud Climatology Project’s standard
definitions for meteorological cloud types [8]. The AMI, AHI,
and CALIPSO data were collocated. The D2D-generated AHI
1.37 data were compared with the observed AMI 1.37 data
and validated using CALIPSO VFM data with cirrus flags. The
MODIS-derived threshold of 0.007 for cirrus detection [59] was
applied to AMI and AHI data to determine cirrus pixels.

III. METHODS

A. CGAN in D2D Model

To develop the D2D model, we used the CGAN method [49],
[50]. CGAN evolved from GAN [60] and deep convolutional
GAN [61], [62]. CGAN techniques have been successfully
applied in a variety of image processing applications.

The D2D translation was implemented using the Pix2Pix [50],
[63] as it does not include noise for G. Moreover, Pix2Pix has
advantages in using U-Net [64] to createG(X) for the generator,
and Patch-GAN [50] for the discriminator.

Mathematically, the D2D model learns a mapping function G
to obtain a virtual output dataset (YD2D) using a dataset of real
input data (X) different from other GAN using a random noise
vector (Z) as follows [49]:

G : (xi, yi) ∈ X × Y → yi,D2D ∈ YD2D = G (X,Y ) (1)

where X and Y are the datasets of the real-observed data xi and
yi. YD2D denotes the dataset of the D2D-generated output data
yj,D2D generated from G. The subscripts i denotes the number
of input and output data.

Additionally, the data-scaling function, with D as the discrim-
inator, is obtained as follows [49]:

D : P (YD2D|Y ) → [0, 1] (2)

where P (YD2D|Y ) denotes the conditional probability ranging
from 0 to 1 between the observed output (Y ) and the generated
output (P (YD2D). P (YD2D|Y ) = 1 when YD2D = Y .

In general, CGAN describes a minimum-maximum function
(LCGAN) between a generative model and a discriminative model

Fig. 3. CGAN structure of generator and discriminator in the D2D model.

as follows [49]:

LCGAN = E [log (D (YD2D, Y ))] + E [log (1−D (Y, YD2D))]
(3)

where X and Y are the pairs of true input data for CGAN. G
attempts to minimize log(D(YD2D, Y )) in the first cross entropy,
while D attempts to maximize the probability of discriminating
real or virtual data in the second cross entropy. The log function
was introduced in cross entropies to the efficient gradient at the
initial step of model training [49].

The reconstruction loss (L1) equation [50] is required to
minimize the distance between the true output dataset (Y ) and
the generated dataset (YD2D). The (L1) is obtained as follows:

L1 (G) = E (||Y − YD2D||1) . (4)

The loss function in D2D (LD2D) consists of the adversarial
and reconstruction loss as follows:

LD2D = min
G

max
D

{LCGAN}+ λ · L1 (5)

where λ is the parameter that demonstrates the tradeoff between
the adversarial and reconstruction loss. This article set λ = 1.

Fig. 3 shows the CGAN structure in the D2D model. Green
and orange boxes represent feature maps, while black boxes
denote the copied feature maps and padding steps, respectively.

The GK-2A/AMI LWIR band TB and TB difference data
were used as X, and GK-2A/AMI 1.37 μm band albedo as
Y, for training and validation of the D2D model. For applying
the D2D model, we used the Himawari/AHI LWIR band TB
and TB difference data, as X. Finally, we obtained the virtual
Himawari/AHI 1.37 μm band albedo (YD2D).

The proposed D2D model underwent approximately 41 h of
training. The experiment was implemented on top of TensorFlow
and optimized with the Adam optimizer [65] with Python 3.54 on
CUDA 10.0 and cuDNN 7.5.17 systems running on one NVIDIA
GeForce RTX 2080 Ti and an Intel Xeon CPU.

B. Multiband Selection for 1.37 μm D2D Model

The cirrus, located at the highest altitude compared to other
clouds, predominantly contributes to cooling the upper tropo-
sphere through the radiative transfer, including emission and
scattering of constituent ice particles [66]. The radiative effects
of the cirrus in the far-IR bands are approximately double that
in the LWIR bands [66].
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TABLE II
CORRELATION COEFFICIENTS BETWEEN THE AMI 1.37 µM AND THE OTHER 6 AMI BANDS, 15 BRIGHTNESS TEMPERATURE DIFFERENCES

The radiative properties of cirrus clouds are primarily char-
acterized using optical parameters such as the extinction optical
thickness (τ ), single-scattering albedo (ω), and asymmetry fac-
tor (g). These properties depend on microphysical factors such as
particle size distribution and concentration profile in addition to
the geometry and thickness of the cirrus cloud [66]. For example,
the extinction optical thickness τ is described as follows [67],
[68]:

τ =
3

2
Qe

IWP
Deρi

(6)

where IWP is the ice water path (i.e., the column ice mass per unit
area (g/m2)), Qe is the mean value of the extinction efficiency,
De is the effective particle diameter, and ρi is the ice density.
Note that Qe, and De are generally modeled [69], [70], [71],
[72].

Thus, based on the different sensitivity of the cirrus clouds to
different IR bands, this article tested the proper IR bands and the
differences between the different bands for the proposed D2D
model. Notably, this article only considered the LWIR bands
because these bands observe the emission from the earth’s clouds
and surfaces, irrespective of day and night.

For the D2D model, to generate a D2D-based GK-2A/AMI
and Himawari/AHI 1.37 μm band, we aim to find the best
pair of GK-2A/AMI 1.37 μm and other VIS and IR bands by
estimating the best correlation coefficient (CC) values >0.5
between these two bands or the differences in the IR band.
Table II summarizes the monthly-averaged CCs (>0.5) found
between the AMI 1.37 μm band and the other 6 AMI bands
(7.3, 8.7, 10.5, 11.2, 12.3, and 13.3 μm) and the 15 difference
between the TBs of 7.3–8.7 μm, 7.3–10.5 μm, 7.3–11.2 μm,
7.3–12.3 μm, 7.3–13.3 μm, 8.7–10.5 μm, 8.7–11.2 μm, 9.6–
8.7 μm, 9.6–10.5 μm, 9.6–11.2 μm, 9.6–12.3 μm, 13.3–8.7 μm,
13.3–10.5 μm, 13.3–11.2 μm, and 13.3–12.3 μm. The monthly-
averaged CC values were computed at 04:00 UTC from July 24,
2019 to July 31, 2020.

For example, 10.5 and 11.2 μm bands in the atmospheric
window have sensitivities to clouds and aerosols in the
atmosphere [73], [74]. The difference between 9.6 and 10.5 μm

bands is used to indicate very high clouds and the influence of
ozone absorption [75]. The difference between 8.7 and 10.5 μm
bands is used to indicate thin, very high ice clouds [76], whereas
that between 8.7 and 11.2 μm bands is used for differentiating
between the cloud size particles [19], [77]. The 7.3 μm band is
mainly sensitive to the distribution and amount of WV in the
upper atmosphere. The difference between 12.3 and 13.3 μm
effectively detects the rainfall region amidst thick cirrus [78].
Thus, the difference between 7.3 and 11.2 μm bands is used
to differentiate the cumuliform clouds [79]. Notably, in this
article, VIS, SWIR, and MWIR bands and a single 9.6 μm band
were excluded because of their low CC (< 0.5) and dependence
on sunlight. Additionally, VIS bands observe cirrus clouds and
lower clouds. The red band is sensitive to the land surfaces. Thus,
the CC values between VIS and 1.37 μm were lower than 0.5.

Fig. 4 shows the paired AMI 1.37μm band with AMI 21 bands
and BTDs datasets for training, validation, and application for
our D2D model.

C. Pre- and Postprocesses for D2D

For preprocessing, all the original L1B datasets observed in
the 21 bands, as well as band differences of AMI and AHI
sensors, were resampled in 2 km × 2 km spatial resolution
corresponding to 1024 × 1024 pixels. The resampled data were
saved in the numerical array form, such as the npy format. The
numerical and resampled datasets were converted to normalized
numerical datasets in the range [−1, 1] owing to the use of
hyperbolic tangent activation function (tanh) in the output layer
in the U-Net encoder–decoder generator G model in the Pix2Pix
as follows [80]:

X ′ = 2× X −Xmin

Xmax −Xmin
− 1 (7)

Y ′ = 2× Y − Ymin

Ymax − Ymin
− 1 (8)

xmin ≤ xi ≤ xmax ∈ X → −1 ≤ x′
i ≤ 1 ∈ X ′ (9)

ymin ≤ yi ≤ ymax ∈ Y → −1 ≤ y′i ≤ 1 ∈ Y ′ (10)
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Fig. 4. Example of training pairs at 21 AMI IR bands and their differences and AMI 1.37 µm band on July 24, 2019, at 04:00 UTC.

whereX ′ andY ′ are the datasets of the normalized real-observed
data x′

i and y′i, respectively; and xmin, xmax, ymin, and ymax are
the minimum and maximum values of the real-observed data xi

and yi, respectively.
Thus, the pairs of input datasets (X ′, Y ′) for training and

validation for the D2D model were expressed as follows:

X ′ = x′
i ∈ {R′

7.3, R
′
8.7, R

′
10.5, R

′
11.2, R

′
12.3, R

′
13.3

R′
7.3 −R′

8.7, R
′
7.3−R′

10.5, R
′
7.3−R′

11.2, R
′
7.3 −R12.3

R′
7.3 −R′

13.3, R
′
8.7−R′

10.5, R
′
8.7−R′

11.2, R
′
9.6 −R′

8.7

R′
9.6 −R′

10.5, R
′
9.6−R′

11.2, R
′
9.6−R′

12.3, R
′
13.3 −R′

8.7

R′
13.3−R′

10.5, R
′
13.3−R′

11.2, R
′
13.3 −R′

12.3, } (11)

Y ′ = y′i ∈ {R′
1.37} (12)

whereR′ is the normalized TB and albedo. The subscripts denote
the central wavelength in the band.

After the D2D model development, output datasets (Y ′
D2D)

were obtained after applying the D2D model to other input
datasets in the form of the normalized numerical array ranging
from −1 to 1. Finally, the output datasets were denormalized
into the range of original datasets in the 1.37 μm band for the
postprocess as follows:

YD2D = Ymin +
Y ′

D2D + 1

2
× (Ymax − Ymin) . (13)

Fig. 5 presents the procedure of D2D model processing and
summarizes the preprocess, model training process, and post-
process for D2D. XTB values are the TB or the differences
between TB in the LWIR bands; and Yalbedo is the daytime
albedo observed in the GK-2A/AMI 1.37 μm band. Table III
summarizes Xmin, Xmax, Ymin, and Ymax.

In preprocessing, training datasets were normalized between
−1 and 1. In the model training process, the generator and
discriminator were trained by their weights. In the postprocess,
the simulation results of the D2D-generated AMI 1.37 μm band
were denormalized to the range of original AMI observations.

Fig. 5. Schematic of D2D model processing to generate AHI 1.37 µm band
albedo from training to application.

Finally, the denormalized D2D-AHI 1.37 μm band was com-
pared with the observed AMI 1.37 μm band in the same target
areas.

D. Training, Validation, and Application of the D2D Model

For training our D2D model, the input patches of GK-2A/AMI
from July 24, 2019 to July 31, 2020, at 04:00 UTC were trimmed
to a size of 1024 × 1024 pixels in a batch size of 334. The
AMI data are available from July 24, 2019. Thus, this article
used the AMI data for one year from that date as a training
dataset. This article selected a time of 04:00 UTC (13:00 Korean
Standard Time) for obtaining the data to maximize the sunlight
effect. Thus, for model training, D used a batch of 334 AMI
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TABLE III
MIN AND MAX PARAMETERS FOR DATASET NORMALIZATION

1.37 μm band albedo datasets of 1024 × 1024 pixels. G used
a batch of 334 bright temperatures of the same size in 6 AMI
bands (7.3, 8.7, 10.5, 11.2, 12.3, and 13.3 μm) and 15 AMI
bands difference between the bright temperatures (7.3–8.7 μm,
7.3–10.5 μm, 7.3–11.2 μm, 7.3–12.3 μm, 7.3–13.3 μm, 8.7–
10.5 μm, 8.7–11.2 μm, 9.6–8.7 μm, 9.6–10.5 μm, 9.6–11.2 μm,
9.6–12.3 μm, 13.3–8.7 μm, 13.3–10.5 μm, 13.3–11.2 μm, and
13.3–12.3 μm). During this process, our D2D model was trained
to resemble the D2D-generated virtual albedo at AMI 1.37 μm
band to the observed albedo at AMI 1.37 μm band, and for
the discriminator D to distinguish the observed albedo from the
D2D-generated albedo at AMI 1.37 μm band.

Thirty-seven pairs of the AMI 1.37 μm band and the su-
perposition with 21 TBs and BTD data were used to validate
the optimal iteration number for D2D model construction. The
validation data periods were from the 1st, 15th, and 28th of
each month (July 28, 2019 to October 1, 2020), which were not
included in the training datasets. The D2D model was applied to
the Himawari-8/AHI sensor with 36 datasets, the superposition
of 21 combinations of AHI TBs and BTDs. The AHI data
periods were each month’s 1st, 15th, and 28th from January 2020
to December 2020. Finally, D2D-generated Himawari-8/AHI
1.37 μm data were compared with the observed GK-2A/AMI
1.37 μm data for the same dates as the AHI simulations.

E. Statistical Comparison

The D2D-generated AMI and AHI 1.37 μm bands were
compared with the observed AMI 1.37 μm band using CC,
bias, root-mean-square-error (RMSE), index of agreement (IA),
mean absolute error (MAE), relative mean bias error (rMBE),

and relative RMSE (rRMSE) as follows [81], [82]:

CC =

∑N
i=1

(
RAI,i −RAI

) (
RReal,i −RReal

)
√∑N

i=1

(
RAI,i −RAI

)2√∑N
i=1

(
RReal,i −RReal

)2
(14)

Bias =
1

N

N∑
i=1

(RAI,i −RReal,i) (15)

RMSE =

√
1

N

∑N

i=1
(RAI,i −RReal,i)

2 (16)

IA = 1−
∑N

i=1

(
RAI,i −RReal

)2
∑N

i=1

(∣∣RReal,i −RAI

∣∣+ ∣∣RAI,i −RAI

∣∣)2
(17)

MAE =
1

N

N∑
i=1

(|RAI,i −RReal,i|) (18)

rMBE =
1
N

∑N
i=1 (RAI,i −RReal,i)

RReal
(19)

rRMSE =

√
1
N

∑N
i=1 (RAI,i −RReal,i)

2

RReal
(20)

where i is the index from 1 to N , N is the total number of pixels
in the AMI data, RReal,i denotes the albedo of an ith pixel in
the observed AMI, and RAI,i denotes the albedo of ith pixel
in the D2D-generated AMI. RReal and RAI are the mean albedo
values of observed AMI and D2D-generated AMI (or AHI) data,
respectively.

In addition, the D2D model was validated using traditional
stochastic skill scores, including the probability of detection
(POD) for a correct prediction, false alarm ratio (FAR) for false
prediction, proportion correct (PC), critical success index (CSI),
and Heidke skill score (HSS) [81]. The POD, FAR, CSI, and HSS
were calculated as follows:

POD =
A

A+ C
(21)

FAR =
B

A+B
(22)

PC =
(A+D)

A + B + C+D
(23)

CSI =
A

A+B + C
(24)

HSS = 2
(AD −BC)

[(A+ C) (C +D) + (A+B) (B +D)]
(25)

where A is the hit (the number of D2D-generated AHI cirrus
pixels corresponding to observed AMI cirrus pixels), B is the
miss (the number of D2D-generated AHI cirrus pixels that do
not correspond to observed AMI cirrus pixels, or the number of
false alarms), C is the number of false alarms (the number of
no D2D-generated AHI cirrus pixels corresponding to observed
AMI cirrus pixels, or the number of misses), andD is the correct
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TABLE IV
2 × 2 CONTINGENCY TABLE

Fig. 6. CC and RMSE between the observed AMI 1.37 µm band albedo and
the D2D-generated band on December 1, 2019.

nonevent (the number of no D2D-generated AHI cirrus pixels
corresponding to no real AMI cirrus pixels, or the number of
correct rejections). Table IV summarizes the contingency tables.

IV. RESULTS

A. Hypothetical AMI 1.37 μm Band

Fig. 6 shows the variations in the CC and RMSE values
during the iterative model training between the observed and
D2D-generated AMI 1.37μm band albedo and the D2D model in
the validation datasets. The D2D model showed a maximum CC
value of 0.9931 and a minimum RMSE value of 0.0043 around
December 1, 2019. The most common number of iterations
in the validation datasets is 79158. Thus, this iteration trained
model was adopted as the constructed D2D model to simulate
the albedo in the 1.37 μm GK-2A/AMI and Himawari-8/AHI
sensors.

Fig. 7 shows the results of one of the validation datasets
to our model for AMI. Fig. 7(a) and (b) shows the observed
GK-2A/AMI and D2D-generated GK-2A/AMI 1.37 μm band
albedo, respectively, from September 28, 2019, 04:00 UTC.
Fig. 7(c) shows the differences between the observed and D2D-
generated AMI 1.37 μm band, from −0.15 to 0.15 (albedo). The
D2D-generated model produced an excellent spatial distribution
of the observed AMI 1.37 μm band. Fig. 7(d) shows the AMI
true-color RGB image obtained using the AMI red, green, and
blue bands simultaneously. As can be seen, our model-generated
AMI 1.37 μm band albedo is qualitatively accurate.

Fig. 8 shows the scatterplot between the observed AMI and
D2D-generated AMI 1.37 μm band albedo with CC = 0.9948,
bias= 0.0007, RMSE= 0.0079, rMBE= 0.0211%, and rRMSE
=0.235%. This comparison demonstrates the excellent accuracy
of the proposed D2D model.

B. Hypothetical AHI 1.37 μm Band

Fig. 9 shows the results when one of the datasets was applied
to our D2D model for AHI observations. Fig. 9(a) and (b) shows
the observed GK-2A/AMI and D2D-generated Himawari/AHI
1.37 μm band albedo, respectively, on February 28, 2020, 04:00
UTC. As mentioned, no real Himawari/AHI 1.37 μm band

Fig. 7. (a) Observed AMI 1.37 µm band. (b) D2D-generated AMI 1.37 µm
band. (c) Difference between (a) and (b) from −0.15 to 0.15 (albedo). (d)
AMI true color RGB image using 0.47, 0.51, and 0.64 µm bands. The time
is September 28, 2019, at 04:00 UTC.

Fig. 8. Scatterplots between the observed AMI and the D2D-generated AMI
1.37 µm band albedo on September 28, 2019, at 04:00 UTC.

albedo is available; therefore, this article used AMI 1.37 μm
band albedo in the common study area to compare. Fig. 9(a) and
(b) shows the general features of cirrus clouds in this article area
and the qualitative accuracy of the proposed D2D-generated AHI
1.37 μm band albedo. Fig. 9(c) shows the difference between
observed AMI and D2D-generated AHI 1.37 μm band, from
−0.15 to 0.15 (albedo). Fig. 9(d) shows the AMI true-color
RGB image. Compared with the D2D-generated AMI albedo
in Fig. 7, the D2D-generated AHI albedo intensity appears to be
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Fig. 9. (a) Observed AMI. (b) D2D-generated AHI. (c) Difference between
(a) and (b) from −0.15 to 0.15 (albedo). (d) AMI true color RGB image using
0.47, 0.51, and 0.64 µm bands. The time is February 28, 2020, at 04:00 UTC.

higher than the observed AMI albedo. These differences may be
related to AMI and AHI sensors’ different geometrical locations
and SRFs in IR bands. The virtual AHI albedo was created by
applying the AHI data to the pretrained D2D model constructed
using AMI data. The transfer learning from AMI to AHI sensors
may lead to relatively lower accuracy in the D2D-generated
AMI albedo shown in Fig. 7 than in D2D-generated AHI albedo
shown in Fig. 9.

Fig. 10 shows the scatterplots between the observed AMI and
D2D-generated AHI 1.37 μm band albedo in Fig. 9. The bias,
RMSE, and CC between the two data are −0.0001, 0.0147, and
0.9544, respectively, in albedo. The rMBE and rRMSE show
0.0046%, and 0.42%, respectively. Thus, a good agreement
between them can be identified. Notably, the D2D-generated
AHI 1.37 μm band shows a little overestimation as the albedo
increases. This result was due to missing input datasets such as
solar and satellite zenith angles and relative azimuth angles of
AMI and AHI sensors. Additionally, the effect of the transfer
learning (from AMI to AHI sensors) on the AHI sensor using
the pretrained D2D model with AMI data affected the result.

Fig. 11 shows the statistical results of comparison between
the observed AMI 1.37 μm band albedo and the D2D-generated
AHI 1.37 μm band albedo with the average values from the
January 1st, 15th, and 28th, 2020, 04:00 UTC, to December
2020, 04:00 UTC. The CC values ranging from 0.8948 to 0.9461
were relatively stable during the year. The bias and RMSE
ranged from −0.0013 to 0.0047, and from 0.0104 to 0.0305,
respectively. The bias and RMSE increased from January to
June but decreased from June to December. The RMSE shows

Fig. 10. Scatterplots between the observed AMI and the D2D-generated AHI
1.37 µm band albedo on February 28, 2020, at 04:00 UTC.

Fig. 11. Time-series results of the average values of CC, IA, bias, RMSE,
rMBE, and rRMSE between the observed AMI 1.37 µm band and the D2D-
generated AHI 1.37 µm band albedo on the 1st, 15th, and 28th of each month
of 2020.

the highest relative value in June because of a relatively larger
area of cirrus compared with other months. This result is related
to the presence of more cirrus clouds in this region owing to high
pressures from the continental air mass over the Yangtze River
in spring, and typhoons in summer. Referring to [82], models
based on rMBE and rRMSE values can be classified as excellent
(�rMBE�< 2% and �rRMSE�< 5%), good (2%<�rMBE�< 5%
and 5%< �rRMSE� < 10%), average (5% < �rMBE� < 10%
and 10% < �rRMSE� < 15%), and poor (10% < �rMBE� and
15% < �rRMSE�) models. The D2D model showed that rMBE
and rRMSE ranged less than 2%. The IA shows a similar pattern
to CC values. These results demonstrate very high accuracy and
low error on the D2D-generated AH+.1.37 μm band albedo
compared with the observed AMI 1.37 μm band albedo.

Fig. 12 shows the statistical comparison results between the
observed AMI and the D2D-generated AHI 1.37 μm band albe-
dos with the average values on every 1st, 15th, and 28th day of
the month from January 2020, 04:00 UTC, to December 2020,
04:00 UTC. The D2D-generated AHI 1.37 μm band showed
consistent results for POD (0.8990 to 0.9650), FAR (0.0627 to
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Fig. 12. Time-series results of the POD, FAR, HSS, and CSI values between
the observed AMI 1.37 µm band and the D2D-generated AHI 1.37 µm band
albedo with the average values on every 1st, 15th, and 28th of each month in
2020.

0.3238), HSS (0.6027 to 0.8609), and CSI (0.6493 to 0.8761).
The CSI and HSS value had a similar pattern to CC and IA. CSI
and HSS decreased from October to December, and POD and
FAR increased. The FAR values showed the opposite tendency
to the CSI and HSS values. The POD values were relatively over
0.89. During winter, the 1.37 μm band detected lower clouds in
a dry atmosphere [83], which may be responsible for a higher
FAR value from November to January.

C. Validation With CALIPSO Data

Fig. 13 shows the comparison results for cirrus detection
between CALIPSO and AMI or AHI 1.37 μm bands. Fig. 13(a)
shows the comparison (lines) between CALIPSO and AMI
cirrus detection with the TBs at the AMI 1.37 μm band (back-
ground image). Fig. 13(b) shows the comparison result between
CALIPSO and D2D-generated AHI cirrus detection. The blue
color denotes that both CALIPSO and the 1.37 μm bands
detected cirrus cloud. The orange color indicates no cirrus in
both CALIPSO and 1.37 μm bands. The green pixels indicate
that only CALIPSO detected cirrus clouds. The yellow pixels
indicate that only the AHI or AMI 1.37 μm bands detected
cirrus cloud. In this comparison, a threshold value of 0.007
was applied to the AHI and AMI 1.37 μm bands, which was
the MODIS-derived threshold for the 1.37 μm band for cirrus
detection [59].

Fig. 14 shows the CALIPSO VFM data for the case shown in
Fig. 13. Nine different flags are shown in the legend. We chose
the cirrus flag for the comparison. Additionally, we compared
the D2D-generated AHI cirrus data with the CALIPSO VFM
cirrus data during 2020 when CALIPSO passed between Korea
and Japan. We obtained 16 cases of spatiotemporal collocation
between the two datasets within the study area. The average
statistical results between CALIPSO and D2D-generated AHI
data gave a POD = 0.8250, FAR = 0.4265, HSS = 0.3903, CSI
= 0.5020, and PC = 0.7070. However, the average statistical
results between CALIPSO and observed AMI data gave a POD
= 0.7181, FAR = 0.3963, HSS = 0.3847, CSI = 0.4774, and
PC= 0.7198. These results demonstrate that the D2D-generated
AHI 1.37 μm band performed similarly to the observed AMI

1.37 μm. Notably, previous studies showed that the MODIS
cloud algorithm for thin clouds gave a POD = 0.849, FAR
= 0.091 [84], and PC = 0.881 [85]. The AMI cloud algo-
rithm gave a POD = 0.652 and FAR = 0.289 [86]. Notably,
the accuracy of the observed AMI and D2D-generated AHI
cirrus bands depended on the threshold value of the MODSI
cloud algorithm. This result could be improved by further
study.

V. DISCUSSION

This article proposes a D2D method to simulate a virtual AHI
1.37 μm band albedo using GK-2A/AMI 1.37 μm band and
superposition of 21 AMI LWIR bands and band differences.
Because of the capability to present a physically nonexistent
observation by a real satellite but physically reasonable in-
formation using deep-learning techniques, this article signifi-
cantly contributes to the satellite remote sensing community.
Thus, the D2D method used in this article can complement the
band information required for a variety of satellite application
products and algorithms based on a multiband combination.
This article demonstrated this advantage from a low difference
between the observed AMI 1.37 μm and D2D-generated AHI
1.37 μm. Our results showed that the deep-learning technique
could simulate the AHI 1.37 μm band, which can be helpful to
identify meteorological features from stationary land features
[83] and detect cirrus clouds for the Himawari-8/AHI.

This article appears to be similar to a previous study [54] for
virtual green band generation of ABI sensor in the GOES-R
satellite, as both studies generated nonexistent bands of weather
satellites. However, this article used a quantitative data transla-
tion method from IR bands to a NIR band, whereas the previous
study [54] used a qualitative image-to-image translation between
VIS and other VIS bands.

One limitation of this article was the dependence on highly
correlated bands of the own satellite and the neighboring satel-
lites with similar bands. This article used 21 combinations of IR
bands and their difference from the original 16 bands. This article
could provide more accurate results if the AMI and AHI sensors
have other bands sensitive to cirrus. However, other bands are
not available.

Furthermore, the proposed D2D method tends to overesti-
mate the virtual AHI 1.37 μm band compared to the observed
AMI 1.37 μm band. This feature could result from the transfer
learning of the D2D model using the AMI data, different SRFs
between the two sensors, and different solar effects due to the
separated longitudinal locations between AMI and AHI sensors.
Thus, the D2D-generated AHI 1.37 μm band derived the over-
estimation of cirrus pixels, in particular, at the edges of cirrus
clouds.

Another limitation encountered in this article was in produc-
ing the time-varying virtual AHI 1.37 μm band because the
D2D model was constructed using the AMI datasets at a fixed
time (04:00 UTC). However, the time-fixed D2D model has the
advantage of generating the virtual AHI 1.37 μm band over a
wide region, including the area with no solar reflection from
sunrise to sunset, as if the solar angle is permanently fixed at
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Fig. 13. Comparison between CALIPSO VFM data. (a) AMI 1.37 µm band. (b) D2-generated AHI 1.37 µm band. (c) Himawari RGB image on June 15, 2020,
at 04:30 UTC.

Fig. 14. CALIPSO VFM at altitudes from 0 to 20 km in the article area on June 15, 2020, at 04:30 UTC. The legend represents cloud types as nine flags. The
cyan color indicates cirrus clouds, while white and blue colors indicate other types of cloud.

04:00 UTC. The construction of the time-varying D2D model
is possible and will be the focus of future work. The preference
for the temporal variation or wide-area observation will depend
on the user’s interests.

Additionally, this article did not include viewing conditions
between AMI and AHI sensors, i.e., the relative location between
the satellite and the cloud [87], affecting the albedo in VIS bands.
Thus, further study using the solar and satellite zenith angles and
relative azimuth angles as additional input datasets for the D2D
model could improve the performance of the proposed D2D
model.

Finally, this article has a deep-learning computational limita-
tion in generating the full disk data with a high spatial resolution

due to GPU memory intensiveness, despite rapid advances in
hardware performance.

Despite a few limitations, this article proposed a beneficial ca-
pability for generating a nonexistent band of an existent satellite
and producing virtual observation data in a region with no solar
reflection, which was impossible in the traditional approaches.
The presented D2D method could be applied to global cirrus
monitoring, estimating the cloud effects on solar radiation and
the energy balance of the earth, and long-term climate change
studies using a combination of numerous real 1.37 μm bands
onboard other geostationary weather satellites located at dif-
ferent longitudes, such as GOES-16/-17 and Meteosat Third
Generation satellites.
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Furthermore, the nonexistent AMI 2.2 μm band, like the
nonexistent AHI 1.37 μm band, can be generated by a D2D
method presented in this article. However, the virtual generation
of missing bands such as the green band, 6.9 and 9.6 μm
bands in the Fengyun-4 with 14 bands ranging from 0.45 to
13.8 μm band will be challenging for the proposed D2D method
application using the neighboring GK-2A or Himawari-8
satellites.

VI. SUMMARY AND CONCLUSION

Geostationary satellites with VIS and IR bands have been
crucial in monitoring weather, particularly in nowcasting and
forecasting. Recently, geostationary weather satellites equipped
with advanced meteorological imagers have been launched and
put into operation. However, the AHI sensor onboard Himawari-
8 does not have the 1.37 μm band, which is important for
detecting thin cirrus clouds. Many previous studies have aimed
to detect thin cirrus using the 1.37μm band, such as the MODIS,
VIIRS, OLI, and MSI sensors onboard polar orbit satellites, and
cirrus has played a crucial role in the earth’s radiation budget
and the greenhouse effect

This article presents a D2D method to simulate a virtual AHI
1.37 μm band albedo using GK-2A/AMI 1.37 μm band and
superposition of 21 AMI LWIR bands and band differences.
The D2D model was trained to simulate an AMI 1.37 μm band
via superposition of 21 AMI LWIR bands and band differences
using Pix2Pix, to implement CGAN. The D2D-generated AMI
1.37 μm band albedo showed excellent statistical agreement
with the observed AMI 1.37 μm band albedo. On the basis of
excellent results in the hypothetical AMI sensor, the D2D model
was applied to generate hypothetical AHI 1.37 μm band albedo
translating the superposition of 21 AHI LWIR bands and band
differences to the nonexistent AHI 1.37 μm band albedo. The
observed AMI 1.37 μm band albedo and D2D-generated AHI
1.37 μm band albedo were compared, and the results showed
good agreement, i.e., high CC and low RMSE between the two
datasets. Additionally, the D2D-generated AHI 1.37 μm band
showed similar accuracies to the observed AMI 1.37 μm band
from the validation with the CALIPSO VFM data. Thus, the
proposed D2D model could be extended to simulate missing
bands in sensors onboard satellites and other optical satellite
applications. Future work will address the nonexistent AMI
2.26 μm band simulation similar to the virtual AHI 1.37 μm
band simulation.
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