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A Back Propagation Neural Network-Based
Radiometric Correction Method (BPNNRCM)

for UAV Multispectral Image
Yin Zhang , Qingwu Hu , Hailong Li, Jiayuan Li , Tiancheng Liu, Yuting Chen, Mingyao Ai, and Jianye Dong

Abstract—Radiometric correction is one of the most important
preprocessing parts of unmanned aerial vehicle (UAV) multispec-
tral remote sensing data analysis and application. In this article,
a back propagation (BP) neural network-based radiometric cor-
rection method (BPNNRCM) considering optimal parameters was
proposed. First, we used different UAV multispectral sensors (K6
equipped on the DJI M600, D-MSPC2000 equipped on the FEIMA
D2000) to collect training, validation, testing and cross-validation
data. Second, the radiometric correction results of BP neural net-
work with different input variables and hidden layer node number
were compared to select the best combination of input parameters
and hidden layer node number. Finally, the radiometric correction
accuracy and robustness of BP neural network considering the
optimal parameters were verified. When the number of nodes
in the input layer was five (digital number, UAV sensor height,
wavelength, solar altitude angle, and temperature) and the number
of nodes in the hidden layer was eight, the BP neural network had
the best comprehensive performance in training time of train set
and accuracy of validation/test set. In the aspect of accuracy and
robustness, the absolute errors of test and cross-validation images’
surface reflectance obtained by the BPNNRCM were all less than
0.054. The BPNNRCM had smaller average absolute error (0.0141),
mean squared error (0.0003), mean absolute error (0.0141) and
mean relative error (7.1%) comparing with empirical line method
and radiative transfer model. In general, the research results of
this article prove the feasibility and prospect of BPNNRCM for
radiometric correction of UAV multispectral images.

Index Terms—Back propagation (BP) neural network, optimal
parameters, radiometric correction, surface reflectance (SR),
unmanned aerial vehicle (UAV) remote sensing.

I. INTRODUCTION

W ITH the development of the unmanned aerial vehicle
(UAV) platform and sensor technology, UAV remote
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sensing has achieved rapid development. Compared with tradi-
tional aviation and aerospace remote sensing image acquisition
methods, UAV as a data acquisition platform has many advan-
tages such as low cost, flexible takeoff and landing, fast and
efficiency, intuitive and comprehensive, and low flight altitude.
UAV remote sensing is an important supplementary approach
to satellite remote sensing. The image data obtained by mul-
tispectral/hyperspectral sensors mounted on UAV can provide
effective quantitative inversion and interpretation data basis
for resource exploration, camouflage survey, agricultural mon-
itoring and many other directions, and has a wide application
prospect in many fields [1], [2], [3], [4], [5], [6], [7], [8].

Due to its low cost and readily available data, UAV remote
sensing is now widely used to obtain various surface biological,
physical and chemical parameters in specified areas. Therefore,
it is very important to accurately retrieve the surface reflectance
(SR) from UAV remote sensing data before quantitative analysis.
Radiometric correction [converting the digital numbers (DN
value) received by UAV sensor into the SR] is an important
and key research problem in the application of UAV images in
many fields. In the process of UAV sensor imaging, even if the
flight altitude is low, the radiation signal of the target object
will be scattered and absorbed by different types of atmospheric
components during transmission in the atmosphere, and the radi-
ation signal received by the sensor will produce interference and
distortion to a certain extent. Therefore, radiometric correction
is a necessary part in the article of quantification and refinement
of UAV multispectral images.

According to different principles, radiometric correction
methods can be divided into relative correction method based
on image feature, the empirical line method (ELM) [9], [10],
[11], [12], [13], [14], [15], the method for measuring the inci-
dent radiation using spectroradiometer and camera irradiance
sensor during flying [16], [17], [18], [19], and method based on
atmospheric radiative transfer model. Image-based radiometric
correction methods mainly include histogram matching method
[20], [21], invariant target method [22], [23], dark pixel method
[24], [25], [26], T–C transform [27], haze optimized transform
[28]. Although ELM method is intuitive and easy to implement,
the quality and accuracy of SR products based on ELM method
will be greatly reduced if the number of ground calibration
targets is small or they do not have Lambertian properties [29],
[30], [31]. After decades of development of spectral imaging
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technology, the theory and model of electromagnetic wave
transmission have been relatively mature. The representative
mature radiative transfer models [32], [33], [34] include (second
simulation of the satellite signal in the solar spectrum (6S),
LOW resolution TRANsmission model), MODerate resolution
TRANsmission model (MODTRAN). Many scholars have used
different models to study and apply radiometric correction to
remote sensing data of different scenarios and types [35], [36],
[37], [38], [39], [40], [41]. Based on rigorous mathematical
and physical theories, the radiative transfer model scientifically
presents the transmission process of electromagnetic radiation
in the “sun-earth-sensor” system, which has definite physical
significance. The MODTRAN and 6S models have been proved
to have high accuracy by many previous studies [42], [43],
[44], [45], [46], [47]. However, there is an important prereq-
uisite for applying 6S and MODTRAN models: depend on
accurate parameter information about aerosol and atmosphere.
In addition, due to the complexity of atmospheric influence on
electromagnetic waves and the complexity of solving radiative
transfer equation (6S, MODTRAN and other radiative transfer
models use different methods to approximate solving the equa-
tion), there must be some errors in the calculation results of
MODTRAN and 6S models.

The main objective of this article is to propose a user-friendly
and robust radiometric correction method that requires less and
easily accessible input parameters. In this article, we propose
a radiometric correction algorithm based on back propagation
(BP) neural network with optimal parameters to obtain the UAV
multispectral SR products. We dub our algorithm back prop-
agation neural network-based radiometric correction method
(BPNNRCM). Experimental results show that BPNNRCM can
effectively avoid the complex mathematical and physical process
of atmospheric radiative transfer and the change of atmospheric
physical and chemical parameters. The BPNNRCM has high
self-learning and self-adaptive ability, can perform radiometric
correction for images of multispectral bands, and can calculate
the reflectance with high precision under the common flight
conditions of UAV.

II. MATERIALS AND METHODS

The research route of this article is displayed in Fig. 1. Our
study can be divided into four parts. First, we collected training
dataset, validation dataset, test dataset, and cross-validation
dataset under different environmental conditions (see Section II-
A). Second, the optimal parameters (different input parameters
and different numbers of hidden layer nodes) of BP neural
network for radiometric correction were selected [see Section II-
B-d and Section III-A]. Besides, the accuracy of the radiometric
correction model based on BP neural network with optimal
parameters was evaluated (see Section III-B). Finally, based on
cross-validation, the robustness and generalization of the radio-
metric correction method proposed in this article (BPNNRCM)
were assessed (see Section III-C).

A. Data

The UAV multispectral data (DJI Matrice 600 [see
Fig. 2(a)]: https://www.dji.com/cz/matrice600; Sensor [see

Fig. 1. Flowchart of the radiometric correction procedure.

Fig. 2(b)]: K6 airborne multispectral imager, http://azup.
com.cn/newsinfo/1163647.html) were collected in the brick
land (Location: 113.506384872°E, 30.948106339°N; Date:
June 5, 2021) and grassland (Location: 113.506418036°E,
30.978097257°N; Date: June 6, 2021) in Yingcheng National
Mine Park, Hubei Province of China. Reflective boards with
reflectance of 5%, 10%, 20%, 30%, 50%, 60%, and 70% were
placed in the experimental site. In order to ensure the applica-
bility and generalization ability of the BPNNRCM, the images
of the above reflective boards with different heights (20 to 500
m, with intervals of 20 m), different times (10:00, 11:00, 11:30,
13:30, 15:30) and different bands (450, 550, 650, 725, and 850
nm) were included, and the corresponding real-time temperature
data were recorded through the weather forecast app in the
mobile phone (see Table I). Fig. 2(c) and (d) displays the spatial
distribution of the reflective boards during the experiment. The
length and width of all reflective boards in Fig. 2(c) and (d) are
1 m. Ground sampling distance (GSD) of UAV image increases
with the increase of flight altitude. When the flight altitude
of UAV is 500 m (the maximum flying altitude of DJI UAV
when the ban is not lifted), the GSD of multispectral image
obtained by K6 is 18 cm/pix. MAPIR camera control (MCC) is a
Windows OS software package used to process images from K6
multispectral camera (https://www.mapir.camera/collections/
software/products/mapir-camera-control). The maximum GSD

https://www.dji.com/cz/matrice600;
http://azup.penalty -@M com.cn/newsinfo/1163647.html
http://azup.penalty -@M com.cn/newsinfo/1163647.html
https://www.mapir.camera/collections/software/products/mapir-camera-control
https://www.mapir.camera/collections/software/products/mapir-camera-control
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Fig. 2. Distribution of reflective boards in different experimental sites. (a)
Unmanned aerial vehicle. (b) Sensor. (c) Brick land. (d) Grassland.

TABLE I
TEMPERATURE AND AQI DATA OF DIFFERENT EXPERIMENTAL SITES AT

DIFFERENT TIMES

of the UAV image we collected was 18 cm/pix, and the number
of pixels occupied by the reflective boards was at least 25. We
used MCC to convert the original multispectral data obtained by
UAV into grid image (data format: TIFF), and then took the mean
value of the three neighborhood in the center of the reflective
board as its DN value on the multispectral image. The DN value
was used as the input data for the training of neural network
model.

FEIMA D2000 with D-MSPC2000 (http://www.
feimarobotics.com/zhcn/productDetailD2000; https://www.
163.com/dy/article/GEAL29VS05149OCK.html) was the
UAV multispectral data acquisition equipment used for
cross-validation (generalization validation of BPNNRCM).
The multispectral sensor obtained images of six bands: 450;
555; 660; 720; 750; and 840 nm. UAV multispectral images
were collected on December 14, 2021 in Yingcheng City,
Hubei Province of China. The longitude and latitude of
the experiment site were 113.496529°E and 30.946152°N,
respectively. Reflectance of reflective boards with known
reflectance were 5%, 10%, 20%, 30%, 50%, 60% and 70%,
respectively. See Fig. 3(c) for the spatial distribution of the

Fig. 3. (a) Unmanned aerial vehicle, (b) multispectral sensor, and (c) distri-
bution of reflective boards.

TABLE II
UAV MULTISPECTRAL IMAGES TO VERIFY THE ROBUSTNESS AND

GENERALIZATION OF BPNNRCM PROPOSED IN THIS ARTICLE

reflective boards. The sizes of the two large reflective boards
(reflectance is 5% and 20%, respectively) in the second row
are 2 m × 2 m, and the sizes of the other small reflective
boards are 1 m × 1 m. In the process of images acquisition,
solar altitude angle (SAA) and temperature was recorded
synchronously. Table II gives the image information collected
in this experiment. When the image height is 93 and 145 m,
the GSD is 6.7 and 10.5 cm/pix, respectively. The temperature
was recorded in the same way as mentioned above, that is,
use the weather forecast app in the mobile phone to record
the real-time temperature. FEIMA UAV Manager (FUM,
http://www.feimarobotics.com/zhcn/productDetailManager)
is an intelligent software system for UAV data acquisition,
processing and display management. We used FUM to convert
the original multispectral data obtained by FEIMA UAV into
grid image (data format: TIFF), and then took the mean value of
the three neighborhood in the center of the reflective board as its

http://www.feimarobotics.com/zhcn/productDetailD2000
http://www.feimarobotics.com/zhcn/productDetailD2000
https://www.163.com/dy/article/GEAL29VS05149OCK.html
https://www.163.com/dy/article/GEAL29VS05149OCK.html
http://www.feimarobotics.com/zhcn/productDetailManager
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Fig. 4. Flow of UAV multispectral image radiometric correction based on BP
neural network considering optimal parameters.

DN value on the multispectral image. The DN value was used
as the input data for the training of neural network model. The
reflectance of the reflective boards obtained by BPNNRCM was
compared with the real reflectance of the reflective boards, so as
to verify the generalization and robustness of the BPNNRCM.

B. Methods

The BPNNRCM, framework for UAV multispectral image
radiometric correction based on BP neural network is shown in
Fig. 4. UAV multispectral image parameters (DN value, image
height and wavelength), climate factor (temperature) and SAA
constituted the input parameters of BP neural network. Accord-
ing to the number of nodes in the input layer and output layer,
combining with Kolmogorov theorem, the number of nodes in
the hidden layer of BP neural network was obtained. Differ-
ent input parameters and different hidden layer node numbers
formed multiple combinations. According to the training time
and accuracy of BP neural network model in the training and
test dataset, the combination with the best effect (input param-
eters + hidden layers) was determined, and the corresponding
radiometric correction model based on BP neural network was
obtained, so as to achieve the transformation from DN value to
SR of UAV multispectral image.

1) Back Propagation (BP) Neural Network: BP neural net-
work is one of the most representative artificial neural network
algorithms [48]. The topology structure of BP neural network
model includes input layer, hidden layer, and output layer.
The basic idea of BP neural network is to build a multilayer
feedforward neural network, and adjust the connection weights
and thresholds between each layer and each node by using the
error between the actual output value and the expected output
value of the signal value in the propagation process according to
the error backward propagation algorithm. This algorithm does

not need to determine the mathematical mapping between input
and output in advance, but can use error feedback to learn rules
and obtain mathematical simulation of the signal. The learning
process of BP neural network is divided into two stages: the
forward propagation process of input signal and the BP process
of prediction error [49], [50].

Suppose there are m neurons in the output layer, and the actual
output of BP neural network is y. The expected output is y’. The
error (ε) of model is calculated as follows:

ε =
1

2

m∑
j = 1

(yj − y′j)
2
. (1)

The modified value of each weight value is

Δ wij = −η
∂ε

∂ωij
= −η

∂ε

∂Ij

∂Ij
∂ωij

(2)

where wij is the weight from the input layer node i to the hidden
layer node j. η represents the learning rate. Ij is the transfer
function of the jth hidden layer. There are many kinds of transfer
functions of BP neural network, three of which are commonly
used, namely Logsig, Tansig, and Purelin. The input value of
Logsig, Tansig, and Purelin functions can take any value. The
output value of the Logsig function is between 0 and 1, the
output value of the Tansig function is between −1 and 1, and
the output value of the Purelin function is arbitrary. Since SR
of natural features is between 0 and 1, which is consistent with
the output value range of Logsig-type function, Logsig is used
as the transfer function of BP neural network in this article.

2) Number of Hidden Layer Nodes: Kolmogorov theorem
can be used to determine the number of hidden layer nodes of
BP neural network [51]

n2 =
√
n1 +m+ 1 + a (3)

where n2, n1, and m represent the number of nodes in the hidden
layer, input layer, and output layer respectively. The value of a
is an integer ranging from 1 to 10.

3) Solar Altitude Angle: The SAA refers to the angle be-
tween the incident direction of sunlight and the ground plane at
a certain place on the Earth. When the SAA angle is 90°, the
solar radiation intensity is maximum. The change of SAA will
affect the energy at the entrance pupil of UAV sensor. The SAA
at a certain position at a certain time can be calculated by

sinH = sinϕ sin δ + cosϕ cos δ cos t (4)

where H is the SAA, ϕ is the geographical latitude, δ is the
solar declination of the day, and t represents the solar hour angle
at that time. Solar declination is the angle between the Earth’s
equatorial plane and the line between the sun and the center of
the Earth. The solar hour angle is the angle between the line
of the sun’s light hitting the Earth and the center of the Earth
and the projection of the line of the sun at noon on the Earth’s
equatorial plane. Solar declination indicates the latitude of the
point of direct exposure, with positive northern latitudes and
negative southern latitudes. The calculation equation of solar
declination angle on any date is

sin δ = 0.39795 cos [0.98563 (N − 173)] (5)
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TABLE III
COMBINATIONS OF INPUT PARAMETERS AND HIDDEN LAYERS OF BP NEURAL NETWORK

where N is the day of year, which is the serial number of the date
in one year. For example, January 1 is 1, and December 31 in
nonleap year is 365.

According to (4) and (5), the SAA of condition 1 ∼ 6 in
Table I were 61.96°, 74.13°, 68.21°, 42.74°, 79.22°, and 68.25°
respectively.

4) Input Parameter Combinations of BP Neural Network: In
order to get the optimal parameters (input data and the number
of hidden layer nodes) of BP neural network with the highest
accuracy, we designed a variety of combinations of input data
and hidden layer nodes number of BP neural network. This
experiment was run on a PC (Windows 10 64-bit operating
system) equipped with Intel i7-10700F CPU, 16G memory and
NVIDIA GTX 1650 GPU. BP neural networks with different
combinations of input data and hidden layer nodes number have
the same epochs (500), learning rate (0.01), minimum gradient
(1× 10−7) and global minimum error (1×10 − 5). Table III gives
all the combinations of input data, input layer node number and
hidden layer node number of BP neural network model. The
numbers of hidden layer nodes in Table III were obtained by
(3). For example, when the input data of BP neural network
model are DN value of reflective boards and image height (the
height of the sensor above the ground), that is, the number of
nodes in the input layer is 2, the number of nodes in the hidden
layer is an integer between 3 and 12 calculated by (3). Therefore,
combination 1 represents 10 different BP neural networks (the
number of input layer nodes is 2 and the number of hidden layer
nodes is 3/4/5/6/7/8/9/10/11/12).

5) Empirical Line Method: The empirical linear radiometric
correction method is to establish the linear regression relation-
ship between the DN value and the SR, and solve its linear
gain and bias coefficient. We used the real reflectance data from
reflective boards to establish the linear relationship between
DN value and reflectance of images with different bands, and
realized the conversion from DN value to SR:

Reflectance = m×DN + c (6)

where m is the gain value and c represents the bias value.

We used goodness of fit (R2) and root mean square error
(RMSE) to evaluate the accuracy of ELM’s regression fitting

R2 =

∑n
i=1 (ŷi − ȳ)2∑n
i=1 (yi − ȳ)2

(7)

RMSE =

√∑n
i=1 (yi − ŷi)

2

n
(8)

where y and ŷ denote sample point values (values to be fitted)
and fitted values by ELM, respectively. ȳ represents the mean
value of y. n is the total number of sample points. The closer R2 is
to 1 and the smaller RMSE is, indicating that ELM’s estimation
of SR is more reliable.

6) Simplified Surface Reflectance Inversion Method Based
on 6S Radiative Transfer Model: The flight altitude of UAV
is generally low from the ground, the acquired image is little
affected by atmospheric factors. Therefore, a simplified 6S RT
model without considering atmospheric parameters can be used
for radiometric correction of UAV remote sensing images.

Bilal et al. [52] developed an SR retrievals method [simplified
and robust SR estimation method (SREM), is expressed as (9)–
(17)] based on the 6S RT model. A series of experiments showed
that SREM can be applied to multispectral remote sensing data
of diverse land cover types acquired by different sensors

ρs =
ρIA − ρR

(ρIA − ρR)Satm + TsTv
(9)

where ρs is SR estimated by SREM, ρIA is reflectance received
by UAV sensor in the atmosphere, ρR is atmospheric reflectance
after Rayleigh scattering, Satm represents atmospheric backscat-
tering ratio to count multiple reflections between the surface
and atmosphere. Ts and Tv are, respectively, the atmospheric
downward and upward transmittance.

In (9), reflectance in the atmosphere (ρIA) is calculated using
(10), and Rayleigh reflectance (ρR) is computed using (11)

ρIA =
πLIAd

2

ESUNλμs
(10)

ρR =
PR

(
1− e−Mτr

)
4 (μs + μv)

(11)
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where LIA is the radiance received by UAV sensor in the atmo-
sphere, d is the distance (astronomical unit) between Sun and
the Earth, ESUN is mean solar exoatmospheric irradiance (unit:
W·m−2·μm−1), λ is wavelength. In this article, the value of d
is set to 1.014. The ESUN values of blue, green, red, red-edge
and near infrared bands are 1930.9, 1854.8, 1556.5, 1356.7, and
1156.9, respectively. For (11), M is air mass calculated using
(12), τ r is Rayleigh optical depth calculated using (13), μs is
cosine of solar zenith angle (SZA), and μv is cosine of sensor
zenith angle, which is 0 owing to sensor getting the images ver-
tically. In astronomy, the SZA and the SAA are complementary
angles. We obtained the SZA by simple calculation (90°-SAA)

M =
1

μs
+

1

μv
(12)

τr = 0.008569
1

λ4

(
1 + 0.0113

1

λ2
+ 0.00013

1

λ4

)
(13)

PR =
3A

4 +B

(
1 + cos2Θ

)
(14)

where A and B in (14) are 0.9587256 and 0.0412744, respec-
tively. Θ in (14) stands for scattering angle, which is gotten
through the operation of SZA (180°-SZA) because of sensor
vertical to ground.

In (9), the atmospheric backscattering ratio (Satm) and total
atmospheric transmission (TsTv) can be expressed as

Satm = (0.92τr) e−τr (15)

Ts (λ) = e(−τr/μs) + e(−τr/μs)
{
e(0.52τr/μs) − 1

}
(16)

Tv (λ) = e(−τr/μv) + e(−τr/μv)
{
e(0.52τr/μv) − 1

}
. (17)

7) Validation of Proposed Radiometric Correction Model:
The evaluation of radiometric correction accuracy is performed
in two ways. The first method is based on reflective boards
with known reflectance in image. We compared the real re-
flectance with SR of each reflective board obtained through
the BPNNRCM. Another method is to compare the results
of the BPNNRCM with the classical radiometric correction
method such as ELM model and 6S radiative transfer model. The
radiometric correction accuracy can be quantified by standard
deviation (SD), MSE, mean absolute error (MAE), and mean
relative error (MRE)

SD =

√∑m
i=1

(
SRcalculated,i − SRcalculated

)2
m− 1

(18)

MSE =
1

m

m∑
i = 1

(
SRcalculated,i − SRreal/ELM/6S,i

)2
(19)

MAE =
1

m

m∑
i = 1

∣∣SRcalculated,i − SRreal/ELM/6S,i

∣∣ (20)

MRE =
100%

m

m∑
i = 1

∣∣SRcalculated,i − SRreal/ELM/6S,i

∣∣
SRreal/ELM/6S,i

(21)

Fig. 5. Accuracy of BP neural network constructed by different parameters
(number of nodes in input layer and hidden layer). (a) R of validation dataset.
(b) MSE of validation dataset. (c) R of test dataset and (d) MSE of test dataset.

where SRcalculated is the SR calculated by the BPNNRCM
proposed in this article, SRcalculated is the average value of
SRcalculated, SRreal/ELM/6S is the SR which is gotten from
reflective boards (with known real reflectance)/ELM model/6S
model, and m is the total number of samples.

Moreover, MSE (19) and regression R value (22) refer the
radiometric correction effect of BP neural network constructed
with different parameters in validation set and test set

R =
Cov (SRcalculated, SRreal)√
Var [SRcalculated]Var [SRreal]

(22)

where Cov(SRcalculated,SRreal) denotes the covariance of
SRcalculated and SRreal, Var[SRcalculated/SRreal] is the variance
of SRcalculated/SRreal. MSE represents the average squared
difference between outputs (SRcalculated) and targets (SRreal).
Lower values were better. Zero meant no error. Regression R
value measured the correlation between outputs and targets. An
R value of 1 meant a close relationship, 0 a random relationship.

III. RESULTS

A. Determination of Optimal Parameters of BP Neural
Network for Radiometric Correction

A total of 5180 sample points were collected by taking the
mean DN value of the three neighborhoods in the center of the
reflective boards as the DN value of the corresponding image.
The reflectances of the reflective boards are known, and they are
directly taken as the true value (output data of neural network
model) of the sample point. Training sample points, validation
sample points and testing sample points were randomly selected
according to the proportion of 70%, 15% and 15% respectively.

We tested the effect of the BP neural network model con-
structed with different input parameters of each combination in
Table III. Fig. 5 reveals the MSE and regression R value of BP
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Fig. 6. Training time of BP neural network constructed by different parameters
with different numbers of input layer and hidden layer nodes.

neural network constructed with different parameters in valida-
tion and testing dataset. BP neural network with different param-
eters had different MSE and R values. Fig. 6 shows the training
time of neural networks composed of various input/hidden layer
nodes. The number of training samples corresponding to the
training time was 3626, accounting for 70% of the 5180 samples
mentioned above. The training time of BP neural network varied
with the number of nodes in input layer and hidden layer. In the
range of the number of input/hidden layer nodes involved in
this article, the training time was between 0.0741 and 0.1277
seconds. BP neural network with different parameters had dif-
ferent MSE and R values. The R value varied from 0.75 to
0.99. The MSE value ranged from 0.0009 to 0.0245. When the
number of nodes in the input layer was 2, the error of the model
was generally large both in validation and test dataset, and the
maximum MSE value was 0.0245. When the number of nodes
in the input layer was greater than 3 and the number of nodes in
the hidden layer was greater than 6, the accuracy of BP neural
network model was generally high (R values were above 0.98
and MSE were below 0.002). Considering the training accuracy
and training time of BP neural network model with different
parameters, when the R value was greater than 0.98 and the MSE
value was less than 0.002, the shortest training time was 0.0858
seconds, hence the optimal parameters of the BP neural network
radiometric correction model were: the number of nodes in the
input layer was 5 (combination 4 in Table III), the number of
nodes in the hidden layer was 8.

B. Accuracy Verification of Model With Optimal Parameters

1) Comparing SR Obtained by the BPNNRCM With Real
Reflectance of Reflective Boards: The BP neural network model
with optimal parameters obtained in Section III-A was used
for radiometric correction of UAV multispectral images (see
Table IV shows UAV multispectral images information). The
reflectance of the reflective boards obtained by BPNNRCM was
compared with the real reflectance of the reflective boards, so
as to verify the accuracy of the BPNNRCM. Fig. 7 represents
the SR products gotten by radiometric correction model based

TABLE IV
UAV MULTISPECTRAL IMAGES TO VERIFY ACCURACY OF BPNNRCM

Fig. 7. SR obtained based on the BPNNRCM, where (a)–(j) correspond to
images 1 ∼ 10 in Table IV.
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TABLE V
REFLECTANCE OF EACH REFLECTIVE BOARD IN TEN IMAGES (SEE TABLE IV

FOR IMAGE INFORMATION) CALCULATED BY BPNNRCM

on BP neural network with optimal parameters proposed in this
article. A total of 7 reflective boards with different reflectance
(0.05, 0.1, 0.2, 0.3, 0.5, 0.6 and 0.7) were evenly distributed in
each image. The spatial position of each reflective board could be
clearly seen through SR results of Fig. 7, and the SR distribution
of different ground objects (brick floor and grassland) could also
be obtained.

The central pixel value of each reflective board in each
radiation-corrected image (the average value of 3 × 3 neigh-
borhood) was collected and counted. The reflectance of each
reflective board in ten scene images after radiometric correction
based on the BPNNRCM are displayed in Table V. Table V
gives the maximum error, minimum error, SD, MSE, MAE and
MRE calculated based on the SR obtained through the proposed
radiometric correction model (BPNNRCM) in this article. The
maximum/minimum error represented the maximum/minimum
absolute value of the difference between the reflectance of the
reflective board obtained by BPNNRCM and the true reflectance
of the reflective board. In all ten images, each reflective board’s
reflectance error was not greater than 0.0535. The mean values
of SD, MSE, MAE and MRE of all reflective boards obtained
by BPNNRCM were 0.0125, 2.9521 × 10−4, 0.0141 and 7.1%,
respectively, in the images of different wavelength, height, date
and time.

Fig. 8. ELM radiometric correction model for different bands. (a) 450 nm. (b)
550 nm. (c) 650 nm. (d) 725 nm. (e) 850 nm.

2) Comparing the Radiometric Correction Performance of
BPNNRCM With ELM and SREM: Based on the 5180 sample
points mentioned in Section III-A (each sample point had DN
value and corresponding reflectance value), radiometric correc-
tion model of different bands based on ELM were constructed,
and the model construction results are shown in Fig. 8. “Ref” in
the legend indicated reflectance. Fig. 8 shows the gain and bias
coefficients of the empirical linear model for each band, as well
as the R2 and RMSE of the model for sample points. For the
five bands, R2 were all above 0.95 and RMSE were all less than
0.07. With the increase of wavelength, the gain value showed an
increasing trend. The gain value of green band was the smallest,
which was 2.8731 × 10−5. The gain value of near infrared band
was the largest, which was 1.3885 × 10−4. The bias values were
all less than zero and ranged from −0.58084 to −0.12533.

SR products gotten based on ELM and SREM are revealed
in Figs. 9 and 10, respectively. The image information (see
Table IV) and reflectance of each reflective board were consistent
with those in Section III-B-a. The central pixel value of each
reflective board in each radiation-corrected image (the average
value of 3 × 3 neighborhood) was collected and counted. The
reflectance of each reflective board in ten scene images after
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Fig. 9. SR obtained based on the ELM method, where (a)–(j) correspond to
images 1–10 in Table IV.

radiometric correction based on ELM and SREM are respec-
tively displayed in Tables VI and VII.

Table VI gives the maximum error, minimum error, SD, MSE,
MAE, and MRE calculated based on the SR obtained through
the ELM. In all ten images, the absolute errors of reflectance
of reflective boards ranged from 0.0019 to 0.1721. The average
absolute error of ELM was 0.0351. The mean values of SD,
MSE, MAE and MRE of all reflective boards obtained by ELM
were 0.0383, 0.0021, 0.0351 and 14.88%, respectively, in the
images of different wavelength, height, date and time.

Table VII gives the maximum error, minimum error, SD,
MSE, MAE and MRE calculated based on the SR obtained
through the SREM. In all ten images, the absolute errors of
reflectance of reflective boards ranged from 0.001 to 0.0846. The
average absolute error of SREM was 0.0267. The mean values
of SD, MSE, MAE, and MRE of all reflective boards obtained
by SREM were 0.0201, 0.001, 0.0267 and 12.62%, respectively,
in the images of different wavelength, height, date and time.

The accuracy of radiometric correction results varied with
different methods. Fig. 11 shows the average SD, MSE, MAE,
and MRE of SR retrieved by different methods. The values of

Fig. 10. SR obtained based on the SREM method, where (a)–(j) correspond
to images 1–10 in Table IV.

Fig. 11. Comparison of accuracy of three radiometric correction methods:
BPNNRCM; ELM; and SREM.

MSE were generally small, with a minimum value of 0.0003. On
the whole, the SD, MSE, MAE and MRE of the ELM method
were relatively large. Compared with the ELM and SREM
(simplified 6S RT model), the SR obtained by BPNNRCM had
higher accuracy.
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TABLE VI
REFLECTANCE OF EACH REFLECTIVE BOARD IN TEN IMAGES (SEE TABLE IV

FOR IMAGE INFORMATION) CALCULATED BY ELM

Overall, through the comparison with the results of classical
radiometric correction model, the BPNNRCM had high accu-
racy in SR estimation and could meet the requirements of UAV
multispectral image radiometric correction processing.

C. Robustness and Generalization of the BPNNRCM

In order to verify the universality, stability and generalization
of the BPNNRCM, we used the BP neural network model with
optimal parameters (input variables: DN value, UAV sensor
height, wavelength, SAA and temperature; hidden layer nodes
number: 8) trained in Section III-A to perform radiometric
correction on the multispectral images collected by another UAV
(FEIMA D2000 with D-MSPC2000 sensor), and cross-verify
the validity of the BPNNRCM.

The radiometrically corrected results of BPNNRCM are
shown in Fig. 12. UAV multispectral images 1–2 in Table II
correspond to (a) and (b) in Fig. 12 respectively. The central
pixel value of each reflective board in each radiation-corrected
image (the average value of 3× 3 neighborhood) was calculated.
The reflectance of each reflective board in different images after
model correction was obtained (see Table VIII). Table VIII
gives the SD, MSE, MAE and MRE calculated based on the SR
obtained through the BPNNRCM. The absolute errors of SR of
reflective boards ranged from 0.0021 to 0.0451. The mean values

TABLE VII
REFLECTANCE OF EACH REFLECTIVE BOARD IN TEN IMAGES (SEE TABLE IV

FOR IMAGE INFORMATION) CALCULATED BY SREM

Fig. 12. Radiometrically corrected results of (a) image 1 and (b) image 2 in
Table II.

of SD, MSE, MAE and MRE of all reflective boards were 0.0104,
0.0006, 0.0218, and 10.49%, respectively, which indicated that
the proposed radiometric correction model (BPNNRCM) had
good robustness and generalization.

IV. DISCUSSION

A. Performance Evaluation of Different Radiometric
Correction Methods in Different Bands

We studied the radiometric correction accuracy of different
wavelengths for the BPNNRCM, SREM based on 6S RT model
and ELM. Fig. 13 shows the absolute errors between SR obtained
by radiometric correction methods and the true reflectance of the
reflective boards in images with different bands (see Table IV).
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TABLE VIII
REFLECTANCE OF EACH REFLECTIVE BOARD IN DIFFERENT IMAGES (SEE

TABLE II FOR IMAGE INFORMATION) CALCULATED BY BPNNRCM

Fig. 13. Performance of three radiometric correction methods in different
bands.

The absolute error of reflectance in red, red-edge and near
infrared bands obtained by the same method was roughly the
same. The average errors of ELM, SREM and BPNNRCM in the
above three bands were 0.0281, 0.027, and 0.0124, respectively.
The absolute error of blue band was greater than that of red,
red-edge and near infrared bands. In the future, we will analyze
the causes of the above phenomena and propose the improved
radiometric correction methods for different bands.

B. Sensitivity of BPNNRCM to Ambient/Background Light

We analyzed the changes of DN values of reflective boards
in different images (with different time, different image height,
different wavelength and different ambient/background light)
obtained by K6 sensor in Section II-A. It can be seen from
Fig. 14 that the DN value increased with the increase of re-
flective boards’ reflectance. The DN value of reflective board
with high reflectance (70%) showed a decreasing trend with the
increase of image height. With the same SAA, image height
and wavelength, the DN values of the same reflective board in
different ambient/background light was roughly the same, and

Fig. 14. DN values of reflective boards in different flight conditions and scenes.
(a) 450 nm. (b) 550 nm. (c) 650 nm. (d) 725 nm. (e) 850 nm.

TABLE IX
UAV MULTISPECTRAL IMAGES WITH DIFFERENT AMBIENT/BACKGROUND

LIGHT

there was no significant difference. The main factors for the
difference of DN values of reflective boards in the images were
the time of image acquisition (SAA), height and wavelength.
Ambient/background light had little effect on the DN value
obtained by the radiation of the target (reflective boards) received
through the UAV sensor.

Furthermore, we used BPNNRCM model to conduct radio-
metric correction for the images of conditions 3 and 6 in Table I,
and the image information is given in Table IX. We ensured
the consistency of image height, image wavelength and SAA,
so as to study the affect of ambient/background light on the
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Fig. 15. Radiometrically corrected results of images with distinct ambi-
ent/background light. (a) Brick and (b) grassland.

TABLE X
REFLECTANCE OF EACH REFLECTIVE BOARD IN IMAGES WITH DIFFERENT

AMBIENT/BACKGROUND LIGHT CALCULATED BY BPNNRCM (SEE TABLE IX
FOR IMAGE INFORMATION)

radiometric correction accuracy of BPNNRCM. The SR of the
two images in Table IX obtained by BPNNRCM is shown in
Fig. 15. The reflectance of each reflective board in different
images after BPNNRCM correction was obtained (see Table X).
Moreover, Table X gives the absolute error of the same reflective
board’s SR in different ambient/background light obtained by
BPNNRCM. The absolute errors of SR of same reflective board
ranged from 0.0001 to 0.0024. The errors were very small, which
indicated that ambient/background light had little effect on the
accuracy of BPNNRCM model.

C. More Versatility Method for Radiometric Correction of
UAV Multispectral Image

Cao et al. [53] improved the performance of three UAV remote
sensing reflectance obtention methods (MIR, ELM, and ARTM)
based on incident, background and environmental radiance. The
average absolute error of MIR, ELM, and ARTM were 0.018,
0.017, and 0.044, respectively. The average absolute error of
the BPNNRCM in this article was 0.0141. The average absolute
error of SR acquisition by BPNNRCM was less than that by im-
proved MIR, ELM, and ARTM. However, for our experimental
data, the UAV sensor acquired the image at a shooting angle
of 90°, that is, perpendicular to the ground. The DN value of
UAV sensor is closely related to the angle between its sensor
and ground object, and the regular between DN value change
and angle change needs to be explored. At the same time, it is

of great significance to construct a novel radiometric correction
model for UAV remote sensing suitable for different observation
angles. At present, the BPNNRCM proposed in this article only
applies to the multispectral data of common bands (blue band,
green band, red band, red-edge band, and near infrared band).
We will verify the feasibility and universality of the BPNNRCM
for radiometric correction of hyperspectral and thermal infrared
data in the future. In addition, the UAV multispectral image
data in this article were all collected in relatively flat areas.
In the future, we will try to collect UAV multispectral data in
mountainous areas, considering the impact of terrain effect on
radiometric correction, so as to further increase the versatility
of the BPNNRCM proposed in this article.

V. CONCLUSION

This article proposed a BPNNRCM taking into account op-
timal parameters. The different combinations of input variables
and hidden layer nodes number constituted multiple BP neural
networks with different parameters. We comprehensively con-
sidered the MSE and R values of different BP neural networks
in the validation and test set, as well as the training time of
different BP neural networks, and finally determined the optimal
parameters of BP neural network suitable for UAV multispec-
tral image radiometric correction: the input variables were DN
value, UAV sensor height, wavelength, SAA and temperature;
the number of nodes in the hidden layer was 8, and its MSE
and R were 0.00098/0.001 and 0.9911/0.9901 in validation/test
dataset, respectively. We verified the accuracy and robustness
of radiometric correction model based on BP neural network
considering the optimal parameters. In the aspect of accuracy,
we compared SR obtained by the BPNNRCM with reflective
boards’ real reflectance, ELM and 6S RT model. The absolute
error of SR inversion obtained by the BPNNRCM was less than
0.054. The average absolute error of SR inversion obtained by
the BPNNRCM was 0.0141. Compared with ELM and SREM
(simplified 6S model), the BPNNRCM had smaller mean MSE
(0.0003), MAE (0.0141) and MRE (7.1%). In the aspect of the
robustness and generalization of the BPNNRCM, the trained
BP neural network model was used for radiometric correction
of multispectral images of different UAV, different sensors,
different heights, different locations and different SAAs. The
absolute errors of reflectance were all within 0.0451. The BPN-
NRCM for UAV multispectral image showed good performance
in accuracy and robustness. This proves that the BPNNRCM
can calculate the SR of UAV multispectral image with high
precision under different UAV flight conditions. The radiometric
correction algorithm (BPNNRCM) based on BP neural network
with the optimal parameters has a relatively strong potential.
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