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Abstract—Rich information in multitemporal satellite images
can facilitate pixel-level land cover classification. However, what
is the most suitable deep learning architecture for high-dimension
spatio-temporal representation of remote sensing time series re-
mains unclear. In this study, we theoretically analyzed the dif-
ferent mechanisms of the different deep learning structures, in-
cluding the commonly used convolutional neural network (CNN),
the high-dimension CNN [three-dimensional (3-D) CNN], the re-
current neural network, and the newest vision transformer (ViT),
with regard to learning and representing the temporal information
for spatio-temporal data. The performance of the different mod-
els was comprehensively evaluated on large-scale Sentinel-1 and
Sentinel-2 time-series images covering the whole of Slovenia. First,
the 3-D CNN, long short-term memory (LSTM), and ViT, which
all have specific structures that preserve temporal information,
can effectively extract the spatio-temporal information, with the
3-D CNN and ViT showing the best performance. Second, the
performance of the 2-D CNN, in which the temporal information is
collapsed, is lower than that of the 3-D CNN, LSTM, and ViT but
outperforms the conventional methods. Thirdly, using both optical
and synthetic aperture radar (SAR) images performs almost the
same as using only optical images, indicating that the information
that can be extracted from optical images is sufficient for land-
cover classification. However, when optical images are unavailable,
SAR images can provide satisfactorily classification results. Finally,
the modern deep learning methods can effectively overcome the
disadvantages in imaging conditions where parts of an image or
images of some periods are missing. The testing data are available
at gpcv.whu.edu.cn/data.

Index Terms—Deep learning models, land-cover classification,
sentinel images, spatio-temporal remote sensing images, vision
transformer.

I. INTRODUCTION

THE land cover of forest, water, cultivated land, structures,
buildings, etc., and their changes reflect the biophysical

and civilization processes [1], and land-cover information can
provide support for various applications, such as biodiversity
change monitoring [2], disaster prevention [3], resource man-
agement [4], and urban planning [5]. Benefiting from the modern
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Earth observation (EO) systems, it is now possible to monitor
land cover from high-revisit-rate satellite remote sensing data
at a large scale. With regard to obtaining a high-accuracy and
reliable land-cover classification map, the popular wisdom is to
fully utilize the phenological information provided by multitem-
poral satellite images, e.g., the high-revisit Landsat and Sentinel
image series, instead of using images of only one period. Over
the past decades, computer technology and machine learning
have been continuously developed, in an attempt to reduce the
heavy and time-consuming human visual interpretation. In the
field of remote sensing image processing and machine learning,
deep learning based methods have now become the mainstream
[6], [7], [8]. Among the different methods, there are several
new tools that can be used for learning the spatio-temporal rep-
resentation of images with the additional temporal dimension,
such as convolutional neural networks (CNNs) [9] with high-
dimension kernels, e.g., three-dimensional (3-D) CNN [10], re-
current neural networks (RNNs) [11], and the more recent vision
transformer (ViT) models [12]. There have been some studies
of applying one of these methods in land-cover classification
[13], [14]. Nevertheless, which structure is most suitable one
for spatio-temporal representation and land-cover classification
from multi-temporal remote sensing images, including optical
and SAR data, still remains an unsolved problem and requires
comprehensive and in-depth investigation. In this article, we
comprehensively investigate the performance of seven models
based on three classic deep learning architectures that can extract
the additional dimension (the temporal dimension) information
when classifying land cover from Sentinel-1 and Sentinel-2
multi-temporal images. In the following section, we review the
development of the related classification methods.

Before deep learning based feature extraction and represen-
tation were widely accepted, empirically handcrafted features
were the usual choice for remote sensing image processing.
For example, the normalized difference vegetation index [15],
[16], normalized difference built-up index [17], [18], and the
normalized difference water index [19], [20]. Such features are
then input into a classification model (called the classifier), such
as random forest (RF) [21], XGBoost [22], or support vector ma-
chine (SVM) [23], to achieve pixel-level classification. However,
these features obviously are not all-cause factors for all kinds
of land covers, and were originally designed for the multiband
images of one period, and they lack the ability to describe the
deep and complex spatio-temporal features of different land
covers, other than processing temporal images with a simple
linear feature concatenation [24].
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The recent deep learning methods employ multiple layers
of neurons to automatically learn feature representations with
multiple levels of abstraction in an end-to-end manner, with
an imbedded classifier. Deep learning methods have become
not only the mainstream in artificial intelligence and machine
learning, but also in many other fields, such as remote sensing
[25], [26], [27]. CNNs are the most widely used models in
close-range and remote sensing image classification and object
detection [28], [29], [30], while RNNs are mainly used to process
time series. ViT is a burgeoning structure that can be used in both
images and time series.

CNNs use layers of convolution kernels as units to extract
and store deep features. They can be used to classify each pixel
in a large-capacity remote sensing image, but this is obviously
time-consuming. A CNN variant called the fully convolutional
network (FCN) has now become the mainstream algorithm for
semantic segmentation [31]. FCN models with 2-D convolution
kernels are the most commonly used structures in remote sensing
image processing, and they can also be used to process multitem-
poral images [32]. However, the 2-D CNN was initially designed
for single images and cannot extract the temporal features well.
Specifically, the 2-D features extracted from the multi-temporal
input are summed along the temporal dimension, resulting in
the collapse of the temporal information. Nevertheless, 3-D
CNN can preserve the temporal information with the additional
dimension. For example, Ji et al. [13] presented a 3-D CNN
based method for crop type classification from multi-temporal
satellite remote sensing images, which outperformed methods
based on a 2-D CNN. Similarly, Vasit et al. [33] compared 2-D
CNN and 3-D CNN models for field-scale yield prediction,
and concluded that the 3-D CNN models can better extract
spatio-temporal features.

RNN is another deep learning architecture that can extract
multitemporal features. Variant models called the convolutional
recurrent neural network (ConvRNN) models, which include
the convolutional gated recurrent neural network (ConvGRU)
[34] and convolutional long short-term memory neural network
(ConvLSTM) [35], have been recently proposed to extract both
the spatial and temporal features. For example, Rußwurm and
Körner [14] utilized ConvRNN for land-cover classification
from multitemporal Sentinel-2 images, and Teimouri et al. [36]
combined an FCN and a ConvRNN network to classify crop
types from Sentinel-1 satellite image time series.

Since their debut in 2017, transformer-based models have
achieved state-of-the-art performances in the field of natural
language processing (NLP) [37], [38], [39], [40]. More re-
cently, with the emergence of ViT [12], ViT and its variants
have demonstrated outstanding capabilities in the ImageNet
classification challenge, due to their capability of long-range
dependency modeling [41], [42]. ViT, with its ability to process
time series, has also recently been used for videos [43], [44].
As a very new technology, there have been a few studies of
ViT in the field of remote sensing. For example, Xu et al. [45]
proposed a novel lightweight transformer model to improve the
edge segmentation performance in remote sensing images, and
Deng et al. [46] proposed a high-performance joint network that
combines a CNN and ViT for high-resolution remote sensing
image scene classification. There have been few studies that
have used ViT to process temporal remote sensing images.

For example, Gao et al. [47] designed a spatio-spectral vision
transformer (SSViT) to extract sequential relationships from
fused hyperspectral and multispectral images, and Chen et al.
[48] presented a transformer-based structure for multi-temporal
remote sensing interpretation. However, there are currently no
studies that have comprehensively evaluated the performance
of different ViT structures, as well as high-dimensional CNNs
and RNNs, all of which have the ability to process time series
in land-cover classification from multi-temporal remote sensing
images.

In this article, we present an in-depth evaluation of the
performance of the recent deep learning based methods, in-
cluding high-dimensional CNN, RNN, and ViT, as well as
the conventional methods, for land-cover classification from
multitemporal remote sensing images, to discover which is the
optimal structure. We also present an early attempt at exploring
the feasibility of using various transformer-based models for
multitemporal land-cover classification. We selected represen-
tative high-resolution Sentinel-2 optical and Sentinel-1 SAR
time-series images as the data sources. The contributions of the
article are summarized as follows.

1) A comprehensive comparison of the different methods for
land-cover classification with Sentinel time series is pre-
sented. Two conventional machine learning methods, i.e.,
RF and XGBoost, three CNN-based models, i.e., U-Net (2-
D U-Net) [49], DeepLabv3 [50] and three-dimensional U-
Net (3-D U-Net) [51], an RNN variant called ConvLSTM,
and three transformer-based models, i.e., TransUNet [41],
TransBTS [40], and U-NEt TRansformers (UNETR) [52],
are applied in a country-scale test area.

2) The specific spectral-temporal-spatial data structure for
high-dimension CNN, RNN, and ViT is respectively de-
signed, the different mechanisms of the different deep
learning structures are theoretically analyzed.

3) The performance when using different data sources, i.e.,
SAR, optical, and their combination, is explored.

4) The practical reliability of different models when images
of some periods are missing, which can be caused by
satellite orbits and weather conditions, is also explored.

II. DATA

After searching for high-quality labeled land-cover samples
with Sentinel optical and SAR time-series images in a large
and representative region, we finally selected the Republic of
Slovenia (Slovenia) as the test area. Slovenia locates in central
Europe, and lies between 45°30’18” N to 46°50’13” N and
13°31’35” E and 16°27’3” E, covering an area of 20 271
square kilometers. The country is situated at the intersection
of four major European geographic regions (the Alps, the Di-
narides, the Pannonian Plain, and the Mediterranean) and has
very versatile terrain and climate [53]. Thanks to the diverse
topography and climate, Slovenia features various land-cover
types, including cultivated land, forest, grassland, water, wet-
land, and so on, with an adequately large area, making it suit-
able for the general land-cover classification purpose, as shown
in Fig. 1.

The Slovenia dataset we used was made up of the available
Sentinel-1 (S1) SAR images and Sentinel-2 (S2) optical images
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Fig. 1. Land-cover map of the study area. The test area is below the dotted line and the training area is above the line.

from January to December 2019. The S2 images were obtained
from the Slovenia 2019 Land Cover Classification Dataset [54],
which are level L1C images, with a total of six surface reflectance
bands (2, 3, 4, 8, 11, and 12), which have been resampled at 10 m.
We manually filtered out the images with cloud contamination,
resulting in 12 clean (one per month) S2 images. Then, according
to the date of the selected S2 images, 12 corresponding S1
images were further chosen.

All the S1 images were in Interferometric Wide Ground Range
Detected mode with dual polarization (VV+VH) at a 10-m
resolution, which we downloaded from the Sentinel Hub [55].
These images were preprocessed with calibrating to the beta
coefficient, removing thermal noise, and orthorectification by
the Copernicus digital elevation model. All the acquired S1 im-
ages were converted to the logarithmic dB scale and normalized
to values between 0 and 255. We also applied nonlocal means
filtering [56] to the S1 images to remove speckle noise, and then
the Z-score normalization method to normalize the S1 and S2
data.

The corresponding ground truth for the land cover was also
obtained from the Slovenia 2019 Land Cover Classification
Dataset, at a 10-m spatial resolution. The labels included 936
patches, each with the size of 500×500 pixels, consisting of eight
land-cover classes, which are cultivated land, forest, grassland,
shrubland, water, wetland, artificial surface, and bare land.

The dataset, i.e., the images and the geo-aligned labels, was
split into three parts according to the spatial distribution. In total,
297 patches from the south of the country were used for the
testing, 130 patches are randomly selected from the north of
the country as the validation set, and the remaining 509 patches
from the north of the country were used for the training. For
the conventional machine learning methods, which can only
process images pixel by pixel, we randomly selected 2 299 549
pixels in the training dataset for all the types of land cover as
their training data. Except for the wetland class, which had only
59 549 samples, each of the other classes had 320 000 sample

points. The 297 patches mentioned above were used as the test
data.

III. METHODS

A. Processing Spectral-Temporal-Spatial Data for Modern
Deep Learning Models

In this work, our input was Sentinel-1 and Sentinel-2 multi-
temporal remote sensing imagery, which is in a 4-D dimension
spectral(1-D)-temporal(1-D)-spatial(2-D) format, with a range
of C×T×H×W, where C is the number of spectra, T is the length
of the time series, and H and W are the height and width of the
images, respectively. The goal was to predict the corresponding
land-cover classification map with a size of H×W.

1) Spectral-Temporal-Spatial Data for CNNs: A modern
deep CNN architecture includes building blocks such as con-
volutional layers, pooling layers, and fully connected layers.
The multilayer representation ability of the input is the most
powerful part of the CNN, with each layer usually consisting of
a linear operation and a nonlinear activation function, denoted
as follows:

yl = σ(ωlxl−1 + bl) (1)

where σ is the activation function; ω and b are the convolution
kernel and bias of the current lth layer, respectively; and x is the
input from the previous layer l−1. In 2-D CNNs, the convolution
operations in a layer are usually computed along the spatial
dimension, and multiple images (temporal images or spectral
images) or feature maps are treated as the different channels of
the next layer input, to output one feature map. Formally, the
output at position (c, d) in the jth feature map of the ith layer,
denoted as ycdij , is given by the following:

ycdij = σ

(∑
n

M∑
p=1

M∑
q=1

ωpq
ijnx

(c+p)(d+q)
(i−1)n + bij

)
(2)
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Fig. 2. Comparison of 2-D and 3-D convolution, from Ji et al. [13]. (a) 2-D convolution, where � 2 indicates the 2-D convolution operator and � indicates
the sum operator, with the temporal information collapsed. (b) 3-D convolution, where �3 indicates the 3-D convolution operator with length 3 in the temporal
direction.

where bij is the bias for this feature map, and ωpq
ijn is the nth

shared M×M weighted kernel. To simplify this, we omit the no-
tation in (1). Hence, for the 4-D spectral-temporal-spatial input
(C×T×H×W), the temporal and spectral dimensions should be
combined into CT×H×W before being fed into the network (the
CT dimension is analogous to the red, green, and blue channels
of a color image). It can be seen that the temporal information
has been collapsed after the first convolutional layer, due to the
addition operation.

3-D CNNs with 3-D convolution kernels can preserve the
temporal information of the input, as shown in Fig. 2. The 3-D
kernel can move along the spatial or temporal dimension and
output cube-form data. Formally, the value at position (c, d, e)
in the j-th feature map in the ith layer is given by the following:

ycdeij = σ

(∑
n

K∑
k=1

M∑
p=1

M∑
q=1

ωkpq
ijn x

(c+p)(d+q)(e+k)
(i−1)n + bij

)
(3)

where K is the size of the temporal dimension, and ωkpq
ijn is a 3-D

tensor kernel. Clearly, the outputs of each layer are still in 4-D
format. In this case, we can keep the 4-D spectral-temporal-
spatial (C×T×H×W) form of the input, and output a feature
map with an additional temporal dimension, compared to 2-D
convolution.

2) Spectral-Temporal-Spatial Data for ConvLSTM: In an
RNN, the current output is determined by the previous state
and the current input. Formally, the hidden layer output Ht at
time t is given by the following:

Ht = σ(Ht−1, Xt; Θ) (4)

where σ is the nonlinear activation, Θ is the set of parameters,
Ht-1 is the previous output, and Xt is the current input. Therefore,
the RNN can process the temporal development procedures by
iteratively updating Ht [14]. However, while this simple version
works fairly well for small sequence lengths, it cannot avoid
the gradient vanishing problem during backpropagation in the
training stage when dealing with long-term dependencies [51].

This issue has been addressed by ConvLSTM [29] by intro-
ducing a memory cell Ct at time step t. Each ConvLSTM unit has
three gates: the input gate i, which decides whether the new input
will be accumulated to the memory cell; the forget gate f, which
determines whether the previous information will be forgotten;
and the output gate o, which controls whether the latest memory
cell will be transmitted to the output. The memory cell and gates
can control the information flow and trap the gradient in the
cell, to avoid gradient vanishing. ConvLSTM also introduces
a convolution operation to encode the spatial information in
input-to-state and state-to-state transitions, and can thus deal
with long time series of spatio-temporal data.

A ConvLSTM operation at time t can be expressed as shown
in the following equations:

it = sigmoid(WXi ∗Xt +WHi ∗Ht−1 + bi) (5)

ft = sigmoid(WXf ∗Xt +WHf ∗Ht−1 + bf ) (6)

Ct = ft ◦ Ct−1 + it ◦ tanh(WXC ∗Xt+WHC ∗Ht−1 + bC)
(7)

ot = sigmoid(WXo ∗Xt +WHo ∗Ht−1 + bo) (8)

Ht = ot ◦ tanh(Ct) (9)

where Xt is the input of the current cell, which in this work is
images of the t-th month with the size of C×H×W. Ht-1 and Ct-1

are the output and state of the previous cell in ConvLSTM, re-
spectively. The initial output and state, H0 and C0, are initialized
with zeros. The symbol “∗” is the convolution operation, and “◦”
denotes the Hadamard product. Sigmoid and tanh denote sig-
moid and hyperbolic tangent activation functions, respectively.
Since the input is an image of one period, W denotes the 2-D
convolution filter. For the 4-D spectral-temporal-spatial input
(C×T×H×W), the ConvLSTM unit accepts the tth month’s
image (C×H×W) together with the output and state of the
previous unit as the input each time, and iterates T times in
total, as shown in Fig. 3.

3) Spectral-Temporal-Spatial Data for ViT: The original
transformer for NLP accepts the input in 1-D sequence format,
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Fig. 3. Schematic diagram of ConvLSTM. Images are sent to the ConvLSTM unit according to the time sequence.

Fig. 4. Schematic diagram of the two different token approaches. (a) Uniform frame sampling. (b) Tubelet embedding.

and ViT [12] reshapes the 2-D images x�R (C×H×W) into a
sequence of 2-D patches {xi

p ∈ RP 2×C |i = 1, . . . , N}, where
C is the channel size, P×P is the size of each image patch, and
N = HW/P2 is the number of patches. The patches, which are
often called tokens, are flattened into a latent D-dimensional
embedding space by a trainable linear projection, and are then
added with a positional embedding that retains the position
information, as denoted in the following:

z0 = [Ex1
p;Ex2

p; · · · ;ExN
p ] + Epos (10)

z′l = MSA(LN(zl−1)) + zl−1(l = 1, . . . , L) (11)

zl = MLP(LN(z′l)) + z′l(l = 1, . . . , L) (12)

where E is the patch projection operation, and Epos is the posi-
tional embedding. The transformer encoder consists of L layers
of multiheaded self-attention (MSA) and multilayer perceptron
(MLP) blocks, as shown in (11) and (12), where LN is the layer
normalization operator, and zl is the output of the lth transformer
layer.

The input is 4-D spectral-temporal-spatial data here. Fol-
lowing the idea of ViT, we can decompose the input into N
nonoverlapping patches as the first step, and then perform linear
projection and rasterize the patches into 1-D tokens. There
are two different token sampling approaches for 4-D data, as
shown in Fig. 4. One is called uniform frame sampling [43],
which involves uniformly reshaping each month’s image into
nonoverlapping 2-D tokens, each of the size of k×k. In this
case, the projection operation is a 2-D convolution with kernel

size k×k, and we obtain N = T × H
k × W

k tokens in total. The
other method is called tubelet embedding [43], which involves
directly embedding the input into spatio-temporal “tubes” us-
ing 3-D convolution. In this case, the projection operation is
a 3-D convolution with kernel size kT×k×k, and we obtain
N = T

kT
× H

k × W
k tokens that are extracted from the temporal,

height, and width dimensions, respectively.
The tokens then pass through the transformer encoder. In addi-

tion to directly forwarding all the tokens extracted from the 4-D
input through the transformer encoder by default (i.e., space–
time attention), there are two other alternative self-attention
structures for uniform frame sampling (where uniform frame
sampling is analogous to monthly sampling). One is called space
attention, where the spatial attention is only calculated within
each frame. The other is called divided space–time attention
[42], where temporal attention and spatial attention are sepa-
rately applied one after the other. Fig. 5 presents a visualization
of the three attention models for uniform frame sampling.

B. Implementation of the Deep Learning Based Methods

Seven neural network architectures, with four different strate-
gies in processing spatio-temporal features, were evaluated in
land-cover classification using Sentinel-1 and Sentinel-2 time
series in this study.

1) U-Net (2-D U-Net) [49]. 2-D U-Net processes multi-
temporal images as different input channels and trans-
forms them into 2-D feature representations, exploiting
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Fig. 5. Visualization of three self-attention structures. The current patches
are in blue, and their self-attention neighborhoods are in light yellow. The space
attention does not affect the adjacent time series, the space–time attention process
all the adjacent patches simultaneously, while the divided space–time attention
first processes the attention between the current patch (blue) and the patches
(purple) at the same spatial location, and then the rest of the patches in the
current image.

the spatial correlations of neighboring pixels of the time
series [58]. Here, we used the Visual Geometry Group16
(VGG16) structure [59] as the encoder. There were four
scales of convolutional layers, with each convolution op-
eration followed by instance normalization and a rectified
linear unit (ReLU) activation function. The convolution
kernel size was 3×3, and the number of output channels
of each scale was 32, 64, 128, and 256, respectively.

2) DeepLabv3 [50]. DeepLabv3 is a commonly used 2-D
CNN model, it processes multitemporal images in the
same way as 2-D U-Net. Here, we used ResNet34 [60]
as the backbone.

3) Three-dimensional U-Net (3-D U-Net) [51]. 3-D U-Net
processes the temporal and spatial dimensions jointly
using 3-D convolution and 3-D pooling operations, thus
exploiting the spatio-temporal correlations in the data.
Here, the encoder of 3-D U-Net also followed the VGG16
structure, but with 3×3×3 convolution kernels, with each
convolution operation followed by instance normalization
and a ReLU activation function. There were four scales of
convolutional layers, and the number of output channels
of each scale was 32, 64, 128, and 256, respectively.

4) ConvLSTM [35]. ConvLSTM works on sequences of
multitemporal data and simultaneously exploits the spatio-
temporal correlations with both recurrent and con-
volution operations. Here, for each monthly image,
it was passed through two 2-D convolutional layers
and a ConvLSTM cell with 32, 32, and 128 filters,
respectively.

5) TransUNet [41]. TransUNet combines a 3-D U-Net model
and a transformer to access both the spatio-temporal de-
tails and the global context. Here, for the CNN encoder
branch, four 3-D convolutional layers consisting of 32,
64, 128, and 256 filters and three 3-D max pooling layers
were used. For the transformer encoder branch, ViT-B16
[12] with tubelet embedding and space–time attention was
used, with 12 transformer layers used with an embedding

size of 768 and an embedding 3-D convolution kernel
size of 3×32×32. The 3-D convolution kernel size was
determined by the GPU limitation.

6) TransBTS [40]. The TransBTS network encoder utilizes
a 3-D CNN to capture local spatio-temporal features and
then feeds the reshaped feature map into the transformer
for global feature modeling [40]. Here, the CNN encoder
branch used four 3-D convolutional layers consisting of
32, 64, 128, and 256 filters, respectively. The bottom
transformer adopted tubelet embedding and space–time
attention. The number of transformer layers was 12, with
the embedding size and embedding 3-D convolution ker-
nel size being 768 and 3×4×4.

7) U-NEt TRansformers (UNETR) [52]. In UNETR, the
transformer is used as the encoder and its multiple-
resolution outputs are merged with a CNN-based decoder
via skip connections [52]. Here, tubelet embedding and
space–time attention were used. For the transformer-based
encoder, 12 transformer layers were used with an em-
bedding size of 768 and a 3-D convolution kernel size
of 4×16×16.

C. Implementation of the Conventional Machine Learning
Models

In the experiments, we selected RF and XGBoost as con-
trastive models for the deep learning approaches.

1) RF [21]. RF needs predefined features. Here, we used the
original spectral bands during different periods of the year
as the input. We experimentally set the hyperparameters
by trial and error. The number of decision trees was
400, the maximum depth of trees was 30, and the other
hyperparameters followed the default values.

2) XGBoost [22]. XGBoost also requires predefined features,
so the input is the same as RF. Here, for the hyperparam-
eters, we set the iterative step size to 0.1, the number of
trees to 1000, the depth of trees to 17, the minimum weight
of leaf node to 1, and the random sampling rate of the
training samples to 0.9. The other settings followed the
default values.

D. Implementation Details

Most of the experiments were implemented on a single
GeForce RTX 3090 GPU with 24 GB RAM, while the experi-
ments with UNETR, which requires a larger GPU capacity, were
implemented on a single RTX A6000 GPU with 48 GB RAM.

All the deep learning models were implemented in PyTorch,
while RF and XGBoost were implemented using the Python
scikit-learn library and XGBoost library, respectively. For all
the deep learning models, except for ConvLSTM (for which
the input remained the original 500×500 pixels), we padded
the edges of the input images to 512×512 with zeros. All the
deep learning models are optimized using the adaptive moment
estimation (Adam) optimizer with a learning rate of 10e-4, with
the learning rate attenuated according to a polynomial learning
rate policy with the power of 0.9. The optimized loss was a
cross-entropy function. During the training phase, the batch size
was set to 1. Training of each model is stopped according to the
early stopping criterion on the validation dataset.
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TABLE I
RESULTS FOR THE DIFFERENT SAMPLING METHODS AND SELF-ATTENTION SCHEMES IN TRANSUNET

TABLE II
INFLUENCE OF DIFFERENT LENGTHS OF TEMPORAL DIMENSION OF KERNELS

FOR TRANSUNET AND TRANSBTS

E. Performance Evaluation

We evaluate the performance of the different models through
the overall accuracy (OA), class-wise F1-score (F1), mean of
F1-score (mF1), and weighted F1-score. The F1-score is the
harmonic mean of the precision (P) and recall (R). The mF1 is
the algebraic average of all the F1-scores of the different classes,
which is thus affected by the performance for the rare classes,
which may not be well trained by a few samples. The weighted
F1-score is the weighted sum of the F1-score, where the weight
is determined by the proportion of pixels of this class.

IV. RESULT AND ANALYSIS

In the following, we discuss the effects of token sampling,
the self-attention strategies, and the temporal kernel size for the
ViT-based methods in Section IV-A. We then present the results
of the different models for the inputs of optical, SAR, and the
combination of optical and SAR images, respectively, in Section
IV-B. A further analysis of each land-cover map obtained under
the nine models is presented in Section IV-C. The impact of local
image problems (e.g., partial cloud coverage) on the different
methods is analyzed in Section IV-D. We then further compare
the robustness of the different models when some months of
images are lacking due to weather conditions in Section IV-E.

A. Token Sampling, Self-Attention, and Kernel Size in the
ViT-Based Methods

When introducing how the transformer-based models deal
with spectral-temporal-spatial data, we noted that there are

usually two token sampling approaches (uniform frame sam-
pling and tubelet embedding) and three self-attention schemes
(space-time attention, space attention, and divided space–time
attention). We applied the different token sampling approaches
and self-attention schemes in TransUNet. The results are shown
in Table I. The embedding 2-D convolution kernel size for
the uniform frame sampling was 32×32, and the embedding
3-D convolution kernel size for the tubelet embedding was
3×32×32. According to Table I, apart from the relatively
lower results for the spatial attention setting, the results for the
other three variants are very close. Therefore, to simplify the
transformer-based models, we selected tubelet embedding and
space–time attention by default.

The influence of different lengths of temporal dimension for
the kernels using tubelet embedding is shown in Table II. The
results are almost the same for TransUNet and TransBTS, except
for the mF1 for a dimension of 3 in TransBTS being slightly
better. In the following experiments, we set the temporal
dimension in the 3-D convolution of tubelet embedding as 3 for
efficiency.

B. Comparative Evaluation

Table III lists the results for the nine methods with inputs of
SAR images (S1), optical images (S2), and SAR+optical images
(S1+S2), respectively.

First, we compare the impact of different inputs. When using
the combination of S1 and S2 or only using S2 as input, all of the
methods perform almost the same. Generally speaking, stacking
S1 and S2 images provides more information. However, combin-
ing S1 and S2 images does not improve the result significantly.
This can be explained by the fact that the multitemporal S2 im-
ages provide enough information for land-cover classification,
and the additional information from the S1 images is redundant.
Meanwhile, when using only S1 images, the OAs are lower than
using S2, by 5%–22%. However, the S1 images can also provide
important information, and there is only a 5% OA (or weighted
F1-score) gap between utilizing S1 and S2 images in most of the
modern deep learning based methods. This observation is very
important because optical imaging suffers from bad weather,
and SAR images are very convenient to access.

Second, the between-method comparison shows that the mod-
ern deep learning models obtain a much better performance than
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TABLE III
RESULTS OF THE NINE MODELS OBTAINED USING THE S1, S2, AND S1+S2 DATASETS

RF and XGBoost. The methods that consider temporal infor-
mation, i.e., ConvLSTM, 3-D U-Net, and the three transformer-
based methods, perform the best. The 2-D U-Net lies between the
conventional methods and the deep learning based time-series
methods. Although 2-D U-Net cannot directly process the tem-
poral information, it is apparent that using the time series as input
is better than using only the image captured in July. This can be
explained by the fact that although the summation operation
along the temporal dimension flattens the temporal information,
the network does learn how to optimally weight the features from
different times. DeepLabv3 obtains worse results compared to
2-D U-Net, indicating the several new tricks in the former does
not work in this case. The time-series methods perform almost
the same. 3-D U-Net achieves the best OA, weighted F1-score,
and mF1 for the S1+S2 and S1 images. Meanwhile, TransUNet
yields the best OA, weighted F1, and mF1 for the S2 images. It
can be concluded that 3-D convolution, LSTM, and transformers
are all effective in extracting spatio-temporal information, and
the newest transformer models have no significant advantage.
Specifically, TransUNet is a combination of a 3-D U-Net model
and a transformer, where the latter is designed to model the
global context, as analyzed before. However, this revision does
not surpass the vanilla 3-D U-Net in this case.

The other detail that should be noted is that the modern deep
learning based methods show a much better performance than
the conventional methods in processing SAR images for land-
cover classification. When using RF or XGBoost, the OA gap
between using the S1 and S2 images as input is more than 15%.
However, all of the deep learning based methods (except 2-D
U-Net performed on the July image) shrink this gap by 4%–5%.

TABLE IV
PARAMETER NUMBERS AND TRAINING TIME OF NINE MODELS IN THE S1+S2

DATASET. “M”: MILLION, “H”: HOUR, “S”: SECOND

In Table IV, we list the parameters and training times of nine
models in the S1+S2 dataset to analyze the efficiency. The Con-
vLSTM has the fewest parameter, as it processes multitemporal
data sequentially in time order, but has the longest training time.
The transformer-based models have more parameters than the
CNN-based models. Nevertheless, TransUNet and TransBTS
that combines both CNN and transformer convergent more
quickly than 3-D CNN. In contrast, UNETR has the heaviest
parameter, requires the most training time, and costs the most
testing time among deep learning based methods. However, all
of the testing time of different methods are on the same level.

We selected two representative sites from the S1+S2
dataset—one from a mountainous area and the other from an
urban area—to show the classification details in Fig. 6. As for
the reference image, we use the red (band 4), green (band 3),
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Fig. 6. Qualitative investigation of the land-cover map details produced by the nine models for a mountainous area (top) and an urban area (bottom) in the S1+S2
dataset.

and blue (band 2) of the Sentinel-2 image of July. We can see
that the prediction results of all the models are not significantly
different, except for the conventional machine learning methods,
which have some salt-and-pepper errors. Almost every model
can correctly identify the land-cover outlines, and the error
mainly occurs when classifying the small land-cover areas or
land-cover boundaries. An obvious error is the shrubland in the
first image is mistaken as grassland by all the methods.

C. Per-Class Analysis

We provide the class-wise F1-scores of each land-cover type
under the nine models in Table V and the confusion matrix for
the S1+S2 dataset in Fig. 7. The highest values of F1-scores
for the different land-cover types are almost always achieved by
the 3-D U-Net or transformer-based models, which is consistent
with Table III. By comparing the performance of 2-D U-Net
with all the periods of images (M3) and only July (M3J), it can
be observed that the temporal features improve the performance
of 2-D U-Net on most of the land-cover types. Specifically, the
land-cover types with apparent phenological phenomena, such
as cultivated land, grassland, shrubland, etc., show a signifi-
cant improvement in F1-score. However, for the wetland and
bare land land-cover types, the time-series information does
not improve the classification results. One reason for this is

that there are only few samples of wetland and bare land in
this area, which results in insufficient training of the model.
The other reason could be that the wetland has complex land-
cover components, and is easily confused with other land-cover
types.

It can also be observed that, although the conventional meth-
ods perform worse than the deep learning based methods in
general, the former methods perform better on the wetland and
bare land. This can also be explained by the weakness of the
small number of samples. In the conventional methods, the
sample numbers of the two types are comparable with those
of the other types, but in the deep learning based methods, the
patch samples are extremely imbalanced.

According to Fig. 7, the misclassification rate for the four
land-cover types of forest, water, impervious surface, and grass-
land are low. Shrubland tends to be confused with forest and
grassland. This can be explained by the fact that the three types
look similar in these high-resolution remote sensing images.
Other notable confusion is between water/forest and shrub-
land/artificial surface. Such unexpected errors can be caused by
the narrow river routes in Slovenia, many of which are shaded
by densely distributed buildings and vegetation on either side of
the water channels. Other confusion is between bare land and
vegetation. After comparing the images of the different periods,
we found that some of the bare land is covered by vegetation
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TABLE V
CLASS-WISE F1-SCORE (F1) FOR THE LAND-COVER CLASSIFICATION WITH RF (M1), XGBOOST (M2), 2-D U-NET (M3), 2-D U-NET WITH IMAGES ONLY IN

JULY (M3J), DEEPLABV3 (M4), CONVLSTM (M5), 3-D U-NET (M6), TRANSUNET (M7), TRANSBTS (M8), AND UNETR (M9) UNDER DIFFERENT INPUTS

Fig. 7. Confusion matrices of (a) RF, (b) XGBoost, (c) 2-D U-Net, (d) DeepLabv3, (e) ConvLSTM, (f) 3-D U-Net, (g) TransUNet, (h) TransBTS, and (i) UNETR
for the S1+S2 dataset. 1 represents the cultivated land, 2 represents the forest, 3 represents the grassland, 4 represents the shrubland, 5 represents water, 6 represents
the wetland, 7 represents the artificial surface, and 8 represents the bare land.
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Fig. 8. Classifying images with invalid pixels (top) or cloud-covered pixels (bottom).

in spring or summer. In addition, inaccurate labeling can also
influence the confusion degree of the classification.

D. Robustness Analysis to Local Image Problems

Some images are covered by a small proportion of clouds
or invalid pixels in the image boundaries, as can be seen in
the two reference images in Fig. 8. Fig. 8 shows the land-cover
maps predicted by 2-D U-Net and 3-D U-Net with multitemporal
optical and SAR (S1+S2) images. By using the multitemporal
information for other periods, both 2-D U-Net and 3-D U-Net
can successfully predict the land-cover of the area, including
those covered by invalid pixels. It can therefore be concluded
that local image problems have little effect on deep learning
based land-cover classification from time-series images.

E. Robustness Analysis to a Lack of Images for Some Periods

Optical images can suffer not only from a part of invalid pixels,
but it is highly possible that, in one or several months, optical
images cannot be obtained, due to the weather conditions. We
simulated the case of optical images of certain months being
missing in the test set and kept the pretrained model with all of the
training data unchanged. This is in line with an actual real-world
situation, in that we can prepare a high-quality training dataset,
but the actual images needing to be classified have real-world
restrictions. To keep the classification model unchanged, we
filled the missing images with blank images (i.e., with the image
pixels all set to 0) to preserve the same temporal dimension.
Table VI lists the results. It can be noted that all the pretrained
deep learning models can make sound predictions when some
temporal images are unavailable. The OA generally shows a
downward trend as the number of unavailable optical images
increases, but only very slowly. This indicates that it is possible
to pre-train a classification model with high-quality samples,
and then apply the model directly on new multitemporal images
under imperfect conditions. The exception is the two conven-
tional methods, where the performances can even be improved
in a few cases when some images are removed. This can be
explained by the fact that the input (i.e., the direct concatenation

TABLE VI
OA OF THE LAND-COVER CLASSIFICATION RESULTS OF THE NINE MODELS

WITH CERTAIN MONTH INPUTS EXCLUDED (DENOTED AS “−”)

of pixel values in different times) is not optimal. For example,
more sophisticated features should be applied, or there is noise
that should be filtered out.

V. DISCUSSION

This article evaluates three different deep learning architec-
tures with their respective mechanisms for processing high-
dimension spatio-temporal remote sensing data. We revealed
that CNN, RNN, and ViT can effectively fulfill the task of
spatio-temporal representation learning and obtain good land-
cover classification results from Sentinel time series. It is not
very surprising that the most recent ViT structure has not shown
significant advantage. In fact, several reports on 2-D spatial
land-cover classification obtained similar results. For example,
Gu et al. [61] reported that ViT-based segmentation models are
slightly worse than the top CNN-based models and comparable
to most of them, on optical remote sensing images. Wu et al. [62]
reported ViT and CNN had a similar performance on land cover
classification. Wang et al. [63] indicated the best ViT model
only outperformed CNN models by 0.3% in OA score. Jamali
and Mahdianpari [64] used Sentinel-1, Sentinel-2, and LiDAR
for Wetland classification. They compared Swin Transformer,
3-D CNN and VGG-16, where 3-D CNN showed significantly
better results. However, in their work the multitemporal images
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are directly averaged before being sent into the deep learning
model, i.e., the temporal information is discarded.

These studies partially support the conclusion of our work,
where different deep learning architectures are evaluated
on high-dimensional spatio-temporal remote sensing images
instead of 2-D spatial images. Our findings provide new
insights in spatio-temporal representation learning, specifically,
high-dimension convolution, recurrent unit, and transformer
are proved almost equivalently effective and much better than
conventional methods and those deep learning methods for 2-D
images.

One of the limitations of this work is data selection and data
distribution. Although high-accurate data samples covering the
whole Slovenia are used, more data around the world would
be better for diversity. There are several studies claimed to have
provided large-scale land cover samples with about 10 m ground
resolution; however, we empirically found the pixel-level classi-
fication accuracy of these datasets is questionable. When more
open-source and high-accurate datasets are available, we will
further testify the performance of modern methods on spatio-
temporal representation of remote sensing image time series.

VI. CONCLUSION

In this study, we explored the potential of recent deep
learning based methods as well as conventional methods for
land-cover classification from multitemporal Sentinel-1 and
Sentinel-2 images. A total of nine architectures were considered:
RF, XGBoost, 2-D U-Net, DeepLabv3, 3-D U-Net, ConvLSTM,
TransUNet, TransBTS, and UNETR. Several conclusions can
be drawn. First, the modern deep learning models outperform
the conventional methods. Second, 3-D convolution, LSTM,
and transformer-based models are all effective in extracting
spatio-temporal information, although they handle the spectral-
temporal-spatial data in different ways. The experimental results
suggested that the latest transformer-based models do not sur-
pass the vanilla 3-D CNN model by much but with more GPU
capacity requirement. Third, using SAR images as input cannot
reach the high performance of using optical images, but when
optical images are unavailable, SAR images can also provide
satisfactory classification results, i.e., only 4%–5% OA gap be-
tween using SAR and optical, when used with the modern deep
learning based models. Fourth, introducing temporal features
can improve the land-cover classification results, in general,
especially for those land-cover types with apparent phenological
phenomena. Finally, the robustness of the models was validated
in the case of invalid pixels in one image and images of certain
periods being missing. We found that a model well pretrained
with the complete multitemporal images can be directly applied
to such images. Given these conclusions, we believe that this
work will be particularly instructive for studies of large-scale
land-cover classification via multitemporal optical and/or SAR
remote sensing images.
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