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FRS-Net: An Efficient Ship Detection Network for
Thin-Cloud and Fog-Covered High-Resolution

Optical Satellite Imagery
Zhiqi Zhang , Huigang Zheng, Jinshan Cao , Xiaoxiao Feng, and Guangqi Xie

Abstract—According to statistics, more than 50% of optical
satellite images are covered by clouds or fog. Moreover, the cloud
cover rate is much higher in large bodies of water and nearby areas
than inland areas due to the high amount of water evaporation
and condensation. Therefore, ship detection from optical remote
sensing images based on water surface analysis is more susceptible
to cloud and fog interference, which affects the detection accuracy.
In the time-sensitive application field of remote sensing images,
due to the massive parameters in the large-scale network model,
the detection speed is slow, and a lightweight detection model is
commonly used. However, it is difficult for the lightweight detec-
tion model to achieve both high efficiency and accuracy for ship
detection in a cloud-covered environment. To solve these problems,
this manuscript proposes a lightweight algorithm called the fog
remote sensing ship detection network (FRS-Net) suitable for ship
detection from remote sensing images in thin-cloud and fog-covered
environments. FRS-Net is developed based on the deep learning
algorithm and can effectively improve ship detection accuracy
under thin-cloud and fog-covered environment. First, for the al-
location strategy of anchor boxes, by using the K-means clustering
algorithm, FRS-Net simplifies the number of anchor boxes by
utilizing the shape characteristics of the ship, which improves the
time efficiency and the detection accuracy. Second, the FRS-Net
network can meet the detection accuracy requirement and has a
fast inference speed. The FRS-Net network is mainly composed
of a backbone extraction network, a feature fusion network, and
a prediction network. Experimental results on the ship detection
in optical remote sensing image dataset demonstrate the detection
accuracy and computational efficiency of FRS-Net. The recognition
mean average precision achieved 43.20% for ship detection under
thin-cloud and fog-covered environment, with an efficiency of up
to 424 frames per second. FRS-Net has the potential to be applied
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in future scenarios such as embedded processing and onboard
processing, where computing capabilities are strictly limited and
the timeliness requirement is high.

Index Terms—Cloud cover, deep learning, high-resolution
optical satellite imagery, object detection.

I. INTRODUCTION

SHIP detection technology based on optical remote sensing
images is widely used in river monitoring [1], [2], [3], [4],

port management [5], [6], [7], [8], and illegal border crossing
detection [9], [10]. Since ships are typical moving targets, such
tasks have high requirements on timeliness, and the traditional
satellite remote sensing application mode that focuses on the
postprocessing of high-quality images is difficult to meet the
needs. Fortunately, in order to quickly obtain important in-
formation and improve satellite remote sensing service capa-
bilities, researchers have carried out exploration and research
on onboard processing methods for remote sensing satellites
and have achieved certain results [11], [12], [13], [14], [15],
[16], [17], [18]. However, due to the limitations of the space
environment, such as volume, weight, power consumption, and
radiation resistance, the performance of the onboard processing
hardware is much lower than that of a common computer, but its
timeliness requirements are higher. Future onboard applications
must consider the timeliness of algorithms as a key factor. On
the other hand, unlike the high-quality optical satellite images
that are generally distributed after being selected during ground
processing, the average cloud coverage in the first-hand images
obtained by the satellite exceeds 50% [19], [20], and a large
number of potential targets are blocked by different degrees
of clouds or fog. This situation interferes with the accuracy of
target detection algorithms in practical applications. Especially
due to the evaporation of water vapor and condensation, water
areas are more prone to cloud cover than inland areas. This
phenomenon increases the difficulty of target detection based
on optical remote sensing images [21], [22], [23]. For the ship
detection algorithm based on optical satellite images, when the
target is covered by thick clouds, it cannot be detected at all, but
under the conditions of thin clouds and fog, the main features
of the target still exist and can still be detected by algorithms.
For this situation, the typical solution usually contains two steps.
First, the interference, such as thin clouds and fog, is removed,
and then the detection is carried out on the basis of removal.
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Generally, acceptable results can be obtained [24], [25], [26].
However, due to the complexity of the process, this solution is
time-consuming and has insufficient overall timeliness, making
it difficult to apply to real-time applications; on the other hand,
it is easy to cause damage to small targets and reduce detection
accuracy. For future onboard applications with high timeliness,
more efficient and accurate methods need to be explored.

In previous studies, several complex traditional algorithms
were used for ship detection, such as Shuai et al.’s, which
obtained ship target candidate regions based on visual saliency
detection and Fourier transform first and then proceeded with
ship target detection [27]. Qi et al. proposed an unsupervised
ship detection method to detect ships through candidate boxes
and uniform filtering [28]. Yang et al. proposed a ship detection
method based on structured forest edge detection. The scale-
invariant feature transform feature operator and support vector
machine are used to extract and filter ship targets and finally
achieve target detection [29]. However, this kind of method
usually requires a lot of computation and high time consumption,
and it lacks robustness and stability. A lot of missed detections
and false detections occur when images are affected by noise,
such as clouds or fog [30], [31].

Accordingly, various deep learning methods have been used
for target detection tasks based on remote sensing images. In
general, the target detection algorithm based on deep learning
can be divided into one-stage detection and two-stage detection.
Compared with the one-stage target detection algorithm, the
two-stage target detection algorithm appeared earlier. Including
region-based convolutional neural networks (R-CNN) [32], fast
R-CNN [33], faster R-CNN [34], and cascade R-CNN [35], they
have better performance and can more accurately identify the
target in complex environments. The strategy of most two-stage
algorithms is extracting candidate regions first and then perform-
ing target detection, which brings higher accuracy to the model,
but with the consumption of parameters and computability, such
algorithms are not suitable for time-sensitive applications. In
contrast, the one-stage algorithm directly predicts the location
and category of the target by extracting features. Compared
with the two-stage detection algorithm, models adopting this
detection strategy have fewer parameters and faster computa-
tion, such as the You Only Look Once series [36], [37], [38],
single shot multi-box detector (SSD) [39], RetinaNet [40], and
CenterNet [41]. However, in order to apply such algorithms
to achieve high accuracy and quick response in environments
where computability is strictly limited, further optimization and
improvement are still needed.

Unlike the images in computer vision (CV), such as Microsoft
Common Objects in Context (COCO) [42] and Pascal Visual
Object Classes (VOC) [43], targets in satellite remote sensing
images are usually very small because remote sensing images
are taken from a distance, usually hundreds or even thousands
of kilometers from the ground. For example, in a remote sensing
image of 1000× 1000 pixels, a ship target only occupies 50× 50
pixels [44], [45]. In terms of algorithms, the mainstream target
detection algorithms based on deep learning come from the field
of CV. However, the field of CV pays more attention to larger
objects with a closer distance because they are more important to

the observer, whereas in the remote sensing field, the important
targets are all small and far away. Especially when these small
targets are densely distributed, it will bring a great challenge
to the detection algorithm. Due to the unique characteristics
of remote sensing images, it is a challenging task to transfer
target detection algorithms based on deep learning from CV
to remote sensing. When applying the deep learning algorithm
to the ship detection task of remote sensing images covered by
clouds and fog, the major issues can be generally summarized as
low detection efficiency, easy to be disturbed by interference, and
low accuracy, especially in the case of dense target distribution.

To address the above-mentioned problems, this manuscript
proposes a lightweight ship detection algorithm, named fog
remote sensing ship detection network (FRS-Net), suitable for
ship detection from remote sensing images in thin-cloud and fog-
covered environment. FRS-Net is developed based on the deep
learning algorithm and offers both high accuracy and efficiency.
First, we propose a novel anchor box matching strategy that uses
the K-means clustering algorithm [46] for the target shape to
simplify the number of anchor boxes and improve the detection
efficiency. Second, in order to solve the problem that the existing
algorithms are difficult to achieve a balance between accuracy
and efficiency in the task of ship detection in thin-cloud and
fog-covered environments, this manuscript constructs the FRS-
Net network, which consists of a backbone extraction network,
a feature fusion network, and a prediction network. Among
them, the backbone extraction network is the Cross Stage Partial
Connections Darknet-Tiny (CSPDarknet53-Tiny), which has a
small number of parameters and computation and is suitable
for time-sensitive application requirements. The feature extrac-
tion network follows the idea of the feature pyramid network
(FPN) to improve the robustness of the algorithm in complex
environments by fusing high-level semantic information with
detailed information. In the prediction network, we choose an
appropriate prediction scale to alleviate the accuracy drop in
dense ship distribution scenarios in thin-cloud and fog-covered
environments. To verify the effectiveness of the proposed FRS-
Net, we construct a dataset called ship detection in optical remote
sensing images (SDIOR) based on the public DIOR [47] dataset
and actual images from Google Earth, using the dark channel
prior algorithm [48] to simulate different degrees of thin clouds
and fog. Finally, the FRS-Net algorithm is compared with other
state-of-the-art algorithms. The accuracy-efficiency comparison
of FRS-Net with state-of-the-art algorithms and works is shown
in Fig. 1.

II. RELATED WORK

A. Ship Detection Algorithms Based on Deep Learning

Considering that the target scale in remote sensing images is
small and susceptible to interference, especially in the case of
dense distribution, most detection algorithms focus on improv-
ing recognition accuracy and pay less attention to efficiency.
Following this consideration, researchers usually enhance the
generalization ability and robustness of the algorithm by build-
ing more complex network models. For example, Zhang et al.
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Fig. 1. Accuracy–efficiency comparison of FRS-Net with state-of-the-art
algorithms and works.

proposed a ship detection method based on R-CNN, which im-
proved the detection accuracy of small target ships by modifying
the anchor box and by combining different resolution features
[49]. Guo et al. proposed a fully deformable convolutional
network for intensive ship detection tasks, designed an enhanced
feature pyramid network to boost more accurate spatial and
semantic information flow in the network, and added an adaptive
balanced feature integrated module to enhance valuable features
[50]. However, considering the high-timeliness requirements
for ship detection tasks in practical application scenarios, such
as target tracking and emergency rescue, as well as the ap-
plication requirements for high-accuracy real-time processing
under limited conditions in the future, it is necessary to enhance
the importance of algorithm efficiency, which is regarded as
important as accuracy.

B. Ship Detection Strategy in Foggy Environment

Optical remote sensing images are very susceptible to clouds
and fog, resulting in degraded image quality. In this case, the
traditional method usually does not consider the timeliness very
much and generally regards the thin cloud and fog as noise, i.e.,
first seeks toremove it through an algorithm, and then performs
subsequent processing. For example, Zou et al. constructed a task
partition model based on a fully connected network, designed a
more simplified and robust ship detection framework compared
with manual feature extraction, and increased the robustness of
the algorithm in complex environments [51]. You et al. proposed
a ship detection algorithm named Scene Mask R-CNN that can
effectively detect false candidate targets in nontarget areas and
identify nearshore ships [52]. Chen et al. proposed a new ship
detection method based on the combination of discrete wavelet
transform and ship detection by building a dual generative
adversarial network to complete defogging and sampling the
region of interest for ship detection [53]. Song et al. proposed
an improved parallel ISSD ship detection algorithm based on
the SSD target detection network [45]. By introducing a new
feature extraction layer generated by a saliency dataset and the
extraction layer of the original network for feature fusion [54],

the ship recognition rate under the occlusion of thin clouds and
fog is effectively improved. This method effectively improves
the ship recognition rate in an environment of thin-cloud and
fog occlusion. Wang et al. proposed a ship detection algorithm
under sea fog weather condition. The ship target is obtained
by dividing the clear and foggy images, then using the dark
channel prior algorithm for defogging, and finally detecting
it using the YOLOv3 algorithm [55]. Chen et al. proposed a
ship detection method based on an attention mechanism. By
designing a novel lightweight dilated attention module (DAM)
to extract the features of ship targets, the algorithm’s detection
capability in complex environments is improved [56]. However,
on the one hand, the process of such algorithms is relatively
complicated, and the pre-defogging operation significantly in-
creases the processing time, which further reduces the overall
processing efficiency; on the other hand, it is easy to damage the
small target features in the process of dehazing and reduce the
detection rate of real targets.

In summary, in the future practical application scenarios with
high timeliness, for the optical satellite ship detection task
covered by thin clouds and fog, it is necessary to consider
the construction of suitable algorithms under the condition of
limited computability. That is to say, while focusing on the
efficiency of the algorithm, it is also important to take into
account the detection accuracy and robustness, especially in the
case of dense target distribution scenarios. In order to better
apply to onboard processing of first-hand images with cloud
coverage of up to 50% obtained on the satellites in the future.

III. METHODS

Although the target detection algorithm based on deep learn-
ing has satisfactory performance in the VOC and COCO target
detection tasks, it is difficult to directly apply it to the ship
detection task from remote sensing images with thin-cloud and
fog coverage. The main reason is that, unlike the natural image
target detection task that mainly focuses on close-range targets,
the ship targets in remote sensing images are small and narrow.
Moreover, ship targets often disperse densely in small areas,
such as ports and rivers. In addition, there exists a different
degree of thin-cloud and fog coverage, which makes it difficult to
achieve ideal results by directly using this kind of target detection
algorithm. To improve the detection accuracy and inference
speed of remote sensing image ships under the simultaneous
interference of thin clouds and fog, this manuscript first proposes
a more appropriate anchor box setting and allocation strategy
according to the scale and shape characteristics of the ship.
For the problem of insufficient robustness under interference
conditions, the proposed FRS-Net constructs a feature fusion
layer, which enables the shallow network to obtain more high-
level semantic information and improves the algorithm’s ability
to identify targets in complex environments. Aiming at the
problem that the detection effect of the densely distributed ship
scene becomes worse when covered by thin clouds and fog, the
detection accuracy of the algorithm is improved by selecting an
appropriate prediction scale in the prediction network.
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Algorithm 1: K-Means Clustering of Anchor Box Size.
Input: Training set: {xi, x2, xm}, Cluster number: K
Output: Cluster division: {C1, C2, Ck}, Cluster centers:

{μ1, μ2, μk}
1. Randomly pick K samples from the training set as

the initial cluster centers: μ1, μ2, . . . ,μk;
2. Calculate the distance of sample xi to every cluster

centers μj, (j = 1, 2, .., k): Distance (xi, μj) = 1−
IoU(xi, μj). Then put xi into the nearest cluster
set: Cj = Cj ∪ xi;

3. Calculate the new center of every cluster according

to the samples in the cluster: uj=
∑

xiεCj
xi

len(Cj)
;

4. Repeat step 2 and 3, util the new cluster centers are
stable;

5. Output final division {C1, C2, Ck}, and cluster
centers {μ1, μ2, μk}.

A. Anchor Box Matching Strategy for Ship Targets

Anchor box is a mechanism created in the field of target
detection to replace the traditional image pyramid method to
predict multiscale targets. It can set anchor boxes of different
scales in the same feature output layer to detect the features of
targets of different scales in the image. The basic idea is that by
presetting different anchor box sizes, and then after the training
of the neural network and parameter regression, the original
fixed-size anchor box can generate prediction boxes of different
sizes.

The size of the anchor box can be set according to the
maximum possible width and height of the target, so the anchor
box has direct impact on the performance of the target detection
network to a certain extent. Therefore, choosing the appropriate
anchor box size and number can not only help the network to
converge better and infer faster but also improve the overall
efficiency of ship detection.

The purpose of the anchor box design in the target detection
algorithm is to detect different scale targets under the same scale
feature, but the more anchor boxes there are, the more complex
the network, so simply assigning more refined anchor boxes will
reduce the network timeliness. Since the ship shapes are mostly
narrow and long, this feature can simplify the number of anchor
boxes and generally satisfy the algorithm’s fitting of the ship
boundary information.

To better balance efficiency and accuracy, this manuscript
uses the K-means clustering algorithm to obtain the appropriate
anchor box size setting and can obtain the preset anchor box
that is conducive to ship detection according to the shape char-
acteristics. The algorithm mainly has the following two steps:
1) calculate the distance of every target in the training set to the
cluster center, and 2) calculate new cluster centers according
to the clustering result. The detailed process is described in
Algorithm 1.

InFig. 2, the anchor boxes assigned to the samples in the
dataset are visualized. The horizontal and vertical axes represent
the length and width in pixels, respectively. Fig. 2(a) shows the

Fig. 2. Anchor box assignment with different settings. (a) Four anchor boxes
strategy. (b) Six anchor boxes strategy.

TABLE I
FRS-NET WITH DIFFERENT ANCHOR PARAMETERS

assignment of four anchor boxes. Fig. 2(b) shows the assignment
of six anchor boxes. The yellow stars represent anchor boxes,
and the points with different colors represent samples assigned to
different anchor boxes. Specifically, by extracting the length and
width of all target samples in the training set and all anchor boxes
clustered by the K-means clustering algorithm, we perform
intersection-over-union (IoU) calculations on all target samples
and anchor boxes to obtain the anchor boxes assigned to each
target sample point. Fig. 2(a) and (b) have the same samples,
but due to the reduction in anchor boxes, the number of target
samples matched by each anchor box increases.

In order to evaluate the influence of the number of anchor
boxes on efficiency and accuracy, we performed the K-means
clustering algorithm on different settings of four, six, and eight
anchor boxes. As shown in Table I, “Cluster” represents the
number of anchor boxes, and “Feature Scale” represents differ-
ent feature layers.

B. FRS-Net Feature Extraction and Fusion Network

In order to improve the robustness of the algorithm in com-
plex environments, by establishing the connection between the
shallow network and the deep network, FRS-Net fuses the low-
level detailed information from the shallow network with the
high-level semantic information from the deep network. Fig. 2
shows the detailed structure of FRS-Net.

In Fig. 3, the FRS-Net is mainly composed of the following
three parts: the backbone feature extraction network, the feature
fusion network, and the prediction network. To meet the needs
of high-timeliness applications, FRS-Net adopts the backbone
extraction network CSPdarknet53-Tiny, which consists of three
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Fig. 3. Network structure of FRS-Net. (a) Upsampling. (b) Base Convolution.

base convolutions and two large residual blocks. The base convo-
lution is composed of ordinary convolution, batch normalization
(BN), and the leaky rectified linear unit (Leaky ReLU) activation
function. The residual module can solve vanishing gradients and
achieve good performance even with deeper networks.

The feature fusion network adopts the FPN algorithm. It
is well known that shallow feature layers possess more low-
level semantic information, including bounding box location
information, but lack high-level semantic information. More
detailed information is brought in through the shallow network,
which is beneficial to the network to accurately locate the ship
target in a complex environment. On this basis, the high-level
semantic information of the deep network is transmitted to
the shallow network through the FPN, further improving the
network’s ability to detect ships in thin-cloud and fog-covered
environments.

In the training part, the sample image is resampled to
416× 416. After “feature extraction” and “downsampling” of
the backbone network, three feature maps with different feature
scales,C×13× 13, C

2 ×26× 26, and C
4 ×52× 52, are obtained.

In the feature fusion network, to fuse the parameters with
the feature map C

2 ×26× 26, C×13× 13 needs to adjust the
channel and feature map space size. After “base convolution”
and “upsampling,” the feature scale C×13× 13 is changed to
C
4 ×26× 26, and the spatial size of the feature map becomes the
same. Then, it is superimposed on the channel dimension to gen-
erate a feature map

(
C
4 +

C
2

)×26× 26. At this time, the feature
map has two functions. First, the channel is converted through
the prediction head and then sent to the prediction network
to predict the target bounding box, category, and confidence.

Second, we continue to adjust the space size of the channel and
feature map and perform parameter fusion with the feature map
C
4 ×52× 52 to generate the feature map

(
C
16+

C
4

)×52× 52
and then send it to the prediction network to calculate feature
information.

In the FRS-Net feature layer target detection allocation
strategy, the feature output layer 52× 52 is used to detect
small targets, and the feature output layer 26× 26 is used to
detect nonsmall targets. To match the feature information of
the feature output layer 26× 26 with the feature information
of the feature output layer 52× 52, the “base convolution” and
“upsampling” operations are added to the feature output layer
with the feature scale of 26× 26 to ensure information matches.
When the feature information of the feature output layer 26 × 26
is parameterized with the feature information of the feature
output layer 52× 52, the shallow network can obtain high-level
semantic information from the deep network to improve the
robustness of the network model in thin-cloud and fog-covered
scenarios.

C. FRS-Net Prediction Network

Small ship targets are often densely distributed in narrow
areas, such as ports and rivers. On this basis, when there is
thin-cloud and fog coverage, it will aggravate the missed and
false detection of the target detection algorithm. The basic reason
for this situation is that the extracted features of the convolutional
network are inconsistent with those predicted.

In the prediction network, computing feature information
requires dividing the input image into S×S grid units, and each
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Fig. 4. Bounding box prediction.

grid unit is used to predict the object category and bounding box
information. Fig. 3 shows the bounding box prediction.

In Fig. 4, (Cx, Cy) represent the coordinates of the upper-left
corner of the cell where the target center point is located.
(pw, ph) represent the width and height of the prior box,
respectively. (bw, bh) represent the width and height of the
prediction box, respectively. σ(tx) and σ(ty) represent the
offset values predicted by FRS-Net. The boundary of the
prediction box can be calculated by formulas (1)–(5), where
tw and th are also predicted by the convolutional network

bx = σ (tx)+Cx (1)

by = σ (ty)+Cy (2)

bw = Pw etw (3)

bh = Ph eth (4)

σ (x) =
1

1+e−x
. (5)

Since the prediction network only allows one grid to match
one target, when the multiple-target feature information appears
in the same grid, the grid center only retains the last target in-
formation. This results in inconsistencies between the extracted
and predicted features. For ship detection in a port scene, there
will be small ship objects of similar shape and size densely
distributed together. In this case, the prediction layer of the small
ship needs to select an appropriate prediction scale. A too-large
prediction scale will complicate the network, and a too-small
prediction scale will increase the rate of missed detection and
false detection. Fig. 4 shows what happens when the prediction
network chooses different prediction scales.

In Fig. 5, there are two boats distributed closely; the features
are extracted by FPN and sent to the prediction network, and the
features are converted into frame information. First, the target
center point in the frame is activated by the activation function
(sigmoid) and output σ(tx) ∈ (0, 1), σ(ty) ∈ (0, 1). The length
and width of each network are set to 1 in size. When the predicted
feature layer is 26× 26, the center point of the target needs to
match the size of the feature map after normalization, which
causes the center points of the two boats to be assigned to the
same grid. The upper-left corner coordinate (Cx, Cy) of the grid
can only match one target center point, so only one target is

calculated in the prediction network, which is inconsistent with
the extracted features. However, the two boats have the same
width and height and belong to the same detection layer. Adding
anchor boxes cannot solve this problem but makes the network
inference slower. When the predicted feature layer is 52× 52, as
shown in Fig. 5(b), the target center point obtains the new grid,
and the spatial distance between the two target center points is
also increased and assigned to different grids. In the densely dis-
tributed remote sensing, ship detection scene is covered by thin
clouds and fog. The FRS-Net algorithm selects the feature scale
for the small target prediction layer in the prediction network
as 52× 52, which can alleviate the inconsistency between the
extracted features and the predicted features, thereby improving
the detection accuracy of ship targets in this scenario.

IV. DATASET AND OTHER DETAILS

A. Simulation Dataset (SDIOR)

To verify the effectiveness of the proposed FRS-Net, we
construct a dataset called SDIOR based on the public DIOR
dataset and images from Google Earth, using the dark channel
fogging algorithm to simulate different degrees of thin clouds
and fog.

The DIOR dataset is one of the largest, most diverse, and
publicly available target detection datasets in the earth observa-
tion community. The size of the RGB images in the dataset is
800 × 800 pixels, and the ground sample distance is in the
range of 0.5–30 m.

The images collected from the DIOR dataset and Google Earth
are all clear ship images with good weather conditions. To be
closer to the actual situation in the thin-cloud and fog-covered
environment, this manuscript uses the dark channel prior algo-
rithm to add some thin clouds and fog to the collected images.
Different simulation strategies are applied for the training and
test sets.

For the training set, in order to be as close to the actual
situation as possible, the original training set was randomly
divided into ten parts, and 1–9 levels of simulated fog were
added to the original image (level 0 means no fog). The processed
training set was used to train all the networks. For the test set, the
original set was duplicated ten times and 1–9 levels of simulated
fog were added to each. Ten test subsets were obtained, with a
total number of ten times the original.

In total, we have collected 1302 images in the training set
and 15 430 images in the test set, which contains 10 subsets
of different levels of fog. Fig. 6(a) shows the original image,
and Fig. 6(b)–(j) represent images with different degrees of fog
with coefficients ranging from 0.45 to 0.05. Among them, the
blue-dashed box is a fog map partially covered by fog.

B. Dark Channel Fogging Algorithm

The dark channel fogging algorithm is based on the dark
channel prior algorithm, and the fogging model used is as
follows:

I (x) = J (x) t (x) +A (1−t (x)) (6)
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Fig. 5. Comparison of processing multiple targets by predictive networks with different feature scales. (a) 26 × 26 feature scale. (b) 52 × 52 feature scale.

Fig. 6. Original image (a) and images with different fog thicknesses (b)–(j) in SDIOR dataset.
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where J(x) represents the clear image. I(x) is the image with
fog. A(.) represents the atmospheric light component, and t(x) is
the image transmittance. To simulate the fog containing remote
sensing images, this manuscript extracts the t(x) and A values
of the real fog image through the existing fog maps. These
coefficients are used in the above-mentioned model to add
fog to the original dataset image and quantitatively control the
fog occlusion thickness through specific coefficients during the
fogging process. The specific process is as follows:

t (x)= 1−ω · minc∈(r,g,b)

(
miny∈Ω(x)

Ic (y)

Ac

)
(7)

where ω is set to 0.95. Ω(x) represents the local area block
centered on “x.” Transmissivity uses guided filtering to calculate
the value.

After obtaining the t(x) and A values of the existing real fog-
containing map, the following equation is used to add fog to the
original dataset image:

J (x)= α · t (x) · (I (x)−A)+A (8)

where α represents the thickness of fog that is set in the range
of 0.45–0.05, with a step of 0.05, corresponding to the nine
thickness levels of fog on the simulated dataset.

C. Evaluation Metrics

In this manuscript, the commonly used evaluation metric IoU
is used as the threshold to measure whether the target detection
prediction is correct; the average precision (AP) measured on
this basis is used as the quantitative evaluation metric of de-
tection accuracy; and the calculation delay (latency), network
parameters (parameters), and frames per second (FPS) are used
as the quantitative evaluation metric of detection efficiency. The
IoU is calculated by the following formula:

IoU =
|B ∩ BGT|
|B ∪ BGT| (9)

where B represents the size of prediction box andBGT represents
the size of ground truth box.

mAP is the average accuracy of all subsets to be detected in
a model, so it is often used to evaluate the performance of the
network. In detail, the AP is the area of the curve formed by
the precision and recall (PR) calculations; this curve is usually
called the PR curve and is formed by setting different thresholds
for the calculation of precision and recall. It is calculated by the
following formulas:

Precision =
TP

TP + FP
(10)

Recall =
TP

TP + FN
(11)

AP =

∫ 1

0

P (r) dr (12)

mAP =
1

n

n∑
i

APi (13)

TABLE II
EXPERIMENTAL ENVIRONMENT AND HYPERPARAMETERS

where TP, FP, TN, and FN denote true positive, false positive,
true negative, and false negative, respectively.

Meanwhile, in order to comprehensively measure the per-
formance of the network, this manuscript adopts the AP val-
ues under different IoU threshold settings, including mAP0.5,
mAP0.75, mAPS , mAPM , and mAPL. Among them, mAP0.5

and mAP0.75 represent the detection accuracy when the IoU is
set to 0.5 and 0.75, respectively. mAPS represents the detection
accuracy of the target size less than 32× 32. mAPM represents
the detection accuracy of the target size between 32× 32 and
96× 96. mAPL represents the detection accuracy of the target
size greater than 96× 96 [57], [58], [59].

Latency is the elapsed time between making a request and
receiving a response and is used to measure the speed of algo-
rithmic inference.

FPS refers to the number of output frames per second.
In addition, to comprehensively measure the detection accu-

racy and timeliness, this manuscript uses Synthesis Performance
(SP) as the indicator of the comprehensive detection capability
of the network, and the specific calculation is as follows:

SP = α ·mAP+β · ω · FPS (14)

ω =
1

1 + ln (FPS)
(15)

where FPS represents the speed of network inference, and mAP
represents the accuracy of network detection. α and β represent
the proportions of the two in the comprehensive performance
index, which are set to 0.5 and 0.5, respectively.

D. Experimental Environment

The experimental environment and parameter settings of the
algorithm are shown in Table II.

As shown in Table II, the hardware environment used in the
experiment in this manuscript is the Ubuntu system and the
RTX3060 graphics card. Testing in different hardware device
environments will result in inconsistent algorithm detection
speeds. The software environment is developed based on the
PyTorch machine learning library and is equipped with the
Compute Unified Device Architecture (CUDA) computing
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TABLE III
ABLATION EXPERIMENTS ON FRS-NET

framework. Different software versions will lead to inconsistent
algorithm precision in decimal places. On the hyperparameters
of the algorithm, this manuscript sets the total number of
iterations of the algorithm to 300, the learning rate adjustment
method is the cosine annealing algorithm, and the optimizer
is Adam. The setting of these parameters can speed up the
convergence of the algorithm.

V. EXPERIMENT AND ANALYSIS

A. Ablation Experiments

To analyze the contribution of each part to the performance
of the network, the ablation experiments are shown in Table III.

In Table III, “Feature scaling” refers to the network struc-
ture of different output feature scales. This factor can verify
the benefits brought by fine prediction scales and prediction
networks. “Anchor strategy” verifies the benefits of setting a
different number of anchor boxes.

The first settings is the FRS-Net benchmark network, which
the network structure is made by the output characteristic scales
26, 13 and the original anchor box are 6. The data results are
mAP0.5 (26.27%), FPS (425), parameter (6.5310M), and SP
(43.26), respectively.

The second settings is the FRS-Net with six anchor boxes.
Compared with the first settings, mAP0.5 is increased by
8.95% (26.27% versus 35.22%), the FPS is decreased by 9 (425
versus 416), and SP is increased by 3.92 (43.26 versus 47.18).
Experiments show that by reasonably adjusting the size of the
feature network and the prediction network, the performance of
the FRS-Net algorithm can be effectively improved.

The third settings is the FRS-Net with eight anchor boxes.
Compared with the second settings, mAP0.5 drops by 11.2%
(35.22% versus 24.02%), FPS drops by 15 (416 versus 401),
and SP drops by 6.51 (47.18 versus 40.67). Experiments verify
that increasing the number of anchor boxes in each output
feature layer while keeping the number of output feature scales
unchanged does not have a positive impact on the network. It is
speculated that the possible reason is that since the FRS-Net tar-
get detection algorithm is a lightweight model with a small num-
ber of parameters, the increase in anchor boxes makes the model
difficult to converge, making the model performance worse.

The fourth settings is the FRS-Net with four anchor boxes.
Compared with the second settings, mAP0.5 is increased by
7.98% (35.22% versus 43.20%), FPS is increased by 7 (416 ver-
sus 423), and SP is increased by 4.42 (47.18 versus 51.60). Com-
pared with the network model in the third settings, mAP0.5 is
increased by 19.18% (24.02% versus 43.20%), FPS is increased

by 22 (401 versus 423), and SP is increased by 10.93 (40.67
versus 51.60). Experiments show that using ship characteristics
to simplify the anchor box and selecting the appropriate anchor
box size can not only improve the detection efficiency but also
enhance the accuracy.

B. Comparison With State-of-the-Art Algorithms and Works

To verify the effectiveness of the proposed method, FRS-Net
is compared with SSDLite, RetinaNet, CenterNet, cascade R-
CNN, YOLOv4-Tiny, YOLOX-Tiny, EfficientDet, DAM [56],
and CBAM [60] on the SDIOR dataset. The experimental results
are shown in Table IV. Meanwhile, Fig. 7 shows the PR curves of
each algorithm. Fig. 8 shows the receiver operating characteristic
(ROC) curves. Fig. 9 shows the SP of each algorithm.

In Table IV, the Latency column contains three parts, i.e.,
net latency, which means the time of network inference, anchor
latency, which means the time of anchor box inference, and
total latency. Other indicators used to measure the performance
of the model include mAP0.5 (%), model parameter (M), FPS,
e network inference time latency (ms), and SP.

Compared with the SSDLite, the mAP0.5 of the FRS-Net is in-
creased by 26.83% (16.37% versus 43.20%), network inference
time increased by 0.17 ms (1.54 ms versus 1.71 ms), anchor box
processing time decreased by 0.7 ms (1.35 ms versus 0.65 ms),
FPS is increased by 75 (348 versus 423), and SP is increased by
18.03 (33.57 versus 51.60).

Compared with the RetinaNet, the mAP0.5 of the FRS-Net is
increased by 7.58% (35.62% versus 43.20%), FPS is increased
by 382 (41 versus 423), and SP is increased by 29.46 (22.14
versus 51.60).

Compared with the CenterNet network, the mAP0.5 of the
FRS-Net is decreased by 0.01% (43.21% versus 43.20%), the
FPS is increased by 352 (71 versus 423), and the SP is increased
by 23.27 (28.33 versus 51.60).

Compared with the Cascade R-CNN, the FRS-Net improves
the mAP0.5 by 8.01% (35.19% versus 43.20%), the FPS is
increased by 406 FPS (17 FPS versus 423 FPS), and the SP
is increased by 31.82 (19.78 versus 51.60).

Compared with the YOLO4-Tiny, the mAP0.5 of the FRS-Net
is increased by 16.93% (26.27% versus 43.20%), the FPS is
decreased by 2 (425 versus 423), and the SP is increased by
8.34 (43.26 versus 51.60).

Compared with the YOLOX-Tiny, the mAP0.5 of the FRS-
Net is increased by 2.11% (41.09% versus 43.20%), the FPS is
increased by 57 (366 versus 423), and the SP is increased by
4.55 (47.05 versus 51.60).
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TABLE IV
COMPARISON WITH OTHER STATE-OF-THE-ART MODELS AND WORKS WITH DIFFERENT THICKNESSES OF FOG

Fig. 7. PR curves of different detection algorithms on SDIOR.

Fig. 8. ROC curves of different detection algorithms on SDIOR.

Compared with the EfficientDet, the mAP0.5 of the FRS-Net
is increased by 16.59% (26.61% versus 43.20%), the FPS is
increased by 369 (54 versus 423), and the SP is increased by
32.88 (18.72 versus 51.60).

Compared with the DAM, the mAP0.5 of the FRS-Net is in-
creased by 2.79% (40.41% versus 43.20%), the FPS is increased

by 344 (79 versus 423), and the SP is increased by 24.04 (27.56
versus 51.60).

Compared with the CBAM, mAP0.5 of the FRS-Net is de-
creased by 5.79% (48.99% versus 43.20%), FPS is increased by
361 (62 versus 423), and SP is increased by 20.98 (30.62 versus
51.60).

In Tables IV and V, it can be clearly seen that CenterNet
and CBAM with complex networks have higher detection
accuracy than other networks under different IoU settings, but
the detection speed is slower. Meanwhile, YOLOv4-Tiny and
SSDLite have faster detection speed but lack performance in
detection accuracy. FRS-Net balances the two well and has
good comprehensive performance.

Figs. 7 and 8 show the PR curves and ROC curves of all
algorithms at IoU = 0.5. It is worth noting that the area enclosed
by the PR curves of each algorithm in Fig. 7 represents the
AP0.5 of the algorithm, and the ROC curve of each algorithm
in Fig. 8 represents the recall value corresponding to the false
positive value of the algorithm [61]. Some curves are shorter
than others; this is due to the algorithm’s inability to generate
more predicted boxes above the confidence level of 0.5. It can be
seen from the figures that FRS-Net is close to optimal in terms
of target detection accuracy.

Fig. 9 shows the overall performance of the FRS-Net target
detection algorithm and other algorithms. In Fig. 9, the hori-
zontal axis represents different network detection models, and
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Fig. 9. Accuracy, efficiency, and SP comparison of different detection algorithms on SDIOR.

TABLE V
COMPARISON WITH OTHER STATE-OF-THE-ART MODELS AND WORKS ON DIFFERENT IOU SETTINGS

the vertical axis represents the indicator SP used to measure
the comprehensive performance of the network model. Among
them, the comprehensive indicator SP consists of two parts,
which are the AP0.5 (%) and the FPS.

The conclusion that can be drawn from Tables IV and V and
Figs. 7–9 is that in the remote sensing ship detection task covered
by thin clouds and fog, the FRS-Net algorithm is superior to other
algorithms in SP. Even though YOLOv4 outperforms FRS-Net
in speed, it lacks accuracy; CenterNet and CBAM outperform
FRS-Net in accuracy, but they lack detection speed.

In Fig. 10, the red rectangles are used to mark all missed
and falsely detected ships. The first row represents the detection
results of each algorithm in a clear environment. It can be
seen that the SSDLite, DAM, and EfficientDet algorithms have
many missed detections. There are many false detections in
YOLOv4-Tiny. And FRS-Net, CenterNet, CBAM, and YOLOX-
Tiny could detect all ships.

The second, third, and fourth rows represent fog environments
with different thicknesses. All algorithms have missed detec-
tions. Compared with other algorithms, YOLOX-Tiny, CBAM,

and FRS-Net have fewer missed detections and stronger antifog
capabilities.

In Fig. 11, the red solid/dashed rectangles are used to mark
the different detection results in the same area, further demon-
strating the detection ability of each algorithm under dense
distribution conditions. In the first row, comparing the dashed
box area with the solid box area, EfficientDet, RetinaNet, and
YOLOX-Tiny have many missed detections, and SSDLite, Cas-
cade, YOLOv4-Tiny, and DAM have many false detections,
whereas FRS-Net can accurately identify most targets. In the
second, third, and fourth rows, FRS-Net also performs better in
fog environments with different thicknesses.

Comparing the detection results of the above-mentioned al-
gorithms in different scenarios, it can be concluded that FRS-
Net can perform similarly to other advanced algorithms in
remote sensing images without thin clouds and fog and has
better performance than others in the environment covered by
thin clouds and fog. Considering that it also has good execu-
tion efficiency, the comprehensive performance of FRS-Net is
outstanding.
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Fig. 10. Comparison of detection results of different algorithms with different fog thicknesses.

Fig. 11. Comparison of detection results of different algorithms under dense distribution conditions with different fog thicknesses.

VI. DISCUSSION

In the traditional remote sensing data application mode,
it is necessary to obtain high-quality image products for
specific application scenarios through steps such as satellite
data acquisition, raw data download, ground data processing
and selection, and product distribution. Due to the complex
processing steps, the timeliness is low, and it is difficult to meet
the needs of observation, tracking, and rescue of moving targets,
such as ships, through satellite data. In recent years, the research
study on onboard applications has gradually become a hot topic.
The main constraints faced by onboard applications include
the following. 1) Due to the requirements of volume, weight,
power consumption, and radiation resistance, the computability
of the onboard computing device is insufficient; and 2) The
relative position relationship between the satellite and ground
station changes rapidly, accordingly, the satellite-to-ground data

transmission window is very short, and the onboard computing
must be completed within a short time after data acquisition,
which requires high timeliness. Furthermore, for optical
satellites, unlike high-quality image products on the ground,
the data flowing into the onboard device is unselected first-hand
image, generally with high cloud coverage. In this case,
traditional methods rarely consider timeliness and generally
treat interference such as clouds and fog as noise, that is, seeking
to remove them first and then implementing various applications.
However, this strategy not only increases the amount of extra
computation but may also damage the features of small-scale
targets. Relatively speaking, direct detection algorithms with
stronger anti-interference ability are more important for high
time-sensitive applications. For similar reasons, considering
timeliness requirements, we choose the object detection
algorithm over the instance segmentation algorithm.



2338 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 15, 2022

Therefore, in order to meet the needs of future onboard appli-
cations, we design an efficient ship detection approach named
FRS-Net from the perspective of balancing detection efficiency
and accuracy while considering the adaptability to thin-cloud
and fog coverage conditions. The experimental results show
that the approach can well balance detection efficiency and
accuracy in the field of ship detection in complex environments.
In FRS-Net, the anchor box setting is optimized according to the
shape characteristics of the ship target, which helps to balance
the detection efficiency and accuracy well; the feature fusion
network enhances the feature extraction ability of the model
under the interference of thin clouds and fog; and the prediction
network reduces the interference of thin clouds and fog on
the ship detection ability under dense distribution. When the
method needs to be applied to other domains, such as vehicles
or airplanes, it is only necessary to adjust the anchor box set-
ting and prediction network according to the shape and scale
characteristics of the target.

However, it should be noted that compared with the cloud
coverage of different degrees simulated in this manuscript, the
actual optical image cloud coverage is more complicated. On
the one hand, the natural cloud itself is not uniform and has
some texture. On the other hand, the occlusion of the ship by
clouds and fog is also more complicated. It is predictable that
compared with simulated clouds and fog, the detection accuracy
of algorithms will be further reduced in the real cloud and
fog occlusion scene. To make the algorithm more suitable for
the target of this scale in the future actual onboard application
adaptation process, first, it is necessary to further optimize the
hyperparameter settings of the algorithm according to the spatial
resolution of the specific satellite. Then, the algorithm needs to
be fine-tuned for actual complex cloud and fog coverage data
to reduce the accuracy loss caused by complex interference.
In addition, the algorithm needs to be deeply optimized by
combining software and hardware on the onboard computing
device to maximize the timeliness of the algorithm and cooperate
with the onboard high-performance architecture to balance the
onboard data flow-in rate and the processing speed to achieve
real-time processing [18].

In terms of the actual processing efficiency in the future
onboard environment, it should be noted that due to the large
size of remote sensing images actually obtained by satellites,
they need to be cut into small pieces for processing in practical
applications. And in order to minimize the loss of information
introduced in the cutting and splicing process, it is also necessary
to leave a certain overlapping area between the slices. Even so,
there is still a certain loss of efficiency and accuracy overall. It
can be considered that the smaller the slice, the more serious the
loss of efficiency and accuracy. Fortunately, efficient networks
usually have faster inference speed and smaller parameters than
larger networks, which means that under the same hardware
conditions, efficient networks can infer faster while processing
larger slice images, which can partially reduce the adverse
effects caused by fragmented slicing. This advantage makes
efficient networks more suitable for future practical onboard
applications than larger networks. With the vigorous develop-
ment of commercial aerospace, the trend of remote sensing satel-
lites developing toward miniaturization, agility, and intelligence

has become more and more obvious. In recent years, Chinese
satellites, including the GF series, BJ series, Luojia series, etc.,
have begun to try to carry onboard computing devices to meet
future needs. Based on the above-mentioned considerations, the
approach presented in this manuscript has good potential for
onboard applications, and we will carry out further work with the
goal of actually deploying the approach on the Luojia3 satellite
owned by Wuhan University in near future.

VII. CONCLUSION

This manuscript proposes a deep-learning-based ship de-
tection method, FRS-Net, with higher detection accuracy, ro-
bustness, and timeliness to meet the application requirements
of efficient ship detection under thin-cloud and fog coverage
conditions. First, considering the characteristics of ship shape in
remote sensing images, we propose that type and size of anchor
boxes be optimized, which reduces the complexity and improves
the performance of the algorithm. Second, the FRS-Net network
is constructed, which is mainly composed of a backbone extrac-
tion network (CSPDarkNet53-Tiny), a feature fusion network,
and a prediction network. Among them, the feature fusion net-
work can fuse high-level semantic information with low-level
semantic information so that the network can better extract and
locate ship targets in the thin-cloud and fog-covered environ-
ment. On this basis, the prediction network selects an appropriate
prediction scale, which can alleviate the problem of decreased
detection accuracy of dense ship distribution in a thin-cloud
and fog-covered environment. After experimental verification
on the SDIOR simulation dataset, FRS-Net maintains a certain
detection ability in the fog remote sensing ship task and has a
fast inference speed. Compared with state-of-the-art methods, it
can better meet the needs of practical application scenarios.

However, it is also necessary to realize that since FRS-Net
has only two output feature scales, it also partially sacrifices the
ability to adapt to more scale target detection while having a
fast anchor box inference process. Additionally, limited by the
lightweight backbone extraction network, there is still room for
improvement in the accuracy of target extraction. In application
scenarios that do not require high timeliness, the backbone
can be replaced with a network model with stronger extraction
capabilities. Our work can serve the application requirements
of future onboard intelligent processing, and the timeliness of
the method and the performance under low resource occupancy
are considered. In the future, after the launch of the Luojia3
experimental satellite, FRS-Net will be further transplanted,
verified, tested, and adjusted based on the real software and
hardware environment and data.
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