
9174 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 15, 2022

High-Resolution Remote Sensing Image Semantic
Segmentation via Multiscale Context and Linear

Self-Attention
Peng Yin , Dongmei Zhang , Wei Han , Jiang Li , and Jianmei Cheng

Abstract—Remote sensing image semantic segmentation, which
aims to realize pixel-level classification according to the content of
remote sensing images, has broad applications in various fields.
Thanks to the superiority of deep learning (DL), the semantic
segmentation model based on the convolutional neural network
(CNN) dramatically promotes the development of remote sensing
image semantic segmentation. Due to the high resolution, compre-
hensive coverage, extensive data, and sizeable spectral difference of
high-resolution remote sensing images (HRRSI), the existing GPU
is not suitable for directly semantic segmentation of the whole
image. Cutting the image into small patches will lead to the loss
of context information, resulting in the decline of accuracy. To
address this issue, we propose the multiscale context self-attention
network (MSCSANet). It combines the benefits of the self-attention
mechanism with CNN to improve the segmentation quality of
various remote sensing images. The MSCSANet extracts multiscale
features from multiscale context images to solve the problem of
feature loss caused by image segmentation. In addition, in order to
make use of the feature of large-scale context, the multiscale context
patches are used to guide the local image patch to focus on different
fine-grained objects to enhance the feature of the local image
patch. Moreover, considering the limited computing resources, we
designed a linear self-attention module to reduce the computational
complexity. Compared with other DL models, our proposed model
can enhance the ability of multiscale features in complex scenes,
and realizes improvements of 1.56% mean intersection over union
(MIoU) on the Gaofen Image Dataset and 1.93% MIoU on the
ISPRS Potsdam Dataset, respectively.

Index Terms—Context, remote sensing, self-attention, semantic
segmentation.

I. INTRODUCTION

S EMANTIC segmentation that achieves pixel-level classifi-
cation is a critical content in remote sensing research. It is
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critical in land resource management [1], urban planning [2],
production estimation [3], [4], and economic evaluation [5].

Deep learning (DL), a powerful approach to learning the
internal regularity and representation levels of sample data [6],
[7], has made significant progress in the research of high-
resolution remote sensing images (HRRSI). The semantic seg-
mentation model [8] based on convolutional neural network
(CNN) shows excellent performance in pixel-level classifica-
tion of HRRSI. However, due to the image’s high resolution,
the semantic segmentation of the whole image will consume
a lot of computing resources, which leads to the contradic-
tion between the memory occupation and the segmentation
effect.

Consequently, to segment the HRRSI, the standard method
is to segment it into local image patches, classify the local
image patches at the pixel level, and finally merge all patches.
However, as the same object can be segmented into different
local image patches, it is difficult to ensure the integrity of
feature, which reduces the quality of segmentation, thereby
remaining an intractable problem. In order to improve the
segmentation quality, Chen et al. [9] proposed collaborative
global-local networks (GLNet) to fuse whole image features
with local features. This network uses local image patches
to obtain the fine structural features of the target and uses
global image patches to get context correlation. However, this
method does not fully use the correlation between global fea-
tures and local features, resulting in the wrong classification
of some scale features. The self-attention mechanism [10] has
a powerful ability to capture long-term dependence and fea-
ture correlation. In this article, the self-attention mechanism is
introduced to calculate the feature correlation between local
patch and mutiscale context patch, which solves the above
problem.

In recent years, based on the self-attention mechanism, the
transformer [10] has shown remarkable performance in most
tasks of natural language processing. With the improvement
of dot-product attention in computer vision, the nonlocal mod-
ule [11] is widely used in image classification, object detection,
semantic segmentation, and panoramic segmentation. The time
and memory complexity of the dot-product attention mechanism
iso(N2), which makes it challenging to deal with remote sensing
images with increasing image resolution. In order to reduce
the time and memory overhead of the attention mechanism,
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Child et al. [12] performed a sparse decomposition of the
attention matrix, reducing its complexity to O(N

√
N). In ad-

dition, Kitaev et al. [13] used locality-sensitive hashing to
reduce the storage of the Q ∗K matrix while maintaining
accuracy and finally reduced the complexity to O(N logN).
In addition, Katharopoulos et al. [14] used kernel func-
tions to simplify the attention calculation process and re-
placed softmax to reduce the complexity to O(N). In ad-
dition, Shen et al. [15] proposed the concept of resource
efficiency, which can flexibly integrate effective attention
modules into the neural network, reducing the complexity
to O(N).

In this article, we explore the research of using the self-
attention mechanism to calculate the correlation between mul-
tiscale context patches and local image patches. Moreover, we
propose a multiscale context linear self-attention mechanism
network model called MSCSANet. This model still follows
the idea of cutting small pieces of the original image, and
it can calculate the correlation between context patches and
local patches at different scales. The multiscale context patches
are used to guide the local image patch to focus on different
fine-grained objects to enhance the feature of the local im-
age patch. Moreover, in order to reduce the time complexity
of the algorithm, this article achieves the linear time com-
plexity computed for correlation with local patches using a
linear self-attention mechanism. The kernel function is pro-
cessed by derivation to reduce the space and time complexity
to O(N).

In the experimental part, the Potsdam dataset and the Gaofen
Image Dataset (GID) are selected to verify the effectiveness
of this method. We compare the experimental results with
U-Net [16], DeeplabV3+[17], DANet [18], PSPNet [19], Re-
fineNet [20], SegNet [21], ACFNet [22], and OCRNet [23]. The
accuracy of the proposed model significantly outperformed the
comparison models, which shows the advance of the multiscale
context linear self-attention mechanism in the proposed model.

Our main contributions are as follows:
1) We propose a new kernel function with linear complexity

to reduce the complexity of the self-attention mechanism
to O(N).

2) We propose a multiscale context model to calculate the
correlation between different scale contexts and local
image patches and strengthen the feature of local image
patches.

3) Our proposed multiscale contextual linear self-attention
module to learn representations from HRRSI shows sig-
nificant performance improvements on boundary regions
on GID and Potsdam datasets.

In Section II, the related work of remote sensing image
semantic segmentation is introduced, and some studies on the
self-attention mechanism are reviewed. In Section III, we in-
troduce the proposed MSCSANet framework method in de-
tail, including linear self-attention push process, multiscale
context self-attention mechanism module, and implementation
details. The Section IV introduces the experimental datasets and
experimental results. Section V concludes this article.

II. RELATED WORKS

A. Semantic Segmentation of Remote Sensing Images

HRRSI plays an essential role in many application fields
such as land resource management, natural disaster detection,
urban planning, and production estimation. The accuracy of
these applications is strongly correlated with the accuracy of
image semantic segmentation [1], [2], [3], [4], [5]. Traditional
methods utilize spectral information and texture information,
which consume enormous human and material resources. Due
to the rapid development of DL, significant breakthroughs have
been made in the semantic segmentation of HRRSI. DL-based
semantic segmentation networks significantly improve the seg-
mentation of HRRSI. Full convolutional network (FCN) [8] is
the first network structure of CNN for semantic segmentation.
FCN uses skip structure and full convolution method to achieve
pixel-level classification of images. However, the FCN is not
sensitive to image details and does not consider the relation-
ship between pixels, lacking spatial consistency. U-Net [16]
uses skip connections to fuse low-level features with high-level
features and has both a shrinking path that captures contextual
information and a symmetric expanding path that allows precise
localization. PSPNet [19] uses pyramid pooling technology to
fuse multiscale features, which improves prediction accuracy.
CascadePSP [24] uses a cascaded segmentation optimization
model to achieve high-resolution image segmentation. However,
the above model is relatively complex and consumes many
resources. In response to the problem of resource consump-
tion, ICNet [23] and ENet [25] significantly reduce the model
parameters and calculation amount by improving the model
structure. However, these models cannot extract HRRSI’s spatial
contextual information well due to solid spatial dependencies,
resulting in poor segmentation quality for many delicate objects.

B. Multiscale and Context Aggregation

Multi-scale information has effectively improved segmenta-
tion accuracy in semantic segmentation tasks. ParseNet [26]
combines global pooling into contexts at different aggregation
levels, introducing global information and expanding the re-
ceptive field. RefineNet [20] proposes the multiresolution fuse
module and the chained residual pooling module, which use mul-
tilevel abstraction for high-resolution semantic segmentation.
However, it still leads to the problem of partial loss of boundary
information. The Deeplab series [17], [27], [28], [29] is proposed
to obtain multiscale image information through image pyramid,
atrous convolution, and atrous spatial pyramid pooling. It can
extract dense image features, increase the receptive field, and use
the conditional random field for structure prediction, which im-
proves the spatial accuracy of the segmentation results. However,
this method has a slow segmentation speed and is inadequate for
small-scale object segmentation. ENCNet [30] uses the context
encoding module to capture the global context information,
highlight the class information associated with the scene, and
use SE-Loss to improve the segmentation effect of small objects.
FastFCN [31] proposes a joined pyramid upsampling called
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JPU. The JPU is extracted from multiple high-resolution feature
images to replace the time and memory consumption in whole
convolution. Auto-deeplab [32] first introduces neural architec-
ture search (NAS) into the field of semantic segmentation to
automatically search network results. DetectoRS [33] proposes
a recursive pyramid and switchable ASPP, which significantly
improves detection performance. Although multiscale context
information can better represent the relationship between ob-
jects, HRRSI contains significant differences in the scale of
ground features. Preprocessing operations such as cropping of
remote sensing images are usually required, which will limit the
extraction of contextual information. GLNet [9] uses global and
local branches for deep feature sharing to address this problem,
which improves segmentation quality by reducing GPU memory
consumption. In addition, Qi Li et al. [34] proposed a multicon-
text local segmentation model based on GLNet, combining local
results into high-definition results through a context refinement
model. In recent studies [9], [35], [36], [37], combining deep
and shallow branches has also achieved good results.

C. Self-Attention Mechanismn

The self-attention mechanism was first inspired by the human
attention mechanism and has been dramatically developed in
the DL wave. The attention mechanism is developing in the
wave of DL and is widely used in natural language processing,
image detection, speech recognition, and other fields. Bahdanau
et al. [38] introduced a dot-product attention mechanism for
simultaneous translation and alignment. Transformer [17] ex-
tracts the internal feature of images and the correlation between
features by self-attention, proving the superiority of the attention
mechanism in natural language processing. Wang et al. [11]
proposed a nonlocal module and applied the dot-product atten-
tion mechanism to the computer vision domain. In addition,
there are other lightweight attention mechanisms, such as the
convolutional block attention module (CBAM) [39]. CBAM
summarizes the attention information from both spatial and
channel aspects by constructing two submodules (spatial at-
tention module (SAM) and channel attention module (CAM),
respectively, and integrates the information to a certain extent.
Zhang et al. [40] proposed an effective channel attention module
(ECA), which can significantly improve the accuracy only by
adding a few parameters.

These attention mechanisms are entirely different in principle
and purpose from the dot-product attention mechanism. This
article mainly studies the dot-product attention mechanism.
Many models appeared after the nonlocal module was proposed,
such as DANet [18], PSANet [41], and OCNet [42]. Similar
to CBAM, the idea of DANet [18] is to integrate the attention
information of the channel and space. The difference is that the
acquisition of dual attention information in CBAM is serial,
while dual attention information in DANet [18] is parallel.
Furthermore, DANet [18] uses position and channel attention
modules to learn spatial and channel interdependencies. These
models obtain attention information differently and achieve
satisfactory results in semantic segmentation tasks.

However, the dot-product attention mechanism usually con-
sumes many GPU resources, especially for high-resolution im-
ages. In order to reduce the memory consumption of the dot
product attention mechanism, many pieces of research have
been done from different perspectives. For example, sparse
attention [13], [43], [44], [45] introduces sparsity bias into the
attention mechanism to reduce complexity. Linear attention uses
kernel eigenmaps to solve the attention matrix and then com-
putes the attention in reverse order to obtain linear complexity.
Prototype [46], [47] and memory compaction [48], [49], [50]
reduce the size of the attention matrix by reducing the number
of queries or key-value memory pairs. Low-level attention [51],
[52], [53] studies the low-level features of attention. However,
these methods are designed for natural scenes and cannot achieve
the same effect when applied to HRRSI.

III. METHODOLOGY

In this section, we will introduce the proposed network in four
sections. First, the overall structure of the MSCSANet network is
introduced in Section A (as shown in Fig. 1), then the multiscale
context is introduced in Section B. In addition, the derivation
process of the linear self-attention mechanism is introduced in
Section C. Finally, in Section D, multiscale context linear self-
attention is introduced.

A. MSCSANet Overall Architecture

It is essential to improve the accuracy of remote sensing image
segmentation by making full use of semantic information and
spatial context information. The typical problems of remote
sensing image semantic segmentation are feature loss and the
limitation of GPU resources. In order to solve these problems, a
multiscale feature extraction model with context is designed. We
use ResNet [54] with training weights as the feature extraction
network. The multiscale context linear self-attention mechanism
model improves the feature representation ability of the model
by fusing multiscale information.

As shown in Fig. 1, two context image patches of different
sizes are cropped for each patch, and the context image patches
are reshaped to the size of the local image patch to reduce
the computational overhead. First, the processed context image
patches are fed into the multiscale context feature extraction
network to extract the context feature. Then, through the position
attention module (PAM) and channel attention module (CAM),
the correlation within the feature map and the correlation the be-
tween multiscale context feature map and the local feature map
are calculated to strengthen or weaken some features. Finally, the
feature image is changed to the original size with up-sampling.
The multiscale context self-attention module strengthens the
feature of local images and dramatically reduces the misclas-
sification caused by incomplete features.

B. Context of Local Patch

Image down-sampling or segmentation into small blocks will
cause feature loss. Therefore, this article proposes a multiscale
context model, which cuts the image into small pieces. Then, the
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Fig. 1. Overall structure of MSCSANet model.

multiscale context patch (include large patch and middle patch)
is used to enhance the feature of local patches to improve the
model’s effectiveness.

Suppose a high-resolution image m has a height of H and a
width of W . First, the image is evenly divided into local image
patches with width w and height h, in which any two patches
do not intersect. Then, a magnification parameter α (α > 1)
is designed to intercept the mutliscale context patch with the
width ofαw and the height ofαh (w < αw < W,h < αh < H)
from the high-resolution image. The multiscale context patch
contains local image patch, and the large context image patches
will provide more information and have a better effect on large
objects. The middle context image patches provide detailed
information, effective for small object feature extraction. Before
entering the network, all context patches are scaled to the same
size as the local image patch.

C. Linear Self-Attention Mechanism

This section first introduces the standard self-attention mech-
anism, but the complexity of the standard self-attention mech-
anism is O(N2). In order to reduce the complexity, we de-
duce the standard self-attention into linear self-attention and
introduce the derivation process of the linear self-attention
mechanism in the later part.

Assume N and DX represent the length and number of chan-
nels of the input sequence, whereN = w × h (w andh represent
the width and length of the input image). Given the eigenvector
X = [x1, . . ., xN ] ∈ RN×Dx , self-attention uses three weight
matrices Mq ∈ RDx×Dk , Mk ∈ RDx×Dk , and Mv ∈ RDx×Dv

to generate Q, K, and V .

Q = XMq

K = XMk

V = XMv. (1)

The dimensions of Q and K are the same.
The self-attention function (Figs. 2 and 3) is used to calcu-

late the weighted average of each location and other location
features. The weight is the similarity between Q and V . Output

Fig. 2. Standard PAM.

Fig. 3. Standard CAM.

A(x) at all positions is calculated as follows:

A(x) = softmax

(
QKT

√
D

)
V. (2)

The softmax function is used to evaluate the similarity be-
tween Q and K, and the softmax function is replaced by sim
to represent the similarity function. Eq. (2) can be expressed as
follows:

A(x) = sim(QKT )V (3)

where sim(QKT ) represents the similarity between any posi-
tions. From the above equation, we can easily find that Q ∈
RN×Dk and KT∈ RDk×N . Therefore, the result obtained by
multiplying Q and K is RN×N , and the time and space com-
plexity are O(N2). The larger the feature map is, the larger the
memory consumption of GPU is and the longer the calculation
time is. We solve this problem by improving the sim function.
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Fig. 4. Linear attention mechanism.

For line i, the corresponding definition is as follows:

Ai(X) =

∑N
j=1 e

QT
i KjVj∑N

j=1 e
QT

i Kj
. (4)

Equation (4) can be replaced by any normalization function
and rewritten as follows:

Ai(X) =

∑N
j=1 sim (Qi,Kj)Vj∑N
j=1 sim (Qi,Kj)

. (5)

Here, a constraint is added to sim(·). For the self-attention
function of equation (5), the value of sim(·) needs to be
non negative. When the normalization function is softmax,
sim(Qi,Kj) = eQ

T
i Kj . The generalization of sim(Qi,Kj)

shows that sim(Qi,Kj) = φ(Qi)
Tφ(Kj). Bring it into equation

(5) to obtain

Ai(X) =

∑N
j=1 φ (Qi)

T φ (Kj)Vj∑N
j=1 φ (Qi)

T φ (Kj)
. (6)

In (6), the summation symbol variable is j, which will not
affect φ(Qi)

T . Therefore, φ(Qi)
T is proposed to obtain

Ai(X) =
φ (Qi)

T ∑N
j=1 φ (Kj)Vj

T

φ (Qi)
T ∑N

j=1 φ (Kj)
. (7)

The molecular vector of (7) is obtained

Ai(x) =
φ(Q)T (φ(K)V T )

φ (Qi)
T ∑N

j=1 φ (Kj)
. (8)

We construct a function close toReLU as the kernel function,
which is named as derivable linear units (DeLU ). The linear
self-attention is shown in Fig. 4. The DeLU function is as
follows:

yi =

{
aixi + 1, if xi ≥ 0
eaixi , if xi < 0

(9)

where ai is a fixed number (ai ∈ (1,+∞)).
ReLU function is not selected here, because the gradient of

ReLU function equals zero when it is negative, and the gradient
does not exist when it equals zero. Therefore, the weight value
will fluctuate violently during training. The DeLU function
solves the problem of ReLU , which is differentiable at 0, and
the function curve is close to ReLU . Therefore, the similarity

Fig. 5. Position context multiscale attention mechanism.

function can be expressed as follows:

sim (Qi,Kj) = F (DeLU (Qi)DeLU (Kj)) . (10)

Equation (7) can be rewritten as follows:

Ai(X) =
DeLU (Qi)

T ∑N
j=1 DeLU (Kj)Vj

T

DeLU (Qi)
T ∑N

j=1 DeLU (Kj)
. (11)

Equation (11) can be vectorized as follows:

A(x) =
DeLU(Q)T

∑N
j=1 DeLU (Kj)Vj

T

DeLU(Q)T
∑N

j=1 DeLU (Kj)
. (12)

The time and space complexity of the linear attention mech-
anism obtained by equation (11) is O(N), because it can
be calculated once when calculating

∑N
j=1 DeLU(Kj)Vj and

DeLU(Kj)
T , and can be reused in the query vector Q.

D. Multiscale Context With Linear Self-Attention

The original self-attention mechanism calculates the similar-
ity between the global pixels of the image. The pixel resolution
of HRRSI is enormous, which will occupy much more memory
when calculating the similarity feature map. Therefore, this
article proposes a multiscale context self-attention mechanism
that requires multiple feature maps as input, including feature
maps of local patch and mutliscale context patch. The local patch
uses a small segmented image. The objects on edge may be
segmented into multiple patches, so the role of the multiscale
context patch is to supplement these features and minimize the
number of misclassification of local patch segmentation.

Figs. 5 and 6 show that the local image patch and the
multiscale context patch are input into the backbone network
to obtain the local feature map A and the multiscale context
feature map B and C. The three feature maps obtain the output
results through the context self-attention mechanism. When the
HRRSI is cropped into multiple local image patches, the same
object’s features are cropped into multiple image patches. The
lack of object features may lead to the wrong segmentation.
The multiscale context image patches can enhance the feature
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Fig. 6. Channel context multiscale attention mechanism.

Fig. 7. Position context multiscale linear attention mechanism.

Fig. 8. Position and channel linear self-attention module.

TABLE I
EXPERIMENTAL RESULTS OF POTSDAM DATASET

Fig. 9. Schematic diagram of multiscale context image patch acquisition.

of local image patches. Assuming that there are M feature maps
of multiscale context patch are used, the equation of the context
self-attention mechanism is as follows:

A(x) =

M∑
i=1

softmax

(
QAK

T
i√

D

)
VA. (13)

Taking the local image L as the query vector, the similarity
between the key vector of B and C and the query vector Q is
calculated, respectively, and then multiplied by the value vector
of A. In this way, the B and C vectors will affect the feature
map of A and supplement the missing feature.

The computational complexity of Fig. 5 is O(N2), so we
use the linear self-attention kernel function DeLU instead of
softmax. As shown in Fig. 7, the time complexity and spatial
complexity are reduced to O(N). After replacing the kernel
function, the equation of position context linear self-attention is
defined as follows:

A(x) =
DeLU(Q)T

∑M
i=1

∑N
j=1 DeLU

(
Ki

j

)
Vj

T

DeLU(Q)T
∑M

i=1

∑N
j=1 DeLU

(
Ki

j

) . (14)

Position attention mechanism (PAM) and channel attention
mechanism (CAM) are used to model the long-term dependence
of location and channel, respectively. An attention patch is
designed to improve the extraction ability of each layer of the
feature map (see Fig. 8).

IV. EXPERIMENTS

This chapter will describe the datasets, parameter settings,
training parameter settings, and experimental results on each
dataset.

A. Dataset

In order to demonstrate the effectiveness of the proposed
model, the ISPRS Potsdam dataset and the GID is used. In this
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Fig. 10. Experimental effect of the benchmark models on Potsdam dataset.

TABLE II
MIOU EXPERIMENTAL RESULTS OF EACH KIND ON POTSDAM DATASET

TABLE III
EXPERIMENTAL RESULTS ON GID DATASET

section, we first briefly describe the data set and introduce the
details of the experiment.

1) Potsdam: ISPRS Potsdam dataset [55] contains 38 high-
resolution images of 6000× 6000 pixels, of which 24 are train-
ing sets and 14 are test sets. The dataset provides four channels:

near-infrared, red, green, and blue. RGB three-channel data is
selected in the experiment. The experiment only uses images
for training, which are RGB three-channel images. We cut the
image into patches of 256× 256 and obtain large and medium
patches centered on each patch. The size of medium and large
patches are 512× 512 and 768× 768, respectively. The large
and middle patches are scaled to the same size as the original
image. Moreover, we increase the amount of data by rotating,
resizing, flipping, and adding random noise (see Fig. 9).

2) GID: GID [56] is a large-scale high-resolution remote
sensing image dataset taken by Gaofen-2. The dataset includes
the large-scale classification set (GID-5) and the fine land cover
set (GID-15), which contains ten images with a resolution of
7200× 6800pixels. GID dataset has the characteristics of a wide
distribution of land cover information and is close to the natural
distribution of ground objects. In terms of data processing, we
cut the dataset into 256× 256 image patches and discarded
the redundant parts. We obtained a total of 7280 samples,
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TABLE IV
MIOU EXPERIMENTAL RESULTS OF EACH KIND ON GID DATASET

and the large patch and medium patch centered on each patch,
where the size of the medium patch is 512× 512, and the size of
the large patch is 768× 768. Scale the large and medium patches
to the same size as the original image. We first scrambled the cut
dataset and then made the training set, validation set, and test
set in the ratio of 6 : 2 : 2.

B. Evaluation Metric

Pixel accuracy (PA), mean pixel accuracy (MPA), kappa
coefficient (K), and mean intersection over union (MIoU) were
used to evaluate the performance of MSCSANet on two datasets.
PA is not sensitive to a few classes in unbalanced datasets,
while MIoU is excessively sensitive to a few classes. Therefore,
we use frequency weighted intersection over union (FWIoU)
to evaluate the performance further. PA, MPA, K, MIoU, and
FWIoU metrics are calculated as follows:

PA is the proportion of correctly classified pixels of all total
image pixels, as shown as follows:

PA =

∑k
i=0 pii∑k

i=0

∑k
j=0 py

. (15)

The mean PA is the proportion of correctly classified pixels
of each class in all pixels of this class. Take the average value of
the results, as shown as follows:

MPA =
1

k + 1

k∑
i=0

pii∑k
i=0 pij

. (16)

MIoU calculates the ratio of the intersection and union of two
sets of actual and predicted values. See equation as follows:

mIoU =
1

k + 1

k∑
i=0

pii∑k
j=0 pij +

∑k
j=0 pji − pii

. (17)

Kappa coefficient is an index used for consistency tests and
can also measure the effect of classification. Kappa’s calculation
result is between - 1 and 1, but it usually falls between 0 and 1.

See equation as follows:

K =
po − pe
1− pe

. (18)

FWIoU sets the weight according to the frequency of each
class, and the weight is multiplied by the intersection over union
(IoU) of each class and summed. It is formulated as follows:

FWIoU =

∑k
i=0

Pii∑k
j=0 Pij+

∑k
j=0 Pji−pii

′∑k
i=0

∑k
j=0 Pij

. (19)

C. Training Configuration

In order to comprehensively evaluate the performance
of MSCSANet, contrast models such as U-Net [16],
deeplabV3+[28], RefineNet [20], PSPNet [19], ACFNet [22],
SegNet [21], DANet [18], and OCRNet [23] are used for com-
parison. To ensure the fairness of each model, all models use
ResNet50 as the backbone. All models are implemented by
PyTorch. Moreover, an SGD optimizer is used, and the learning
rate is set to 0.003 and attenuated by a poly polynomial. For the
loss function setting/selection, the cross-entropy loss function is
selected as the quantitative evaluation method. (9) is set to 10.
The batch size is eight, and the training algebra is set to 300. All
experiments were conducted on the Tianhe-I platform. NVIDIA
Tesla V100 GPU is used for experiments on the Tianhe-I plat-
form, and the GPU memory is 16 GB.

We complete the comparison experiments of each model on
two datasets to compare the performance of different semantic
segmentation models. In addition, ablation experiments are de-
signed to verify the significance of the selected context size and
number.

D. Experimental Results of Potsdam Dataset

We compare the experimental results of our proposed MSC-
SANet network with some other state-of-the-art networks
(U-Net, DeeplabV3+, DANet, PSPNet, RefineNet, SegNet,
ACFNet, OCRNet) over the same dataset. Moreover, we use
the same dataset for comparison. We set the same parameters on
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Fig. 11. Experimental effect of benchmark model on GID dataset.

TABLE V
EFFICACY OF CONTEXTS FOR LOCAL SEGMENTATION

the Potsdam dataset. The experimental results of the abovecen-
tralized model are shown in Tables I and II.

As shown in Table I, the experimental results of U-Net and
SegNet are poor, with MIoU of 70.24% and 72.31%, respec-
tively. The main reason is that the original U-Net network is too
simple to extract deep features, while SegNet does not consider
the spatial context of the image. Although the Deeplabv3+
network combines multiscale information, the segmentation
accuracy and MIoU of each feature class are not high. Due to
the introduction of a dual attention module, DANet improves
the segmentation accuracy of various ground objects. Compared
with several other advanced networks, DANet’s various evalua-
tion indicators are the best, and its MIoU reaches 76.98%, which
is 2.43% higher than Deeplabv3’s 74.55%. PSPNet introduced
the pyramid pooling module and added an auxiliary loss func-
tion, and the effect was quite good. Its MIoU reached 75.10%.
The remaining experimental results of RefineNet, ACFNet, and
OCRNet are relatively close, with MIoU of 74.44%, 74.23%,
and 74.56%, respectively. RefineNet uses a residual convolu-
tion module, multiresolution fusion module, and chain residual
pooling module, which is helpful for semantic segmentation

of HRRSI. ACFNet utilizes the relationship between pixels in
the same class to achieve class-level context, consistent with
high-resolution images. OCRNet has also achieved good results
by enhancing its pixel representation with object region rep-
resentation. Using multiscale contextual image patches and a
double-ended linear self-attention module, our model achieves
the best experimental results among these models, with MIoU
reaching 78.91%, which is still a 1.93% improvement compared
to the best DANet above.

The visual structure of these models is shown in Fig. 10.
We select five typical images from the prediction results for
comparison. In scene 1, U-Net, deeplabV3, and OCRNet easily
confuse low vegetation and impervious surfaces because the
features of these two types of ground objects are relatively close,
and our proposed model has an excellent ability to distinguish
these easily confused features. In scene 2, U-Net, DeeplabV3+,
RefineNet, SegNet, and ACFNet are challenging to recognize the
features of the image boundary. However, by using multiscale
context features, our model can well solve the problem of feature
loss caused by image cutting. In scene 3, each class is also easy
to confuse because the background and low vegetation have
similar features. Only DANet, PSPNet, OCRNet, and our model
can be well distinguished. In scene 4, some models have poor
discrimination of car contours, while the models using the atten-
tion mechanism have better effects. In the image with complex
features, such as scene 5, all models do not get outstanding
results because it is complicated to distinguish between low
vegetation and impervious surfaces.

Overall, our model has a good recognition effect in each scene.
Especially for boundary regions and easily confused regions,
our model can use multiscale information to complement the
features. Second, small objects such as cars have few available
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TABLE VI
SCALES OF CONTEXTS FOR LOCAL SEGMENTATION

features compared with large objects, and small objects adjacent
to the aggregation area are difficult to distinguish. Benefiting
from the attention mechanism, our model also has advantages
in small object detection.

E. Experimental Results on GID Dataset

Unlike the ISPRS Potsdam dataset, the GID dataset contains
15 land-use types, which makes the segmentation of the GID
dataset more difficult. Similar to the experiment in the previous
section, we prove the superiority of our model by comparing our
model with other advanced models.

Table III shows that the GID dataset cannot reach the accuracy
of the Potsdam dataset because the GID dataset has many types
of objects and more complex data. In Table III, our model
achieves the best result on each evaluation index. Comparing
the optimal results of each model in each evaluation index,
MSCSANet improves PA by 0.98%, CPA by 1.09%, Kappa
coefficient by 1.87%, MIoU by 1.56%, and FWIoU by 1.61%.

In order to compare the segmentation effects of these different
types of networks, we selected five different scenes from the
dataset and marked them as scene 1 to scene 5 in Fig. 11. scene
1 can be used to compare the segmentation effects of different
networks on images with large differences in size characteristics
because it includes most urban residential areas and a small part
of lakes. Scene 2 can test the segmentation effect of different
networks in complex scenes because it includes complex scenes
such as irrigation land, industrial land, rural residential areas,
and ponds. The main body of scene 3 is industrial land adjacent
to a lake, which is a typical urban area. Scene 4 is a scene in a
rural area consisting of irrigated land and rural residential. Scene
5 is a scene with a large amount of traffic land in the city, the
roads are slender, and it is challenging to identify the wide roads.
The feature of these different scenes are easy to confuse, all of
which are very suitable for verifying the segmentation effect of
different networks. Using these five scenes, we can compare the
segmentation performance of each network on high-resolution
images from different perspectives. These scenes and different
feature types are shown in Fig. 11.

In scene 1 of Fig. 11, U-Net, SegNet, Deeplabv3+, PSPNet,
and ACFNet have poor segmentation effects on lakes, and
lakes are not entirely detected. However, DAnet, OCRNet, and
MSCSANet have enhanced the long-term dependent feature
due to the introduction of the attention module. Hence, the
segmentation of large patches of land such as lakes is better. In
scene 2, there are many types of ground objects. These models

have better segmentation effects on industrial land and irrigated
land with prominent feature, but the segmentation effects on
rural residential and pond are pretty different. Only ACFNet
and MSCSANet have a relatively complete segmentation of
rural residential. Deeplabv3+, PSPNet, SegNet, and ACFNet
have poor segmentation effects on the pond. In scene 3, only
SegNet, OCRNet, and MSCSANet have better segmentation
performance for urban residential in the lower right corner than
other models. In scene 4, rural residential and irrigated land have
similar features, which is very easy to confuse. In these models,
U-Net, Deeplabv3+, DANet, RefineNet, and MSCSANet can
better distinguish between rural residential and irrigated land be-
cause these models use context information. In scene 5, OCRNet
and MSCSANet classify roads better. In the segmentation results
of other models, roads will be disconnected. This is mainly
because our model introduces an attention module, which can
obtain long-distance dependencies.

Furthermore, as shown in Table IV, we show the MIoU for
each feature class. U-Net and SegNet in classifying Shrub land
are 0, mainly because there are few samples of Shrub land,
so it is difficult for these two models to learn the feature of
shrub land during training. Deeplabv3+ combines multiscale
features, but the accuracy of ground object segmentation is
not satisfactory. In contrast, DANet improves the segmentation
accuracy of various ground feature classes. The segmentation
accuracy of industrial land and artificial grassland is the highest
because DANet uses the self-attention mechanism. The MIoU
of our proposed model is as high as 67.09%, which is due to the
combination of multiscale context features and self-attention
mechanism.

F. Ablation Studies

In this section, we will prove the superiority of the model
design through the experimental results of different parameter
and network structure settings.

Efficacy of contexts. We first demonstrate the effectiveness
of context through this experiments. We use the following four
experimental schemes for comparison: local image patch, local
image patch and mesoscale image patch, local image patch
and large-scale patch, and three-scale image patches. The final
experimental results are shown in Table V. Overall, multiscale
context input improves the segmentation accuracy of the dataset.
Compared with only using the linear self-attention mechanism,
the accuracy of the GID dataset is improved by 1.33%, and
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1.34% improves that of the Potsdam dataset. Because the proba-
bility of the local image patch’s contour is part of some objects’
semantic information, it is difficult to infer the semantics of
objects close to the edge even though the autocorrelation of
attention mechanism. Therefore, the use of medium and large-
scale image patches can provide context information, which will
be conducive to segmentation. However, based on experiments,
we find that only using a certain scale of context image patch
does not necessarily produce a better experimental effect. The
experimental effect of using only a multiscale image patch on
two datasets is worse than that of using local image patches.
Therefore, using the complementary information of multiple
contextual image patches with different scales can bring better
experimental results.

Context scale. This part studies the impact of different context
scales on the performance of the model. As shown in Table VI,
we use multiple sets of context scales to study the segmenta-
tion effect on GID and Potsdam datasets. Theoretically, if the
context scale is close to the local image patch size, it will cause
information redundancy and will not bring much performance
improvement. Therefore, in order to fully study the influence of
different scales of context, we choose the multiple of local image
patches as the context scale. From the experimental results,
the optimal context of GID dataset is 256× 256, 512× 512
and 768× 768, and the optimal context of Potsdam dataset is
256× 256, 768× 768 and 1280× 1280. The data’s features and
position structures are different, leading to the inconsistency of
their optimal context.

V. CONCLUSION

In this article, we propose a model that integrates contextual
multiscale and linear self-attention. The contextual multiscale
input convolution model can fully obtain the coarse-grained
and fine-grained feature information of different image patches.
The extracted large-scale image features will supplement the
missing feature of local image patches. The multiscale linear
self-attention mechanism takes the output feature of the multi-
scale convolution as the input. The global semantic correlation
of multiscale input images is modeled to reduce the impact of the
lack of target features at different scales caused by image seg-
mentation. The prediction results of our MSCSANet model on
Potsdam and GID datasets are competitive with other advanced
models. The self-attention mechanism still has great potential
for many applications in remote sensing.

In the future, we will study the self-attention mechanism in
solving the problem of fuzzy edges of different categories of
targets in semantic segmentation.
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