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Abstract—In recent years, multibaseline phase unwrapping
(MBPU) has been widely studied, but it is still suffering from the
problem of low noise robustness. In view of this, two cluster cor-
rection methods for the cluster analysis-based MBPU algorithms
are presented to improve the accuracy and effectiveness of the
algorithm. In the first method, a suitable box centered on each
pixel is selected and the cluster with the highest frequency in the
box is taken as the corrected cluster to which the central pixel
belongs; in the second method, all pixels are divided into core
pixels and noncore pixels according to the predefined density, and
then the cluster of the noncore pixels is corrected to the one that
appears most frequently in the selected box centered on the noncore
pixels. Experiments on both simulated and real datasets confirm the
effectiveness of the proposed cluster correction methods.

Index Terms—Cluster analysis (CA), cluster -correction,
interferometric synthetic aperture radar (InSAR), multibaseline
(MB), phase unwrapping (PU).

I. INTRODUCTION

NTERFEROMETRIC synthetic aperture radar (InSAR) can
I obtain terrain and deformation information of ground targets
according to the absolute interferometric phases of SAR images
corresponding to the same scene [1], [2]. However, an InSAR
system can only get the principal value of the absolute phases,
i.e., wrapped phases, which is between —m and 7 or O and
2 7. Therefore, the absolute phases must be reconstructed by
phase unwrapping (PU) [3], [4]. To solve this problem, the
single-baseline phase unwrapping (SBPU) technique is first
proposed. For this traditional technique, there are two unknowns
in one equation, which will lead to many solutions. Therefore,
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to ensure the uniqueness of the solution, SBPU assumes that the
phase difference between adjacent pixels is less than 7, which
is called the Itoh condition or phase continuity assumption [4],
[5]. In order to overcome the constraint of the Itoh condition in
SBPU, the multibaseline phase unwrapping (MBPU) technique,
whose theoretical basis is Chinese remainder theorem (CRT), is
proposed [6].

In the past few decades, MBPU has been extensively stud-
ied. Three MBPU methods using multiple interferograms with
different baselines or frequencies were first proposed in [6].
Then, the maximum likelihood (ML) estimation-based method
was proposed in [7], [8]. Subsequently, a new strategy based on
maximum posterior probability (MAP) estimation was proposed
in [9], [10]. In [11], an extended Kalman filter (EKF) and the
ML criterion were combined to improve the performance of the
ML-based MBPU method. In [12], the nonlocal means filtering
technique was applied to the MAP-based MBPU method. In
[13], a two-stage programming approach (TSPA) was proposed,
which transplanted the framework of the SBPU to the MBPU.
Subsequently, two refined TSPA methods were presented. In
[14], the performance of the first stage of TSPA was improved
through assuming that the local terrain height surface can be
approximated by a local plane to combine more neighborhood
information. In [15], the second stage of TSPA was improved
by using the unscented Kalman filter. In [16], the [”-norm
model was used to compare the digital elevation model (DEM)
reconstruction accuracy between the classical SBPU methods
and their corresponding TSPA-based MBPU methods, and it
was found that the latter is better. In [17], [18], the baseline
design criteria and requirements for MBPU were outlined. In
[19], the artificial intelligence (Al)-based SBPU methods and
MBPU methods in InNSAR were reviewed comprehensively.

In addition, more and more researchers focus on the cluster
analysis (CA)-based MBPU methods. In [20], the fast CA-based
MBPU technique was first proposed. In this technique, the pixels
were clustered according to the intercept information of the
MB interferograms, and then MBPU is performed cluster by
cluster. In [21], the closed-form robust CRT was used to solve the
ambiguity vectors of each pixel, then the clusters were conducted
according to the ambiguity vectors, and some measures were
designed to improve the performance. In [22], a CA-based
noise-robust MBPU algorithm (abbreviated as CANOPUS) was
proposed, in which the recognizable mathematical pattern was
extended from the intercept dimension to the azimuth, range,
and intercept dimensions. In [23], a linear combination strategy
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was adopted to increase the ambiguity heights and reduce the
influence of noise for the CA-based MBPU method. In [24], a
closed-form robust CA-based MBPU and filtering algorithm was
proposed, which further improves the efficiency and accuracy
of the PU results. In [25], the block-matching and 3-D filtering
(BM3D) technique was combined with the CA-based MBPU
method to further improve the PU accuracy. In [26], a deep
convolutional neural network (CANet)-based MBPU method
was proposed.

However, the noise robustness of the CA-based MBPU meth-
ods still needs to be further improved: 1) It is sensitive to phase
noise, and a small phase noise may cause a large unwrapping
error, which makes the noise robustness of the method poor [17];
2) two clusters that are close to each other may merge into one
cluster for the CA-based MBPU algorithm, resulting in wrong
clustering results [22]; and 3) for the CANOPUS algorithm,
many noise patterns and some small-scale clusters will appear
in the case of serious noise [22]. Therefore, it is necessary to
take some measures to correct those wrong clusters.

Inspired by the concepts of density and core patterns intro-
duced in [22], we propose two cluster correction methods for the
CA-based MBPU algorithms to improve the noise robustness.
In the first method, the cluster that appears the most times in
the selected box is taken as the corrected cluster of the center
pixel. In the second method, all the pixels are first divided into
core pixels and noncore- pixels according to the density which is
predefined, and then the cluster of the noncore pixels is corrected
to the one that appears the most times in the selected box.

The main contributions of this paper are threefold.

a) Two cluster correction methods are proposed, one is the
pixel-by-pixel cluster correction (PPCC) method, and the
other is the noncore pixel cluster correction (NPCC)
method. Both methods can effectively reduce the inter-
ference of noise and improve the clustering accuracy and
effectiveness of the CA-based MBPU algorithms.

b) Two new definitions of density are proposed for the
NPCC method. Compared with the density definition in
the CANOPUS algorithm, the boundary between adjacent
clusters is more obvious under these two definitions.

c) The selection of box size and density threshold for the
cluster correction methods is discussed. By selecting the
box size and determining the density threshold appropri-
ately, cluster correction can be carried out smoothly in dif-
ferent terrain environments while ensuring the execution
efficiency.

The structure of the article is as follows. In Section II, the basic
principle and limitations of the CA-based MBPU are reviewed.
Then, Section III introduces the main principles of the cluster
correction methods. Section IV verifies the effectiveness of the
proposed cluster correction methods by experiments. Finally,
Section V concludes this article.

II. BASIC PRINCIPLE AND LIMITATIONS OF THE CA-BASED
MBPU METHODS

The measured wrapped phase of the target can be determined
by [20].

p(s) = P(s) = 2k(s)m ()
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where 1(s) is the flattened absolute interferometric phase of
the sth pixel, k(s) is the unknown ambiguity number, and ¢(s)
is the wrapped phase. To obtain the correct unwrapped phase
¥ (s) , we should find the correct ambiguity number k(s) first.
Since there are two unknowns in an equation, it is impossible to
directly solve the two unknowns [¢/(s) and k(s)] from (1). There
are two methods to solve (1): The first one is SBPU, but it must
obey the phase continuity assumption. The second one is MBPU.
For brevity, only two baselines are considered in the following
discussion. Assuming that the wavelength of the InSAR system
is A, and the look angle of the master channel is 6, then the terrain
height can be reconstructed by [20]

A-7r(s)-sinf
his) = 47(T~>B'

where r(s) is the slant range of the sth pixel for the master
channel, ;(s) denotes the flattened absolute interferometric
phase of the sth pixel in the ith interferogram, h(s) is the terrain
height of the sth pixel, and B, represents the perpendicular
baseline of the ith interferogram. In combination with (1) and
(2), the following formula can be obtained:

_ By Ba-¢1(s) —Bi-¢a(s)
Bl 27T-Bl '

It can be seen from (3) that when the baselines have been
determined, the slope of the line is a constant, and the intercept
is jointly determined by Bj, Bz, ¢1(s), and ¢2(s). Defines
the ambiguity vector [k1(s), k2(s)] as the ambiguity numbers
corresponding to the sth pixel of the two channels. Therefore,
the pixels within the same cluster must have the same ambiguity
vector, and the corresponding lines have the same slope and pass
through the same integer point[k; (s), k2(s)] on the k1 —k5 lane. It
follows that the lines within the same cluster overlap each other,
i.e., their intercepts are the same. This is the basic principle of
the CA-based MBPU methods, i.e., all the pixels corresponding
to the lines with the same intercept belong to the same cluster.
In addition, for the CANOPUS algorithm, it is required not only
that the pixels in the same cluster have similar intercepts, but
also that they are density-connected in the 3-D space composed
of row (azimuth), line (range), and intercept dimensions.

To summarize, the main processing procedure of the CA-
based MBPU methods can be shown in Fig. 1, and the main
steps are as follows.

i (s) @)

ko

ki (s) + 3)

Step 1: The intercept map is obtained according to the inputted
interferograms by using (3).

Step 2: All the pixels are clustered into different groups accord-
ing to the CA algorithm or the CANOPUS algorithm.

Step 3: The intercepts of each cluster’s centerline are found by
using the histogram method.

Step 4: The ambiguity vectors of each group are obtained ac-
cording to the intercept of each cluster’s centerline.

Step 5: The unwrapped phases are calculated according to the
ambiguity vectors of each group.

It should be noted that the clustering result in Fig. 1 is shown
with different numbers to distinguish different clusters for the
convenience of description, which is also adopted in [20], [22].
Therefore, we use the term “cluster number” to describe the
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Fig. 1.  Main processing procedure of the CA-based MBPU.

cluster to which a pixel belongs, in this article. But there are
some subtle differences in the meaning of the term in these
two clustering algorithms. The CA algorithm only distinguishes
different clusters by the intercept information, so the cluster
number is only related to the intercept value, and it is specified
that each cluster is numbered in the order of the intercept value
from small to large. For example, if there are L clusters in total,
then they can be numbered as 1, 2,..., L, according to the in-
tercept value. However, the CANOPUS algorithm distinguishes
different clusters by row, line, and intercept information, and
there are cases where the intercepts are similar but the row and
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(@) (b)

Fig. 2. Clustering results in the presence of noise. (a) The clustering result
of the CA algorithm with noise (unit: rad). (b) The clustering result of the
CANOPUS algorithm with noise (unit: rad).

line positions are quite different, so each cluster is numbered
according to the order in which it is identified. Moreover, there
are noise patterns in the CANOPUS algorithm that do not belong
to any cluster and are numbered as —1. Therefore, the greater
the cluster number difference in the CA algorithm, the greater
the difference in their intercept values, and the greater the cluster
number difference in the CANOPUS algorithm, the greater the
difference in their 3-D spatial locations.

However, the CA-based MBPU methods still have some
shortcomings. For example, Fig. 2(a) is the clustering result of
the CA algorithm in the presence of noise, and Fig. 2(b) is the
clustering result of the CANOPUS algorithm under the same
condition. It is clear from Fig. 2 that there will be some wrong
clustering results when noise is present in the interferograms,
which need to be corrected. Therefore, two cluster correction
methods are proposed in the following section to improve the
accuracy of the clustering results.

III. CLUSTER CORRECTION FOR THE CLUSTERING RESULTS

According to the analysis in the last paragraph of the previous
section, there will be some wrong clustering results when only
the CA or CANOPUS algorithm is used. To further improve
the PU accuracy, cluster correction is needed after the initial
clustering results are obtained. In fact, we only add a cluster
correction step to the original CA or CANOPUS algorithm, but
the other steps do not change. In other words, when the corrected
clustering results are obtained, we still use the histogram method
to find the intercepts of each cluster’s centerline, and then
use the search method introduced in [20] or the closed-form
solving formula given by [24] to find out the ambiguity vectors
corresponding to those intercepts, and finally get the unwrapped
phase according to the ambiguity vectors.

A. Pixel-by-Pixel Cluster Correction (PPCC) Method

For the pixel-by-pixel cluster correction (PPCC) method, the
cluster numbers of all pixels are considered unreliable and need
to be corrected. A suitable box is selected for each pixel, and the
cluster number with the highest frequency in the box is taken
as the corrected cluster number of the pixel in the center of the
box.

The specific steps are as follows: First is selecting a pixel
and designing an appropriate box centered on the pixel, then
counting the occurrence times of each cluster number in each
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box, looking for the cluster number with the most occurrence
times in the current box, and then modifying the cluster number
of current center pixel to the one with the most occurrence
times in the box. This process is repeated until all the pixels
are corrected. The pseudocode of the PPCC method is given
below.

Step 1: WHILE M ## () (M is defined as the set of pixels to be
corrected).

Step 2: Select a pixel ¢ in M and design an appropriate box
centered on this pixel.

Step 3: Count the number of occurrences of each cluster number
in the box.

Step 4: Correct the cluster number of pixel i to the cluster number
that appears most frequently in the box, and update pixel i to
the next pixel.

Step 5: END WHILE.

B. Noncore Pixel Cluster Correction (NPCC) Method

For the NPCC method, only the cluster numbers of the non-
core pixels are considered unreliable and need to be corrected.
The concepts of density, core pattern, and noncore pattern were
introduced into the CANOPUS algorithm by [22]. For better
understanding, “pattern” is replaced by “pixel” in this article.
Intuitively, density is a parameter that describes whether a pixel
is a core pixel or a noncore pixel. When the density is greater
than the certain threshold (i.e., the MinPts in [22]), the pixel is
regarded as a core pixel and its corresponding cluster number
is considered to be reliable; otherwise, it is a noncore pixel,
and its corresponding cluster number must be corrected. In
view of the definition of density in [22] has no clear physical
meaning, two new definitions are proposed in this article. The
first definition is the number of pixels in the selected box with
the same cluster number of the center pixel. The second one is
the number of pixels in the selected box whose intercept differ-
ence with the center pixel is less than a fixed value. Assuming
that the simplest integer ratio of By/Bj is I'1 /'y, then the
minimum intercept difference between any two clusters is 1/I"y
according to Fig. 1(b) of [24]. Thus, this fixed value can be
taken as 1/(2T'3). For example, if the first definition is used and
the box size is W x W, and there are n pixels with the same
cluster number as the center pixel, then the density is n. After
the density is defined, the pixel whose density is greater than
the threshold value will be regarded as a core pixel; otherwise,
it will be regarded as a noncore pixel and should be corrected.
For convenience, the cluster correction method using the first
density definition is called the NPCC1 method, and the other
one is named as the NPCC2 method.

The pseudocode of the NPCC method is given below.

Step 1: WHILE M # () (M is defined as the set of pixels to be
corrected).

Step 2: Select a pixel 7 in M and select an appropriate box
centered on this pixel.

Step 3: Select a density definition to calculate the density n
corresponding to pixel i.

8603

Step 4: The density threshold ny is set according to the density
distribution in the box.
Step 5: If the density of pixel ¢ is greater than n, it is denoted
as a core pixel; otherwise, it is denoted as a noncore pixel.
Step 6: According to the ML criterion, the cluster number of the
noncore pixel is changed to the cluster number that appears
the most times in the box. And pixel i is updated to the next
pixel.

Step 7: END WHILE.

C. Box Size and Minimum Points Determination Method

Before performing the two cluster correction methods, some
parameters need to be determined first since different parameter
values may lead to different results. For PPCC, we just need
to determine the box size (Wyx Wy). But for NPCC, the box
size (W2 x W3) and the corresponding certain threshold MinPts
(minimum number of points) are both need to be determined. A
large box size can improve the execution efficiency, but it cannot
distinguish some small clusters. A small box size can distinguish
small clusters, but it will take more time.

Generally, the selection of box size for both PPCC and NPCC
is related to the resolution of the SAR image, the complexity of
terrain, the severity of phase noise, and so on. If the SAR image
resolution of the interesting area is high or the surface changes
drastically or the noise is not significant, a small box can be
selected; otherwise, a large box should be selected. Of course,
it is necessary to determine the optimal size through multiple
experiments with several values.

In addition, the box size can be the same or different for each
investigated pixel according to the actual situation. If the surface
changes slowly or the noise is not significant, or the data set is
small, a constant box size and minimum points can be employed.
This is a simplified method, which can save the execution time
of the algorithm. For the experiments in Section IV, all the data
sets are small, so the boxes with the same size and MinPts are
selected for the whole interferogram.

In fact, the selection of the box size is similar to the determi-
nation of the parameter radius ¢ in Section III-B of [22], so the
radius determination method introduced in that paper can also
be used exactly, i.e., regard the radius which leads to the first
peak of the density derivative curve with respect to the radius as
the final radius ¢, and then the box size will be set to [2¢]x[2¢],
where [-] represents the rounding operation. It should be noted,
however, that the box size used for cluster correction does not
need to be the same as the one used for density calculation.

The determination of the density certain threshold MinPts is
more complicated. It depends not only on the noise level and ter-
rain variation, but also on the size of the box. If a smaller density
threshold MinPts is selected, the number of noise pattern can be
reduced, but merging may occur between adjacent clusters. If a
larger density threshold MinPts is selected, the higher clustering
accuracy can be obtained, but the number of noise patterns will
also increase. When the noise is serious and the terrain change
is steep, there will be fewer pixels with the same cluster number,
so a smaller MinPts should be chosen. Conversely, MinPts can
be larger. According to the practical experiences in Section IV,
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MinPts should be greater than or equal to half of the total number
of pixels in the box.

D. Time Complexity

Since this article only adds a cluster correction process to the
original CA or CANOPUS algorithm, it only needs to analyze
the time complexity of this process. The time complexity of
the other processing steps is consistent with [20] and [22].
Because the PPCC method needs to correct all the pixels, its
time complexity is obviously higher than the NPCC method,
especially when there are fewer noncore pixels.

Suppose that the size of the interferogram is N, and the size
of the selected box is WZ. Among all the steps of the PPCC
method, it can be seen from the description of Section III-A that
the time complexity of Step 3 and Step 4 are both O(WZN), and
the time complexity of the other steps is negligible. Therefore,
the time complexity of the PPCC method is O(2WZN).

For the NPCC method, suppose that the size of the selected
box is W3, and the total number of noncore pixels is C. Then,
from the description of Section III-B that the time complexity
of Step 3 is O(WZN), Step 6 is O(W3C'), and the compu-
tation of the other steps is negligible. In general, the number
of noncore pixels C is much smaller than the size N of the
interferogram, so the time complexity of the NPCC method is
O(WZN).

IV. EXPERIMENTAL RESULTS AND ANALYSIS

In this section, the cluster correction methods proposed in
Section III will be used on the clustering results of the two
clustering algorithms to verify the effectiveness of the cluster
correction methods.

The first experiment was performed on a simulated scenario
with both discontinuous and smooth regions. The real heights
of the scene are set to 35 and 80 m, respectively. The base-
lines are 500 and 300 m, and the coherence coefficients of the

corresponding interferogram are 0.8 and 0.7, respectively. The
true intercepts corresponding to this simulated scenario (i.e.,
the coresponding intercepts in the case of no noise) are 1 and
1/3, respectively, so there should be only two clusters when
clustering with the CA algorithms in the case of no noise. The
two simulated noiseless interferograms are shown in Fig. 3(a)
and (b). The true noiseless unwrapped phases are shown in
Fig. 3(c) and (d). The simulated noisy interferograms are shown
in Fig. 3(e) and (f), respectively, and the noisy unwrapped phases
are shown in Fig. 3(g) and (h). Comparing Fig. 3(a) and (b)
with Fig. 3(e) and (f), we find that the interferogram has been
seriously contaminated by noise. Comparing Fig. 3(c) and (d)
with Fig. 3(g) and (h), we find that due to the presence of noise
contamination, there are many serious errors in the unwrapped
results obtained by direct using the CA or CANOPUS algorithm
without cluster correction.

If the box size is set to be 9 x 9, we will get the density
distribution maps with three different definitions shown in Fig. 4.
The density distribution map defined by the CANOPUS algo-
rithm is shown in Fig. 4(a). It can be seen from Fig. 4(a) that it
does not show the boundaries between adjacent clusters well.
Fig. 4(b) shows the density distribution map defined by the
NPCC1 method, and Fig. 4(c) is the density distribution map
defined by the NPCC2 method. It can be seen from Fig. 4(b)
and (c) that the two density definitions show the boundaries
between adjacent clusters well.

Then, the cluster correction methods are used to correct the
clustering results of the CA algorithm and CANOPUS algorithm
for verifying the effectiveness of the proposed methods. The
cluster number distribution map generated by the CA algorithm
is shown in Fig. 5(a), which shows that there are many wrong
clusters. The cluster number distribution map after the applica-
tion of PPCC is shown in Fig. 5(b). After NPCC1 is applied,
the corresponding cluster number distribution map is shown in
Fig. 5(c). After NPCC2 is applied, the corresponding cluster
number distribution map is shown in Fig. 5(d). As can be seen
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from the corrected results, most of the incorrect cluster numbers
have been corrected.

Since different clusters in the CANOPUS algorithm may
have the same ambiguity vector, the number of clusters in the
clustering results of the algorithm is significantly more than
that of the CA algorithm. The cluster number distribution map
generated by the CANOPUS algorithm is shown in Fig. 5(e).
There are many small clusters in the map, some of which even
only have a few pixels, and these clusters are obviously mean-
ingless. The cluster number distribution map corresponding to
the application of PPCC is shown in Fig. 5(f). After NPCC1 is
applied, the corresponding cluster number distribution map is
shown in Fig. 5(g). After NPCC2 is applied, the corresponding
cluster number distribution map is shown in Fig. 5(h). At this
time, the number of small clusters decreased significantly. The
cluster correction is like that of filtering, but it does not affect
the resolution. Even if some clustering results are wrong, they
only make the boundaries shift a bit, not make them disappear.
For the CA algorithm, the execution time of the PPCC method is
0.726 s, the execution time of the NPCC1 method is 0.511 s, and
the time of the NPCC2 method is 0.521 s. For the CANOPUS
algorithm, the execution time of the PPCC method is 1.831 s, the

execution time of the NPCC1 method is 0.964 s, and the time
of the NPCC2 method is 0.972 s [CPU: Intel (R) Core (TM)
i7-4510U 2.00 GHz, RAM: 8.00GB].

For the CA algorithm, the unwrapped phases with the short
and long baseline after cluster correction by the PPCC method
are shown in Fig. 6(a) and (b). After NPCC1 is applied, the
corresponding unwrapped phases are shown in Fig. 6(c) and (d).
After NPCC?2 is applied, the corresponding unwrapped phases
are shown in Fig. 6(e) and (f). For the CANOPUS algorithm,
the unwrapped phases with the short and long baselines after
cluster correction by the PPCC method are shown in Fig. 6(g)
and (h). After NPCCl1 is applied, the corresponding unwrapped
phases are shown in Fig. 6(i) and (j). After NPCC2 is applied, the
corresponding unwrapped phases are shown in Fig. 6(k) and (1).

From the preliminary results of this experiment, the two
cluster correction methods proposed in this article can correct
the wrong cluster numbers to improve the PU accuracy. The
following is a quantitative analysis of the performance of the two
cluster correction methods. For the CANOPUS algorithm, the
correctness of a pixel’s cluster cannot be judged directly accord-
ing to the cluster number, so the correctness of the unwrapped
results will be judged by the correctness of the corresponding
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Fig. 6. Comparison of the unwrapped results after cluster correction for Experiment 1. (a) Unwrapped phase with the short baseline for the CA algorithm after
cluster correction by the PPCC method (unit: rad). (b) Unwrapped phase with the long baseline for the CA algorithm after cluster correction by the PPCC method
(unit: rad). (¢) Unwrapped phase with the short baseline for the CA algorithm after cluster correction by the NPCC1 method (unit: rad). (d) Unwrapped phase
with the long baseline for the CA algorithm after cluster correction by the NPCC1 method (unit: rad). (e) Unwrapped phase with the short baseline for the CA
algorithm after cluster correction by the NPCC2 method (unit: rad). (f) Unwrapped phase with the long baseline for the CA algorithm after cluster correction by
the NPCC2 method (unit: rad). (g) Unwrapped phase with the short baseline for the CANOPUS algorithm after cluster correction by the PPCC method (unit:
rad). (h) Unwrapped phase with the long baseline for the CANOPUS algorithm after cluster correction by the PPCC method (unit: rad). (i) Unwrapped phase
with the short baseline for the CANOPUS algorithm after cluster correction by the NPCC1 method (unit: rad). (j) Unwrapped phase with the long baseline for
the CANOPUS algorithm after cluster correction by the NPCC1 method (unit: rad). (k) Unwrapped phase with the short baseline for the CANOPUS algorithm

after cluster correction by the NPCC2 method (unit: rad). (I) Unwrapped phase with the long baseline for the CANOPUS algorithm after cluster correction by the
NPCC2 method (unit: rad).

TABLE I
COMPARION OF PUSR FOR EXPERIMENT 1
PUSR of the CA algorithm PUSR of the CANOPUS algorithm
Interferogram 1 Interferogram 2 Interferogram 1 Interferogram 2

Before correction 76.19% 78.55% 79.84% 79.26%
PPCC 99.09% 98.78% 93.11% 92.77%
NPCCl1 95.12% 96.31% 90.12% 89.22%
NPCC2 95.99% 96.44% 88.44% 90.11%

ambiguity vector of each pixel. The PU success rate (PUSR) is

Colorado, USA. And the height ambiguities are 32.1 and 53.5 m,
defined as the percentage of pixels whose ambiguity number is

respectively, and the coherence coefficients of the corresponding

correctly restored to the total pixels in an interferogram. Table I
shows the PUSR with the CA algorithm and the CANOPUS
algorithm before and after cluster correction in Experiment 1.
According to the results, the PUSR has been greatly improved
after cluster correction.

In the second experiment, the cluster correction methods are
tested on a more realistic height profile. Fig. 7(a) is the reference
DEM corresponding to a mountainous area of Isolation Peak in

interferograms are both 0.7. Fig. 7(b) and (c) shows the noiseless
interferograms with two different baselines, and Fig. 7(d) and
(e) is the corresponding noisy interferograms. Fig. 7(f) and (g)
shows the true unwrapped phase with two different baselines,
and Fig. 7(h) and (i) is the noisy unwrapped phase obtained by
the CA algorithm.

Fig. 8(a) is the cluster number distribution map of the CA
algorithm. Fig. 8(b) is the cluster number distribution map after
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Comparison of the clustering results before and after cluster correction for Experiment 2. (a) Cluster number distribution map of the CA algorithm. (b)
Cluster number distribution map of the CA algorithm corrected by the PPCC method. (c) Cluster number distribution map of the CA algorithm corrected by the
NPCCI method. (d) Cluster number distribution map of the CA algorithm corrected by the NPCC2 method. (e) Cluster number distribution map of the CANOPUS
algorithm. (f) Cluster number distribution map of the CANOPUS algorithm corrected by the PPCC method. (g) Cluster number distribution map of the CANOPUS
algorithm corrected by the NPCC1 method. (h) Cluster number distribution map of the CANOPUS algorithm corrected by the NPCC2 method.
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Comparison of the unwrapped results after cluster correction for Experiment 2. (a) Unwrapped phase with the long baseline for the CA algorithm after

cluster correction by the PPCC method (unit: rad). (b) Unwrapped phase with the short baseline for the CA algorithm after cluster correction by the PPCC method
(unit: rad). (c¢) Unwrapped phase with the long baseline for the CA algorithm after cluster correction by the NPCC1 method (unit: rad). (d) Unwrapped phase
with the short baseline for the CA algorithm after cluster correction by the NPCC1 method (unit: rad). (e) Unwrapped phase with the long baseline for the CA
algorithm after cluster correction by the NPCC2 method (unit: rad). (f) Unwrapped phase with the short baseline for the CA algorithm after cluster correction
by the NPCC2 method (unit: rad). (g) Unwrapped phase with the long baseline for the CANOPUS algorithm after cluster correction by the PPCC method (unit:
rad). (h) Unwrapped phase with the short baseline for the CANOPUS algorithm after cluster correction by the PPCC method (unit: rad). (i) Unwrapped phase
with the long baseline for the CANOPUS algorithm after cluster correction by the NPCC1 method (unit: rad). (j) Unwrapped phase with the short baseline for
the CANOPUS algorithm after cluster correction by the NPCC1 method (unit: rad). (k) Unwrapped phase with the long baseline for the CANOPUS algorithm
after cluster correction by the NPCC2 method (unit: rad). (I) Unwrapped phase with the short baseline for the CANOPUS algorithm after cluster correction by the

NPCC2 method (unit: rad).

Fig. 8(a) is corrected by the PPCC method. Fig. 8(c) is the
cluster number distribution map after Fig. 8(a) is corrected by the
NPCC1 method. Fig. 8(d) is the cluster number distribution map
after Fig. 8(a) is corrected by the NPCC2 method. Fig. 8(e) is the
cluster number distribution map of the CANOPUS algorithm.
Fig. 8(f) is the cluster number distribution map after Fig. 7(e) is
corrected by the PPCC method. Fig. 8(g) is the cluster number
distribution map after Fig. 8(e) is corrected by the NPCC1
method. Fig. 8(h) is the cluster number distribution map after
Fig. 8(e) is corrected by the NPCC2 method. As can be seen from
Fig. 8, most of the wrong cluster numbers have been corrected.
For the CA algorithm, the execution time of the PPCC method is
2.327 s, the execution time of the NPCC1 method is 1.531 s, and
the time of the NPCC2 method is 1.497 s. For the CANOPUS
algorithm, the execution time of the PPCC method is 3.921 s,
the execution time of the NPCC1 method is 2.161 s, and the
execution time of the NPCC2 method is 1.927 s [CPU: Intel(R)
Core(TM) i7-4510U 2.00 GHz, RAM: 8.00GB].

For the second experiment, Fig. 9(a) and (b) shows the un-
wrapped phases of the CA algorithm with the long and short
baseline after cluster correction by the PPCC method. After
NPCCI1 is applied, the corresponding unwrapped phases are
shown in Fig. 9(c) and (d). After NPCC2 is applied, the cor-
responding unwrapped phases are shown in Fig. 9(e) and (f).
Fig. 9(g) and (h) shows the unwrapped phases of the CANO-
PUS algorithm with the long and short baselines after cluster
correction by the PPCC method. After NPCCl is applied, the
corresponding unwrapped phases are shown in Fig. 9(i) and (j).
After NPCC2 is applied, the corresponding unwrapped phases
are shown in Fig. 9(k) and (1).

Table II shows the PUSR of the CA algorithm and the
CANOPUS algorithm before and after cluster correction for
Experiment 2. It can be seen from the table that after cluster
correction, the PUSR is still greatly improved, indicating that
the methods proposed in this article are also effective for real
terrain.
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TABLE II
COMPARION OF PUSR FOR EXPERIMENT 2

PUSR of the CA algorithm PUSR of the CANOPUS algorithm
Interferogram 1 Interferogram 2 Interferogram 1 Interferogram 2
Before correction 76.21% 75.33% 79.72% 79.79%
PPCC 99.01% 95.78% 93.81% 91.77%
NPCCI 98.12% 94.31% 90.42% 90.22%
NPCC2 97.99% 94.44% 90.77% 90.11%
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Fig. 10. TanDEM-X MB InSAR data set and clustering results of a mountainous area in Tongchuan, Shaanxi Province, China, 736x191 pixels. (a) Reference
DEM (unit: m). (b) Noisy interferogram with the short baseline (unit: rad). (c) Noisy interferogram with the long baseline (unit: rad). (d) Noisy unwrapped phase
with the short baseline (unit: rad). (e) Noisy unwrapped phase with the long baseline (unit: rad). (f) Cluster number distribution map of the CA algorithm. (g)
Cluster number distribution map of the CA algorithm after cluster correction by the PPCC method. (h) Cluster number distribution map of the CA algorithm
after cluster correction by the NPCC1 method. (i) Cluster number distribution map of the CA algorithm after cluster correction by the NPCC2 method. (j) Cluster
number distribution map of the CANOPUS algorithm. (k) Cluster number distribution map of the CANOPUS algorithm after cluster correction by the PPCC
method. (1) Cluster number distribution map of the CANOPUS algorithm after cluster correction by the NPCC1 method. (m) Cluster number distribution map of

the CANOPUS algorithm after cluster correction by the NPCC2 method.

The third experiment is performed on a real and small-scale
single-pass TanDEM-X InSAR data set (736 x 191 pixels). This
is a mountainous area in Tongchuan City, Shaanxi Province,
China. Fig. 10(a) is the reference DEM obtained by the Space

Shuttle Radar Topographic Mapping mission. Fig. 10(b) and (c)
shows the two interferograms with different baseline lengths,
respectively. Fig. 10(d) and (e) shows the two unwrapped
phases of the CA algorithm with two different baseline lengths,
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Fig. 11.  Comparison of the unwrapped results after cluster correction for Experiment 3. (a) Unwrapped phase with the long baseline for the CA algorithm after

cluster correction by the PPCC method (unit: rad). (b) Unwrapped phase with the short baseline for the CA algorithm after cluster correction by the PPCC method
(unit: rad). (c¢) Unwrapped phase with the long baseline for the CA algorithm after cluster correction by the NPCC1 method (unit: rad). (d) Unwrapped phase
with the short baseline for the CA algorithm after cluster correction by the NPCC1 method (unit: rad). () Unwrapped phase with the long baseline for the CA
algorithm after cluster correction by the NPCC2 method (unit: rad). (f) Unwrapped phase with the short baseline for the CA algorithm after cluster correction
by the NPCC2 method (unit: rad). (g) Unwrapped phase with the long baseline for the CANOPUS algorithm after cluster correction by the PPCC method (unit:
rad). (h) Unwrapped phase with the short baseline for the CANOPUS algorithm after cluster correction by the PPCC method (unit: rad). (i) Unwrapped phase
with the long baseline for the CANOPUS algorithm after cluster correction by the NPCC1 method (unit: rad). (j) Unwrapped phase with the short baseline for
the CANOPUS algorithm after cluster correction by the NPCC1 method (unit: rad). (k) Unwrapped phase with the long baseline for the CANOPUS algorithm
after cluster correction by the NPCC2 method (unit: rad). (1) Unwrapped phase with the short baseline for the CANOPUS algorithm after cluster correction by the
NPCC2 method (unit: rad).

TABLE III
COMPARION OF PUSR FOR EXPERIMENT 3

PUSR of the CA algorithm PUSR of the CANOPUS algorithm

Interferogram 1 Interferogram 2 Interferogram 1 Interferogram 2

Before correction 73.11% 7633% 7872% 79.79%
PPCC 96.71% 97.78% 94.61% 95.77%
NPCCI 95.12% 94.81% 91.42% 93.22%
NPCC2 95.89% 94.94% 91.77% 90.11%

respectively. Fig. 10(f) is the cluster number distribution map
of the CA algorithm. Fig. 10(g) is the cluster number distribu-

map of the CANOPUS algorithm after cluster correction by the
NPCC1 method. Fig. 10(m) is the cluster number distribution

tion map of the CA algorithm after cluster correction by the
PPCC method. Fig. 10(h) is the cluster number distribution
map of the CA algorithm after cluster correction by the NPCC1
method. Fig. 10(i) is the cluster number distribution map of the
CA algorithm after cluster correction by the NPCC2 method.
Fig. 10(j) is the cluster number distribution map of the CANO-
PUS algorithm. Fig. 10(k) is the cluster number distribution
map of the CANOPUS algorithm after cluster correction by
the PPCC method. Fig. 10(1) is the cluster number distribution

map of the CANOPUS algorithm after cluster correction by the
NPCC2 method. For the CA algorithm, the execution time of
the PPCC method is 5.997 s, the execution time of the NPCC1
method is 3.618 s, and the execution time of the NPCC2 method
is 3.566 s. For the CANOPUS algorithm, the execution time
of the PPCC method is 8.745 s, the execution time of the
NPCC1 method is 5.698 s, and the execution time of the NPCC2
methodis 5.776 s [CPU: Intel(R) Core (TM)i7-4510U 2.00GHz,
RAM: 8.00GB].
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For the third experiment, Fig. 11(a) and (b) shows the un-
wrapped phases of the CA algorithm with the long and short
baseline after cluster correction by the PPCC method. After
NPCCI is applied, the corresponding unwrapped phases are
shown in Fig. 11(c) and (d). After NPCC2 is applied, the
corresponding unwrapped phases are shown in Fig. 11(e) and
(f). Fig. 11(g) and (h) shows the unwrapped phases of the
CANOPUS algorithm with the long and short baseline after
cluster correction by the PPCC method. After NPCCl1 is applied,
the corresponding unwrapped phases are shown in Fig. 11(i)
and (j). After NPCC2 is applied, the corresponding unwrapped
phases are shown in Fig. 11(k) and (1).

Table IIT shows the PUSR of the CA algorithm and the
CANOPUS algorithm before and after cluster correction for
Experiment 3. It can be seen from the table that after cluster
correction, the PUSR is still greatly improved, indicating that
the method proposed in this article is also effective for real MB
InSAR data set.

According to the results of the above three experiments, it
can be found that the two cluster correction methods, PPCC
and NPCC, have their own advantages. The PPCC method is to
correct all the pixels after clustering, which can also correct the
core pixels with wrong cluster number and has a higher PUSR
than the NPCC method. However, when the number of pixels
is relatively large and the phase noise is relatively small, both
methods can obtain good PUSR, but NPCC is more efficient
than PPCC because it only needs to correct the core pixels.

V. CONCLUSION

MBPU is the key process of the MB InSAR technology,
but due to the existence of phase noise, the PU results often
contain errors. To improve the accuracy of the CA-based MBPU
algorithms, two cluster correction methods are proposed in this
article. One is the PPCC method, which takes the cluster number
that appears the most times in the box as the final cluster number
of the center pixel. The other method is the NPCC method,
which divides all pixels into core pixels and noncore pixels
according to the predefined density first, and then replaces the
cluster number of the noncore pixels with the cluster number
that appears most frequently in the selected box according to
the ML criterion. The PPCC method is recommended when the
interferogram is small or the phase noise is serious, so that the
obtained PU results will have better PU accuracy. In the case of
large interferogram scale and low noise, the NPCC method is
recommended, which can improve the computational efficiency
of the algorithm while ensuring the accuracy of the PU results.
Experimental results verify the effectiveness of the proposed
cluster correction methods.
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