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Automated Semantics and Topology Representation
of Residential-Building Space Using

Floor-Plan Raster Maps
Bisheng Yang , Tengping Jiang , Weitong Wu, Yuzhou Zhou, and Lei Dai

Abstract—Automatically representing the semantics and topol-
ogy of indoor building spaces from floor-plans is necessary for many
applications, such as architectural design and indoor renovations.
Extensive studies have investigated reconstructing indoor spaces
with semantics and topology using professional means (e.g., laser
scanning and photogrammetry). Floor-plan raster maps are widely
and freely available for various purposes. Nevertheless, there is
little research on the semantic and topological representation of
indoor elements from floor-plan raster maps. To fill this gap, we
propose a method of automatically representing the semantics
and topology of indoor spaces from floor-plan raster maps. The
proposed method first identifies basic geometric primitives from
floor-plans using a learning-based hierarchical segmentation ap-
proach. Second, the relationship between the detected geometric
primitives is assembled into the planar structure representation
with topological data using mixed integer programming. Finally,
the floor-plan graph structure is checked and optimized to maintain
consistency with a polygonal coordinate descent strategy, result-
ing in a correct representation of the semantics and topology of
the indoor space. Comprehensive evaluations demonstrate that
the proposed method effectively achieves superior performance in
three different datasets. The proposed method allows for 3D model
popups for better visualizations and direct architectural model
manipulations of the interior building layouts computation.

Index Terms—Deep learning, floor plan, indoor space, semantics
and topology representation.

I. INTRODUCTION

R ECONSTRUCTING indoor building spaces with seman-
tics and topology has received ample attention in the fields

of laser scanning, photogrammetry, and computer graphics.
Such reconstructions pertain to a wide spectrum of applica-
tions, such as indoor navigation, emergency evacuation, and
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augmented reality [1]. Automated structured representations of
indoor residential-building scenes are a popular topic [2]. Many
studies have sought to represent the semantics and topology of
indoor residential-building spaces by professional means, such
as optical images [3], [4], [5] and 3D scanning data [6], [7], [8],
[9], [10].

However, because of the unique conditions of indoor spaces,
such as varied light conditions, pedestrian disturbances, and
occlusions [11], optical imagery-based methods suffer from
poor image quality (e.g., distortion). As such, they are limited
in their ability to represent the semantics and topology of indoor
elements. Compared with imaging-based systems, 3D scanning
techniques are more robust to illumination variations and data
distortions [12], with more accuracy and robustness to geometri-
cal reasoning. However, 3D scanning data is not widely available
and it requires advanced knowledge to deal with the huge volume
of data [13].

In recent decades, residential-building floor-plan raster maps
have become widely and freely available on the internet. For ex-
ample, many real estate companies provide building floor-plans
on the internet to sell houses [14]. Unfortunately, residential-
building floor-plan raster maps are mainly used for visualization
purposes and thus lack the semantics and topology of indoor
elements. To automate the construction of the topology and
semantics of residential floor-plans, deep learning techniques
have been proposed, offering revolutionary improvements to the
detection of low-level information. However, the task of holistic
high-level geometric structural reasoning for floor-plan raster
maps remains challenging and is usually only possible in the
hands of professionals. Hence, rapid and robust methods are
urgently required to represent indoor building spaces with topol-
ogy and semantics from widely available residential-building
floor-plan raster maps.

The structured representation of the indoor architecture from
a floor-plan image is even more challenging given the irregular
layout, uneven element thickness, and non-Manhattan walls
in indoor environments. To overcome these challenges, we
propose a novel three-stage approach that integrates modi-
fied convolutional neural networks (CNNs), mixed integer pro-
gramming (MIP), and an optimization strategy to reconstruct
the semantics and topology from floor-plan raster maps. The
main contributions of the proposed method are threefold. First,
geometric primitives are detected using deep learning-based
hierarchical segmentation, which takes raw floor-plan images
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as input data and recognizes low- to mid-level semantic in-
formation to identify three types of geometric primitives (viz.,
junction corners, boundary edges, and room regions). Second,
a constrained MIP approach is developed to fuse identified
geometric primitives and their relationship information into
a planar graph. In this step, geometric errors, primitive-wise
relationships, and prior information are taken into account in an
extended objective function to ensure the initial indoor archi-
tecture vectorization. Third, the floor-plan structured graph in-
ference problem is solved using a polygonal coordinate descent
strategy, which is capable of effectively repairing the topological
inconsistencies of the resulting polygon. The performance of the
proposed method was evaluated with two publicly accessible
benchmarks—R2V [15] and R3D [16]—and a dataset collected
from Beike (www.ke.com). The results show that the proposed
method performs well at representing the semantics and topol-
ogy of indoor spaces, and that it is efficient in terms of time and
costs.

II. RELATED WORK

This section presents a brief review of recent progress regard-
ing two major tasks: floor-plan image parsing and structuring.

A. Floor-Plan Image Parsing

While floor-plan image parsing is generally straightforward
for humans, automatically recognizing semantics is challenging
due to the high diversity of floor-plans. In the past, manually in-
terpreting multiple floor-plan raster maps were labor-intensive,
time-consuming, and costly, due to their high diversity. For-
tunately, rule-based heuristic approaches provide a solution to
automatically parse floor-plan raster maps by utilizing image
processing (e.g., morphological filtering [17], graphic recogni-
tion [18], or Hough transformation [19]). However, floor-plans
were created by different people for different purposes, this
means that the drawing conventions can be extremely flexible.
Rule-based methods struggle to handle floor-plans with complex
annotations and high diversity.

Most methods follow a traditional pipeline that starts with the
separation of textual data (e.g., the dimensions and room labels)
from graphical data (e.g., line primitives) [20]. The floor-plan
elements are then identified by relying on hand-crafted rules.
Clearly, the level of performance is error-prone due to a lack of
generality when handling diverse conditions. Machine learning
algorithms [21], [22] have emerged, which can avoid the limita-
tion that existing style-dependent heuristics are ad hoc. Indoor
elements are detected by feature descriptors and off-the-shelf
classifiers. The output is then converted into vector data [23].
Based on the combinatorial maps and their duals, Yang and
Worboys [24] enhanced the compact representation of geometric
and semantic information. Approaches using machine learning
algorithms have shown great potential for floor-plan analysis
and take expressive generality among various styles. However,
each approach is limited to only a few classes, and results in
largely abstracted primitives [25].

With the success of deep learning [e.g., CNN and graph con-
volutional networks (GCNs)], researchers have recently begun

to explore powerful deep learning tools for floor-plan image
analysis. In [26], a fully convolutional network (FCN) was
trained to identify the walls in a given floor-plan image. A
faster R-CNN framework was then adopted to locate the other
symbols. Similarly, Yamasaki et al. [27] quickly retrieved ideal
apartments of similar structures based on semantic pixels, which
were classified by an FCN. Then, the pixels associated with
a semantic class label were taken to form a graph model. To
maximize the number of obtained structural elements, Zeng et al.
[28] constructed a hierarchy of floor-plan elements and designed
a multitask network with two tasks: one to learn to predict
boundary elements, and the other to predict room types. After
preprocessing, Renton et al. [29] converted floor-plan images
into a graph and applied a GCN to classify the symbols and
objects. However, the final output of the approach was blurry,
as they performed pixel-level segmentation, which is unsuitable
for practical applications (i.e., modifying the structure of indoor
space and redesigning flexibly) due to lack of vectorization
information.

B. Floor-Plan Image Structuring

While segmentation from a floor-plan image has been a pop-
ular problem, which represents individual primitives as a set
of pixels with corresponding labels [30], structural inferences
from building-plan raster maps are particularly meaningful and
an effective solution for models of indoor buildings.

With a known fixed topology, vectorized reconstruction from
indoor point clouds is one of the most successful examples
of graph structure reconstruction [31]. However, point clouds
generated by various means usually contain more clutter and
missing regions, which significantly enhance the difficulty of
indoor vectorized reconstruction [32]. Classical architecture
vectorization from a single RGB image is the closest to our work,
and involves utilizing architectural shape grammars or learning
structural regularities from examples [33], [34]. In contrast, the
topology of floor-plan images is unknown and varies in each
case. Nevertheless, establishing the semantic relationships and
topology with the above-mentioned two tasks was a source of
inspiration for our work.

As for the semantics and topology representation of indoor
elements, few usable solutions exist. To the best of the authors’
knowledge, the work in [15] was one of the first to obtain
topological and geometric representations of floor-plan raster
maps. They trained an available CNN to detect the junctions
and applied integer programming (IP) to obtain vector data
with the Manhattan assumption. FloorNet [35], which consists
of three deep neural network architectures, was introduced to
turn an RGBD video into pixel-wise floorplan geometry and
semantics information. Subsequently, an existing IP formulation
was adopted to recover vector-graphics representation. Simi-
larly, the method in [36] is also divided into recognition and
reconstruction, the performance of floor-plan segmentation and
vectorization is improved by introducing multimodal informa-
tion (e.g., text, symbols, and scale of floor-plans). Instead of
corner detection, the work in [37] recovered critical structure
details by relying on a space-partition strategy and energy

inconsistencies
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Fig. 1. Workflow of the proposed method for indoor building space semantics and topology representation.

minimization. Wu et al. [38] proposed a data-driven technique
for floor-plan analysis that learns the design rules from the
original dataset and achieves more attractive plausibility than
the above-reported works. Wu et al. [39] adopted a two-stage
pipeline that imitates the professional design process for au-
tomatically and efficiently computing residential-building lay-
out information with certain boundaries. Similarly, Wu et al.
[40] vectorized building elements and repaired the topological
inconsistencies of the vectorization outputs for mapping and
modeling indoor scenes. However, the above-reported methods
consider only 2D geometry and ignore international standards
and usability. Jang et al. [41] converted vector results obtained
from floor-plans into CityGML and IndoorGML.

More recently, GCNs with numerous variations have been
applied to graph data structures, showing excellent performance.
A floor-plan can also be converted into a graph by treating cell
regions as nodes and constructing an adjacency matrix based on
the adjacency among the regions [25]. Various graph-related
methodologies have been applied to floor-plan analysis. Hu
et al. [42] proposed a novel yet simple framework, Graph2Plan,
for indoor layout graph representation that focuses on graph
inference problems in the context of reconstruction. Nauata
and Furukawa [33] encoded the constraint into the graph struc-
ture of its relational networks for axis-aligned bounding boxes
of room productions. Later, based on Conv-MPN [34], [43]
proposed a layout refinement network that integrates a graph-
constrained relational generative adversarial networks (GAN)
and a conditional GAN. To obtain realistic 3D interior models,
the Plan2Scene [44] proposed an efficient GCN architecture that
inferred textures for unobserved surfaces based on residential
floor-plans and a set of associated photos. To realize indoor
localization services that require the indoor spatial information
and the relationships between indoor spaces, Yang et al. [45]
proposed a semantics-guided method for deducing topology
of indoor spaces. In their developed hierarchical framework, a
GCN-based method was used to model the long-range relation-
ships among primitives in the real world.

Although the reported methods based on floor-plans have
achieved satisfactory results with simple indoor building lay-
outs, automatic and correct representations of the semantics
and topology of indoor building spaces from building floor-plan
raster maps that do not follow the Manhattan geometry remain
challenging. To accurately recover semantic and vectorized in-
formation from floor-plan raster maps, this article proposes a
method that combines CNNs and MIP to meet this challenge.
Specifically, CNNs extracted low- to mid-level semantic infor-
mation, and MIP consolidated all the information and recon-
structed a planar graph with topology representation.

III. METHODOLOGY

Fig. 1 illustrates the pipeline of the proposed method. The pro-
posed method first identifies a set of simple geometric primitives
with semantics. Then, an MIP assembles the information of the
primitives into a planar graph. Finally, the vector information is
further enriched and refined with global energy optimization to
produce a floor-plan with the correct topology and semantics.

A. Identifying Geometric Primitives With a
Hierarchical Segmentation

Identifying geometric primitive involves recognizing the lay-
out semantics from floor-plan raster maps. Most identification
methods output the pixel-level segmented masks with rugged
boundaries and outline a coarse layout of the indoor space
[40]. Instead of directly identifying the primitives, the pro-
posed method solves the aforementioned problem by predicting
scene cues. To parse floor-plan images for reliable primitive
identification, semantic segmentation network is selected as the
base network. For reliable floor-plan image parsing, a hierarchi-
cal segmentation that imitates human perception is proposed.
Specifically, the floor-plan elements are organized in a hierarchy.
As shown in Fig. 2, the hierarchical segmentation pipeline
includes three steps: boundary and room elements classifica-
tion, semantic information extraction, and geometric primitive
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Fig. 2. Proposed hierarchical segmentation pipeline.

Fig. 3. Overview of boundary and room elements recognition. From left
to right, an original input floor-plan raster map, the modified VGG network
structure, and initial elements recognition output rendered by types.

identification. Each step takes the output of the previous step
as input, three geometric primitive (junction corners, boundary
edges, and room regions) are finally obtained.

1) Boundary and Room Elements Classification: As men-
tioned in previous studies [28], [40], floor-plan images typically
depict boundary elements like walls and openings, as well as
spatial elements like bedrooms, dining rooms, and living rooms.
To handle rooms of different types and walls of nonuniform
thickness, floor-plan images can be firstly segmented into bound-
ary pixels or room pixels. Since pixels refer to either boundary
elements or spatial elements, separating the boundary and room
pixels can be considered as a binary classification problem. The
boundary and room elements of each floor-plan raster map are
processed using a modified segmentation network VGG model.
The original VGG model has limited ability to extract complex
and expressive features in images. However, it is difficult to
adjust the parameters and the training time is quite long, due
to the sequentially connected network structure. Therefore, a
modified VGG model (see the green box in Fig. 3) is proposed by
replacing many convolution layers with composite convolution
ones [46].

In contrast, the modified VGG model reduces the number
of convolutional layers and speeds up the extraction of image
features. The input data undergo the combined action of the
composite convolution layer, the pooling layer, and the fully
connected layer to obtain a series of local features vectors, which
are finally input into the classifier for converting the feature
maps to an identification result. To achieve better performance,
the intersection-over-union (IoU), instead of cross-entropy, is
applied as a loss function of the modified model [47]. The IoU

loss function is defined in (1). Fig. 3 illustrates an example of a
floor-plan raster map, where the boundary (dotted in pink) and
room (dotted in brown) elements are identified. The identifi-
cation results are then further classified into the corresponding
types of structural primitives.{

IoU =
FPPixelid∩FPPixelgt
FPPixelid∪FPPixelgt

lossIoU = −IoU
(1)

where FPPixelid represents the output pixels of the modified
VGG model, and FPPixelgt denotes the ground truth pixels.

2) Semantic Information Extraction: In the second step, a
parallel semantic segmentation network is introduced to pro-
cess nonoverlapping but spatially-correlated boundary and room
elements. As illustrated in Fig. 4, the segmentation network
consists of four main components: a shared encoder, two parallel
decoders, a spatial contextual module, and a joint prediction
module. The two parallel decoders aim to predict boundary and
room types. Given that CNNs are powerful tools for extracting
image information, a shared encoder and two parallel decoders
are adopted as the backbone network [28]. Following [48], the
backbone is built by dropping the last deconvolution layer of
ResNet [49] and appending three deconvolution layers in parallel
for per-pixel semantic segmentation.

The proposed network takes a floor-plan image of size 512
× 512 as the input, and then encodes it into a 256 × 256 ×
64-shaped matrix using the shared feature encoder. Next, the
output of the feature encoder is input into the two separate
decoders and processed by their subsequent components in
parallel. The boundary pixels prediction branch decodes the
shared features and fuses the features of the different layers into
a feature matrix Fb (16 × 16 × 512). Similarly, the room pixel
prediction branch outputs a semantic feature matrix Ft after the
decoders. Finally, both of the features from the above-mentioned
two branches are fetched and processed by the following module.
They then output two feature matrices. One of the matrices, Pb

(256 × 256 × 32), is used to detect the boundary elements. The
other matrix, Pt (256 × 256 × 64), is a semantic feature matrix
used to predict the labels for each room. To detect room areas
and boundaries, a spatial contextual module is adopted to guide
and bind the discovery of individual room candidates with a
boundary-guided attention mechanism. Here, the module further
leverages boundary contexts to obtain the attention weights for
room prediction. Specifically, the boundary features are passed
from the top decoder in the boundary prediction branch to an-
other bottom decoder to produce features for integration with at-
tention weights by making use of convolutional layers with four
different direction-aware kernels [50]. The above-mentioned
operation helps the decoder in the room-type prediction branch
to maximize the learned contextual information and feature
fusion for room-type predictions.

For multilabel tasks, it is important to balance the contribu-
tions of each task, because the number of pixels varies for differ-
ent elements. Hence, a loss function is important to effectively
balance the labels across and within branches. As the number
of room-type pixels is far more than that of boundary pixels, a
matured cross-and-within-task weighted loss [51] is introduced
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Fig. 4. Illustration of the proposed network for floorplan primitive extraction. The purple box is detail of boundary-guided attention mechanism (purple arrows).

to further balance the two prediction branches and the layout
primitives within each branch. At the time of training, the overall
weighted loss function L of the proposed network consists
of classical cross entropy loss Lsem and binary within-task
weighted loss Ldis inspired by the work in [52]. Specifically,
the overall weighted loss function L is derived as follows:

L = Lsem + Ldis (2)

where Ldis is expressed by a discriminative function [53] and
written by

Ldis = ωrb · Lrb + ωrt · Lrt (3)

where Lrb and Lrt are defined with the classical cross entropy
loss style [28] calculated in (4); ωrb and ωrt are weights of the
network for the room boundary and type, calculated in (5).

Ltask =

(∑C
i=1 N̂i

)
− N̂i∑C

j=1

((∑C
i=1 N̂i

)
− N̂j

)

·
(

C∑
i = 1

−yi log pi

)
, pi ∈ [0, 1] (4)

where N̂i and C denote the number of ground-truths for the
ith floor-plan primitive and the number of primitives in the
corresponding task, respectively; and yi and pi are defined as
the label and the prediction label for the ith floor-plan primitive.

ωrb =
Nrt

Nrb +Nrt
, ωrt =

Nrb

Nrb +Nrt
(5)

where Nrb and Nrt are the number of pixels for a boundary and
room, respectively.

The final loss is a weighted summation after we train the two
branches jointly. At the time of inference, the semantic labels
of floor-plan primitives are obtained by applying an argmax
operation.

3) Geometric Primitive Identification: As simple pixel-level
semantic segmentation for a floor-plan raster map is far from
satisfying, the proposed method further extracts the junctions
from a rasterized image with information regarding walls and
openings. Specifically, the junction detection pipeline is bor-
rowed from an existing FCN [57]. The official implementation
of the FCN was adopted in our junction detection experiments.
Similar to [33], the Inception model of Google [54] is employed
for encoding the input, while dividing the inputs into multiple
Hb ×Wb grids. Given a bin, the confidence score cconf and
junction coordinates (x, y) are predicted at individual output
cells in the grid. During training, only junctions with cconf ≥
0.3 are maintained. As shown in Fig. 5, based on the mature
FCN architecture, junctions that are composed of wall corners
and opening end-points are easily obtained.

The most representative primitives in indoor spaces are room
regions, which are crucial for topological construction. Room
regions are detected by using a standard instance segmentation
technique [55]. Most methods detect objects through the inter-
polation of the predicted mask coefficients, which undoubtedly
has a great impact on the instance segmentation task. Instance
segmentation is essentially a pixel-level clustering problem. The
mask boundary will be extremely rough when the interpolation
multiple is too large. As demonstrated in [56], affinity is efficient
for pixel-level instance segmentation. Therefore, the pixel affin-
ity network was chosen for detecting room regions. First, the
semantic and pixel affinity information of the floor-plan images
is used as auxiliary supervision. Then, the generated information
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Fig. 5. Junctions recognition. (a) Primitive detection of walls (pink) and
openings (light blue). (b) Recognition of junctions (black) using the FCN.

Fig. 6. Detecting regions. (a) Room semantics extraction. (b) Room region
detection using semantic and pixel affinity information.

and the mask results are adopted a priori for instance mask opti-
mization by initializing graph fusion. Simple primitive merging
operations combine adjacent facets into one large region that
represents a room in the floor-plan image, as shown in Fig. 6.
Some skinny regions without any pixels with a room instance
label are optionally merged to their adjacent rooms with the
longest common boundary [37].

B. Indoor-Space Primitive Assembly With MIP

Geometric primitive assemblies of indoor spaces involve com-
puting interior layouts. However, filtering out spurious prim-
itives and guaranteeing floor-plan properties are challenging.
Hence, a coarse-to-fine geometric primitive candidate assembly
is adopted. Inspired by the work in [15], [33], and [38], the
detected primitives and the associated relationship are fused into
an MIP for information assemblies, as shown in Fig. 7.

According to [33], two types of pairwise primitive relation-
ships are included: corner-to-edge (C2E) and region-to-region
(R2R) relationships. For C2E relationships between a corner and
an incident edge, the confidence score is acquired by the junction
inference method of [57]. Determining R2R relationships is
relatively complicated: given a set of room regions of floor-plan
image, an improved Mask-RCNN [58] is utilized to identify
sharing edges exclusively, which then serve as instance masks.
C2E and R2R relationships are both employed by the subsequent
objective function and relationship constraints.

After detecting geometric primitives and inferring primitive-
wise relationships, the information is formulated as an objective
function [59], which is solved by MIP for the primitive assembly
of the topology and semantics representation.

1) Objective Function: The mixed integer quadratic problem
is formulated by minimizing the extended objective function

λdata · Edata + λrelation · Erelation + λprior · Eprior (6)

where λdata, λrelation, and λprior are the weights that control
the trade-off between the data term Edata, the relationship term
Erelation, and the prior term Eprior, respectively, and where
λdata = λrelation = λprior = 1.

The termEdata controls the consistency and complexity of the
individual primitive (junction corner, boundary edge, and room
region) representation by measuring the sum of geometric errors
between each primitive to its corresponding structural element

Edata =
∑
i,j

α ·
∥∥∥∥
(
1− ‖ci,j − ci,j−1‖

‖ci,j+1 − ci,j−1‖
)
· ci,j−1

+
‖ci,j−ci,j−1‖

‖ci,j+1−ci,j−1‖ · ci,j+1−ci,j

∥∥∥∥
2

+β ·
(
1− ẽi,j

ei,j

)
· êi,j
ei,j

+ γ ·
(
0.5 · rij − r̃ij

r̂i,j − r̃ij
+ 0.5 ·

(
1− rij

r̂i,j

))
(7)

where α, β, and γ are weights for each potential, and where
α+ β + γ = 1; ci,j , ei,j , and ri,j represent the position of the
jth junction, the length of the jth edge, and the area of the jth
region in the ith floor-plan, respectively; ẽi,j is the length of
the edge overlapping with the corresponding boundary element;
êi,j is the total length of all edges in the ith floor-plan; r̃ij is
the area of the region of the inliers falling in the corresponding
room element; and r̂i,j is the total area of all regions in the ith
floor-plan.

The termErela fuses the primitive-wise relationship informa-
tion [33]

Erelation =
∑
c,e,r

10 · (econf · c′conf · c′′conf − 0.125) · Ie (e)
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Fig. 7. Overview of the MIP for primitive assembly. The proposed pipeline inferred the relationships of detected primitives and fused the information into MIP
to obtain a planar graph.

+ (θconf · cconf − 0.25) · Ic (θ, c) + 0.1

· (φconf · rconf − 0.5) · Ir (r) (8)

where cconf , econf , and rconf are the corner (c), the edge (e),
and the region (r) detection confidence scores, respectively;
Ic(θ, c), Ie(e), and Ir(r) indicate indicator variables defined
for the corner, edge, and region primitives, respectively; θconf
and φconf are the C2E and R2R relationship confidence scores,
respectively; and c′ and c′′ indicate the end-points of an edge.

The term Eprior encourages the size (wi, di) and aspect ratio
εi between the width (wi) and the depth (di) of primitive i to
become close to the best value, and is formulated as follows:

Eprior =
∑
i

(εi − ε∗i )
2 + (wi − w∗

i )
2 + (di − d∗i )

2 (9)

where ε∗i is the optimal ratio, and (w∗
i , d

∗
i ) denotes the ground-

truth size of primitive i.
2) Constraints: Relationship constraint: Relationship con-

straints are similar to the region constraints proposed in [60],
but more powerful. In [33], a relationship constraint is a simple
correlation of corners, edges, and regions, including inside con-
straints, mutual exclusion constraints, and position constraints.
The concept of a relationship constraint is intuitive, but requires
complex mathematical formulations. Inside constraints stipulate
that all primitives must be inside the boundary of the given
layout domain. That is, the region must be surrounded by edges;
the expression in mathematical language is that the indicator
variables (Ie(e), Ir(r)) of intersecting edges and regions must
not be active at the same time (

∑
e∈Ee,r Ie(e)Ir(r) = 0, where

Ee,r denotes a set of edges that intersect a region r). Mutual
exclusion constraints indicate that no overlapping occurs any
pair of primitives and dummy primitives are not chosen simul-
taneously with the original one when they are spatially close;

one of the edges that intersect with the last line segment must be
the boundary edge (

∑
e∈Ee,o Ie(e) = 1, where Ee,o denotes a set

of collected edge candidates that intersect with an orthogonal
line segment o). Position constraints specify the approximate
position for each primitive and guarantee that a specified prim-
itive covers the specified positions (i.e., the opening must be
on the wall), which enforces Ie(e) to be consistently active with
its corresponding Id(θ, c) (

∑
e∈Ee,θ Ie(e) = Id(θ, c), where Ee,θ

represents the set of all candidate edges in a direction θ within
m degrees in angular distance, and m is the value of the angular
distance when the two edges cannot be in the same position at
the same time).

Besides the above-mentioned basic constraints, high-level
topology prior constraints that include size control and a region
smoothness constraint are also included to optimize the initial
primitive assembly for the correct topology and semantics be-
tween primitives.

Size control: To precisely control the size range and specify
object sizes for room icon primitives, an aspect ratio constraint
that requires that the extracted primitives are not too wide or
too narrow is firstly provided. The challenge of setting the size
control is that there is no prior information regarding which
optimal ratio (r∗i ) it is. Similar to [38], an auxiliary binary
variable σi for each primitive i is introduced to regulate the
orientation (i.e., horizontal (σi = 1) and vertical (σi = 0)) of
the corresponding primitive automatically. Taking a room as an
example, the aspect ratio constraint is written as follows:

⎧⎪⎪⎨
⎪⎪⎩

r′i · wi ≤ di + (w∗
i + d∗i ) · σi

r′′i · wi ≥ di − (w∗
i + d∗i ) · σi

r′i · di ≤ wi + (w∗
i + d∗i ) · (1− σi)

r′′i · di ≥ wi − (w∗
i + d∗i ) · (1− σi)

(10)
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Fig. 8. Example of results before and after region smoothness. (a) Topology
representation before region smoothness. (b) Topology representation after
region smoothness. The first row is a merging operator, the second row is a
splitting operator, and the third row is a topology correction.

where r′i and r′′i are the minimum and maximum aspect ratios
betweenwi and di, respectively, of room icon primitive i, and the
given domain (wi, di) also possesses the minimum size (w′

i, d
′
i)

and maximum size (w′′
i, d

′′
i).(w∗

i + d∗i ), which is a predefined
constant to ensure that the inequality is always established and
satisfies the above-mentioned cases.

Region smoothness constraint: The shape of the output poly-
gon is supposed to fulfill the manifoldness property [61], so
the semantic information of each region must be constrained to
be coherent with the probability map [62]. The coherence of
regions is explored to refine constraints for extracting primitive
candidates ∑

f∈Fx

−wf logPmap (lf ) (11)

where wf is the ratio of the area of region f to the area of the
whole floor-plan image domain, and Pmap(lf ) is the mean of
the probability map for class lf over the pixels inside region f
[63].

Fig. 8 shows an example of the region constraint for a correct
representation. Two adjacent regions with different semantics
are merged by removing the common edges, and one region is
divided into multiple regions that have different semantics.

The extracted primitive representation is optimized in a hier-
archical manner. The optimization stops when the indoor domain
is not thoroughly covered by the assembled primitives, when the

size error of primitives is larger than a specified threshold, when
there is not enough space between a pair of primitives.

C. Graphic Reconstruction With a Polygonal Coordinate
Descent Strategy

The output of the previous stage contains several topological
conflicts between adjacent elements. To maintain the correct
topology between primitives, the optimization problem is for-
mulated as a polygonal loops reconstruction, with one polygonal
loop for each primitive. Since walls are not consistently shared
across rooms, a set of primitives are adopted to pare away the
floor-plan graphical inference into the conversion of multiple
polygonal curves with a loop topology. Thus, we can directly
optimize the placement and the number of corners or end-points
of a given wall.

The floor-plan is formulated as a polygonal loop set
({l1, l2, . . . , ln}, where n is the number of loops) optimization
problem with an energy function [64] that balances geometric
errors (data term), topological coherence (consistency term), and
layout complexity (complexity term). The vectored structures
are refined by minimizing the sum of the above-mentioned three
objective terms

E (l1, l2, . . . , ln)=

n∑
i

Edata (Li)+Econsis (l1, l2, . . . , ln)

+

n∑
i

Ecomplexity (Li) , (12)

The data term Edata states the sum of the geometric dis-
crepancy with an input primitive over its corresponding basic
pixels along each loop. The data term is a primitive-wise unary
potential and includes two penalties, EC

data and EE
data, written

in (13). Specifically, the penalty EC
data denotes one minus the

pixel-wise corner likelihood [65], which encodes the place of a
primitive corner at pixel p; the penalty EE

data also defines one
minus the pixel-wise edge likelihood, which encodes the place
of an edge over pixel p.

Edata (Li) =
∑

p∈C(Li)

EC
data (p) +

∑
p∈E(Li)

EE
data (p) (13)

where Li is a sequence of pixels at integer coordinates, and
C(Li) and E(Li) are defined as the sum of corner pixels and
edge pixels onLi, respectively. The corner pixels and edge pixels
of the given primitives are both obtained using Bresenham’s line
algorithm [8].

The consistency termEconsis is calculated by the consistency
cost term introduced in [66]. The term denotes the number of
pixels used by the primitive boundaries of all the polygonal loops
together. If the neighboring primitives share boundaries (i.e., if
two primitives are close to each other), Econsis goes down and
otherwise goes up. In general, the consistency term imposes a
penalty by moving two primitives to the same pixel such that
it encourages the graphic loops to be topological consistent at
the sharing boundaries. The consistency term is written as (14),
and heavily penalizes inconsistency between shared corners and
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Fig. 9. Illustration of the consistency term Econsis counting the number of
pixels occupied by primitive corners and edges. The red boxes refer to the
difference between rooms adjacent or apart.

edge primitives.

Econsis (l1, l2, . . . , ln)=20 ·
∑
p

1C (p, (l1, l2, . . . , ln))

+10 ·
∑
p

1E (p, (l1, l2, . . . , ln))

(14)

whereas the indicator variable for wall corners,
IC(p, (l1, l2, . . . , ln)) is equal to 1 if the given pixel p
belongs to a wall corner of at least one loop segment, and 0
otherwise. Similarly, IE(p, (l1, l2, . . . , ln)) is the indicator
variable for edges. An example of calculating consistency terms
is shown in Fig. 9.

The complexity term Ecomplexity is calculated by counting
the number of wall corners and the number of edges in the
loops [66], where the lowest energy suggests that the room
icon primitive contains fewer corners. The complexity term
Ecomplexity is written as follows:

Ecomplexity = {Nwc +Ne} (15)

whereNwc refers to the number of wall corners andNe represents
the number of edges.

In the optimization procedure, each term is accompanied by an
identical weight, which is learned by a grid search and remains

unchanged throughout the processing. Finally, we optimize the
reconstruction of multiple polygonal loops by minimizing the
energy function E(l1, l2, . . . , ln), calculated in (12), using a
polygonal coordinate descent strategy [8]. The effect of the coor-
dinate descent optimization strategy is shown in Fig. 10, where
purple double arrows indicate the initial vector graphics repre-
sentation after primitive assembly, fuchsia double arrows denote
the random optimization output after the polygonal coordinate
descent strategy, red double arrows represent the final vector
graphics representation after multiple rounds of the coordinate
descent optimization strategy, and red circles illustrate the errors
repaired in the complex floor-plan structure.

IV. EXPERIMENTS AND ANALYSIS

A. Implementation and Experimental Datasets

All of the experiments were conducted on a laptop equipped
an NVIDIA GeForce RTX 3070 with 12 GB GPU main memory.

The proposed network was implemented using PyTorch1 as
the DNN library. To identify primitives, the resolution of the
input floor-plan image was 512 × 512, and several hyper-
parameters (i.e., batch size, learning rate, momentum, and train-
ing time) were optimized during the training phase to determine
the optimal combination by using a grid search approach. Specif-
ically, the network was trained with 40 000 iterations with a batch
size of 1 using the Adam optimizer to update parameters. Gurobi
[38] was used in the indoor space primitive assembly to solve
the MIP problem. The pixel-wise likelihoods for wall corners
and edges in the graphical layer conversion were computed
according to the method in [49]. Groups of five epochs were
evaluated and the best one was chosen to find the optimal outputs.

To evaluate the performance of the proposed method, we took
two public datasets (i.e., R2V dataset and R3D dataset) from [15]
and [16], and collected additional floor-plan raster maps from
Beike (www.ke.com) to prepare a new dataset with labels on
various floor-plan elements. The R2V dataset comprised 870
ground-truth floor-plan images, randomly split into training and
testing sets with roughly a 90/10 percentage split: 770 of them
served as the training set and the remaining 100 images were
used for testing. The R3D dataset was collected by crawling a
rental website to collect 1259 photos. Roughly 10% of them
had a more complex polygonal shape. The dataset consisted of
more than 200 houses with approximately 1000 rooms and 7000
walls from urban and rural rental sites in London. In general,
compared with the R2V and Beike datasets, the R3D dataset is
more challenging, because it contains numerous irregular room
shapes and a host of missing regions.

To more fully and efficiently exploit the data-hungry deep
learning architecture, a custom dataset with a ground-truth for
vector-graphics floor-plan conversions was built from Beike.2

This custom dataset contained data from over 90 cities in China.
To create the ground-truth, our team and other collaborators
randomly sampled approximately 500 floor-plan raster maps and
carefully annotated all data with geometric and semantic infor-
mation, where the annotated information was then converted to

1[Online]. Available: https://pytorch.org/
2[Online]. Available: www.ke.com

www.ke.com
https://pytorch.org/
www.ke.com
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Fig. 10. Illustration of the vectorizing mistakes to fix the results using a polygonal coordinate descent strategy. (a) Initial vector graphics representation after
primitive assembly. (b) Random optimization output after the polygonal coordinate descent strategy. (c) Final vector graphics representation after multiple rounds
of the coordinate descent optimization strategy. Note that the value of the energy of each coordinate descent optimization is also shown.

our representation. In the implementation, we adopt the first 300
images as our training set, the next 50 images as a validation set,
and the last 150 images as the test dataset.

B. Evaluation Criteria

The multiple aspects of the effectiveness of the proposed
approach were quantitatively evaluated using four metrics (viz.,
overall_accu (OA), average_accu (AA), Fmax

β , and Fmin
β ),

which are widely used for the evaluation of interior building
layout computations.

overall_accu and average_accu are the overall pixel accuracy
and average of per-class pixel accuracy [67], calculated in
(16) and (17), respectively.

overall_accu =

∑k
i = 1 Ni∑k
i = 1 N̂i

(16)

average_accu =
Ni

N̂i

(17)

where k is the number of primitive types, and N̂i and Ni denote
the total number of ground-truths and the correct predictions for
the ith floor-plan element, respectively.

Fβ =
(
1 + β2

)
(Precision ·Recall) /β2

× (Precision+Recall) , (18)

Fmax
β and Fmean

β are commonly used metrics [68], which are
extended from the metric Fβ [see (18)] [8], for quantitatively
evaluating the binary maps produced from the proposed network
output for walls pixels

Fmax
β =

1

M

M∑
p = 1

F̃ p
β (19)

Fmean
β =

1

MT

M∑
p = 1

T−1∑
t = 0

F p
β

(
t

T − 1

)
(20)

where tRCF is a threshold to locate the walls from their results;
M denotes the total number of testing floor-plan raster maps; F̃ p

β

represents the optimal Fβ on the pth test input over T different
tRCF ranging in [0,1]; and F p

β (
t

T−1 ) is Fβ on the pth test input
using tRCF = t

T−1 . In the implementation, we set β2=0.3 and
T = 256 as suggested by a previous method [69].

The above-mentioned four metrics are used for evaluating
the “semantics” modeling. To quantitatively evaluate vectoriza-
tion results, the metric in [15] was adopted. If the minimum
Euclidean distance between the current prediction result and
the ground truth is less than the threshold, the current predic-
tion is correct. For wall junctions, the threshold is τw, we set
τw = widthwall/2. For opening primitives, the distance between
the prediction and the ground truth is the larger distance between
the two pairs of corresponding endpoints [36], and the threshold
is τo. We also set τo = widthwall/2.
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Fig. 11. Outcomes from R2V. (a) Floor-plan raster map. (b) Floor-plan element recognition. (c) Vector-graphics representation. (d) Popup 3D model.

TABLE I
QUANTITATIVE SEMANTIC EVALUATIONS BASED ON THREE DATASETS

C. Experimental Results and Comparisons
Figs. 11–13 show the outcomes of floor-plan element recogni-

tion, structured representation, and popup 3D model rendering
for three selected floor-plan images from the R2V, R3D, and
Beike datasets, respectively. Figs. 11–13(a) show the three se-
lected floor-plan images, colored by the RGB values of each
pixel. Figs. 11–13(b) are floor-plan element candidate recogni-
tion outcomes, dotted in different colors. Figs. 11–13(c) show
the reconstructed vector representation with the area value of
each primitive, where purple hollow circles, light yellow double
arrow solid lines, and red double arrow dashed lines represent
the junctions, walls, and opening primitives, respectively. The
background of each room is dotted in different colors based on
its inferred types. Figs. 11–13(d) show the popup 3D models,
which are generated by extruding wall primitives to a certain

height, and adding window and door textures at the location of
opening primitives (when the faces of the given opening inside,
the opening becomes a door).

The semantic representation of the proposed method was
evaluated on three different datasets in terms of the four semantic
evaluation metrics listed in Table I. The results indicate that the
proposed method achieved the overall accuracy of 0.89, 0.86,
and 0.91; the average accuracy of 0.76, 0.81, and 0.83, the Fmax

β

of 0.85, 0.84, and 0.95, and an Fmean
β of 0.85, 0.83, and 0.92 for

the R2V dataset, R3D dataset, and Beike dataset respectively.
As verified by the quantitative evaluation, the proposed method
is capable of dealing with various building floor-plan raster
maps (e.g., textured backgrounds that mix Chinese, English, or
Japanese characters). The vectorization performance evaluation
results are shown in Table II. Particularly, the proposed method
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Fig. 12. Outcomes from R3D. (a) Floor-plan raster map. (b) Floor-plan element recognition. (c) Vector-graphics representation. (d) Popup 3D model.

TABLE II
QUANTITATIVE EVALUATIONS BASED ON THREE DATASETS

achieves good performance in various complex indoor scenes,
including various types of indoor layouts.

To further verify the impact of the individual procedure on
interior layout representations, Table II also lists the perfor-
mance of the proposed method with various procedures re-
moved for ablation studies. To demonstrate and investigate the
effectiveness of the proposed MIP approach, basic constraints
or high-level constraints were disabled each time to record
the performance. When full MIP was performed, the perfor-
mance was consistently enhanced over the results without MIP.
Specifically, the introduction of basic constraints filtered out

many false primitives with only a small sacrifice in room icon
primitives, improving the overall accuracy by a large margin.
On the contrary, the performance for walls and openings was
enhanced since more accurate layout structures were formed by
the high-level constraints. As listed in Table II, the proposed
approach obtained additional improvements in Wall Junction
and Opening of three datasets with the proposed primitive-wise
coordinate descent strategy for graph structure optimization.

Specifically, the proposed method revised a publicly available
DNN. A spatial contextual mechanism was then introduced
to enhance spatial semantics learning with a boundary-guided
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Fig. 13. Outcomes from Beike. (a) Floor-plan raster map. (b) Floor-plan element recognition. (c) Vector-graphics representation. (d) Popup 3D model.

attention module. The proposed method recognizes diverse
floor-plan elements and further identifies a set of primitives
and junctions with low-level semantics and geometries in most
floor-plan datasets. The results [Figs. 11–13(b)] demonstrate that
it is easy to differentiate inside and outside regions, even if there
are some special room structures. The proposed method also
correctly recognizes large wall elements as room primitives. An
MIP is then formulated to join junctions to locate the primitives
to generate a vector-graphics representation, while ensuring
a correct topology and geometry. Further, it integrates graph
structure optimization, improving the vectorized representation
of interior building spaces. The final outputs [Figs. 11–13(c)]
show that the proposed method obtains excellent results, not only
in regular indoor scenes from floor-plan raster images, but also
in terms of retrieving the primitives of complex structures. The
reported metric values show that the proposed method performs
well at computing interior building layouts, because we attach
importance to the spatial relations among structural elements in
the inference.

The methods in [15] and [28] have been implemented as
baselines, so the proposed method was compared with the
baselines in terms of the metrics mentioned in Section IV.B
on the experimental datasets, as also listed in Tables I and II.
For a fair comparison, we ran baselines, as well as the proposed

method, on the two experimental datasets, and adjusted their own
hyper-parameters to obtain the optimal results. Some metrics
numbers missing for other methods are caused by the limitation
of the compared methods instead of datasets. Fig. 14 illustrates
the qualitative results of [15] and those of the proposed method
on the R2V dataset. It can be seen from the red ovals that the
proposed method identifies primitives without the Manhattan
assumption, overcoming the limitation of [15]. It can be seen
from Fig. 15 that both methods achieve high-quality elements
from raster maps. Fig. 15 also shows that the proposed method
achieves correct semantics and topology representations of in-
door spaces.

The comparisons report that performance of the proposed
method is better than those of [15] and [28]. The reason is
that the proposed method takes advantages of [15] and [28]
for high-quality primitive identification and semantics learning.
The proposed method also deeply integrates graph structure
optimization, improving vectorized representation for interior
building layouts.

D. Performance

To show the performance of the proposed method in terms
of computational cost, Table III provides the processing time
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Fig. 14. Qualitative results of [15] and the proposed method on the R2V dataset. (a) Floor-plan raster map. (b) Vector-graphics representation of [15]. (c)
Vector-graphics representation of the proposed method.

Fig. 15. Qualitative results of [28] and the proposed method on the R2V dataset. (a) Floor-plan raster map. (b) the results of [28]. (c) Vector-graphics representation
with semantics and topology with the proposed method.

TABLE III
AVERAGE INFERENCE TIME OF EACH STEP FOR A FLOOR-PLAN IMAGE

of the different procedures during inference. Training usually
takes approximately three days for the primitive detectors and
relationship classifiers. The subsequent inference is much faster.
At the time of inference, MIP and Topo. Opt. (i.e., the coordinate
descent strategy for topology optimization) are the two most

time-consuming steps, often requiring more than 95% of the
total time. With several complex layouts, this can take up to 30
min (59 min in manual, 36 min in [15], respectively). However,
the increased time enables us to acquire higher-quality repre-
sentations. Indeed, the speed of the proposed method can be
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Fig. 16. Outcomes for boundaries of various shapes. (a) Floor-plan raster map. (b) Vector-graphics representation.

further reduced by special treatments (e.g., parallel process) or
algorithm improvements, especially for the primitive assembly
and topology optimization.

To evaluate its robustness, the proposed method was also
tested on modern buildings that have walls that meet at 45 or
even 30°. As illustrated in Fig. 16, the semantic and topology
representation is correct, demonstrating the applicability of the
proposed method to diverse floor-plans.

V. CONCLUSION

Automated semantic and topology representations of interiors
of buildings from floor-plan raster maps are meaningful for
indoor-space reconstruction and space analysis-related applica-
tions. We proposed a novel method of parsing and vectorizing
indoor architecture from floor-plan raster maps. The proposed
method adopts a learning-based hierarchical approach to identify
a set of geometric primitives with semantics. The experimental
results demonstrated that the proposed hierarchical approach
is capable of effectively encoding features with significantly
enhanced geometric primitive detection performance by revising
existing networks. Then, the MIP is used to fuse primitives
and their relationship information into vector graphics while
enforcing high-level structural constraints, ultimately producing
outputs that are close to the correct representation. Finally, these
outputs are further enriched and refined with global energy
optimization, with which we can obtain a vectorized floor-plan
with the correct topology and semantics. Our comprehensive
evaluation demonstrated the flexibility and robustness of the pro-
posed method in three different datasets. The main limitations

to the method are that it requires an extensive adjustment of
the parameters and complex problem formulations with limited
structural inference or constraints. These limitations will form
the basis of our future work.
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