
IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 15, 2022 7755

Automatic SAR Change Detection Based on Visual
Saliency and Multi-Hierarchical Fuzzy Clustering
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Abstract—Change detection based on multi-temporal synthetic
aperture radar (SAR) images plays a significant role in environ-
mental and earth observations. With the advancement in deep neu-
ral networks, existing work in the literature mainly concentrates
on developing self-supervised methods to generate pseudo-labeled
samples to guide the subsequent deep learning based detection.
However, this way of selecting sample inevitably introduces er-
roneous labels and imbalance between unchanged and changed
classes, thus causing deterioration in change detection perfor-
mance. To mitigate these issues, we have proposed a SAR change
detection network based on visual saliency and multi-hierarchical
fuzzy clustering. Specifically, with multi-dimensional difference
feature representations, a visual saliency based difference map
is constructed for accurate difference feature extraction. By in-
tegrating neighborhood information and hierarchical clustering,
the multi-hierarchical fuzzy local information C-means clustering
algorithm has been developed to identify potential changed regions
for sample selection. A class-balanced adaptive focal loss has fur-
ther been incorporated into the network training to obtain accu-
rate predictions. Extensive experiments and comparisons on five
datasets have been performed. The proposed method has achieved
averaged accuracy of 99.07% and Kappa coefficient of 79.87%,
outperforming other state-of-the-art algorithms both visually and
quantitatively.

Index Terms—Change detection, classed-balanced adaptive focal
loss, fuzzy clustering, synthetic aperture radar (SAR), visual
saliency difference map.
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I. INTRODUCTION

CHANGE detection aims at identifying changes across
multi-temporal remote sensing images of the same

scene [1]. Recent years have witnessed rapid advances in apply-
ing multimodal images in change detection, including optical,
hyperspectral, and synthetic aperture radar (SAR) images. Of
these, SAR images are capable of reflecting backscattering
ground surface information regardless of weather and sunlight
conditions, making them the only available source in extreme
scenarios such as cloud, smoke, haze or other occurring dis-
asters [2], [3]. Additionally, different types of objects in SAR
images often exhibit distinct characteristics that can be em-
ployed to assist subsequent interpretation. Therefore, research
and applications have grown considerably over the last decades,
from flood detection [4], [5], postdisaster assessment [6], [7],
urban planning [8], [9] to ecological surveillance [10], [11], [12].

A large number of supervised and unsupervised methods have
been developed for SAR change detection. Supervised methods
often produce superior performance but highly rely on prior
knowledge and labelled samples [13], [14]. On the contrary,
unsupervised and self-supervising methods can overcome the
dependence of manual intervention, effectively remove or re-
duce the label requirement, and hence have recently become the
mainstream approach. Conventional unsupervised SAR change
detection methods generally consist of three steps: 1) image
preprocessing, 2) difference image generation, and 3) difference
image analysis to determine changed pixel (CP) and unchanged
pixel (UP) [15], [16], [17]. Most research targets the latter two
steps.

Difference image generation aims to calculate the differ-
ences between pairs of SAR images while suppressing inherent
speckle noise, so to highlight potential changed areas. Typical
methods include log-ratio operator [18], Gauss-log ratio opera-
tor [19], neighborhood-based ratio operator [20], and difference
fusion methods [21], [22], [23]. Although still applied, the
existing difference image generation algorithms often suffer
from poor ability of accurately highlighting potential change
areas. The purpose of difference image analysis is to determine
meaningful changed areas and can be considered as an image
segmentation process. Thresholding and clustering are generally
employed. Apart from the classical Ostu algorithm [24], there
are several thresholding algorithms based on the combination
of specific distributions and fitting criteria [15], [25], [26]. In
comparison with the thresholding algorithms, clustering has
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Fig. 1. Framework of the proposed method. Three key steps are: the construction of visual saliency difference map, the MH-FLICM for pre-classification and
sample selection, and the change detection network with class-balanced adaptive focal loss.

better generalization ability and is usually more robust to noise.
Examples include the fuzzy C-means (FCM) algorithm, fuzzy
local information C-means clustering (FLICM) [27], Markov
random field fuzzy C-means clustering [28], and reformulated
fuzzy local information C-means clustering [29].

Recently, deep neural networks have achieved remarkable
successes in remote sensing image analysis, showing superior
performances in SAR image change detection. Self-learning
strategies are commonly adopted to obtain pseudolabels from
unlabeled difference maps. In this direction, many researchers
have devoted to exploiting effective classifiers with better
performance than the conventional approaches. Gong et al.
presented a deep neural network for accomplishing change
detection directly from pairs of SAR images [30]. Geng
et al. developed a saliency-guided SAR change detection
approach based on hierarchical fuzzy C-means (HFCM) and
autoencoders [23]. With transfer learning, a multilevel fusion
network was introduced for sea ice change detection [31].
In [32], generative adversarial learning was incorporated to
classify hard pixels for small area change detection. Saha et al.
employed cycle-consistent generative adversarial networks
to transcode SAR images into optical images to aid change
detection [9]. Despite the remarkable successes achieved, low
sample accuracy, and imbalanced class samples remain two
common issues in deep learning based SAR change detection.

Building a robust deep model for SAR change detection still
poses a great challenge due to the following three issues: 1)
inaccurate difference feature representations, 2) insufficient abil-
ity of selecting high-quality samples, and 3) imbalanced class
samples. To address these issues, we have proposed a robust SAR
change detection framework, shown in Fig. 1, based on visual
saliency and multi-hierarchical fuzzy clustering. In the proposed
method, the visual saliency difference map is first constructed
to give prominence to changed areas, and an unsupervised fuzzy
clustering algorithm is then developed to generate accurate
pseudo-labeled samples. We further incorporate class-balanced
adaptive focal loss into the convolutional neural network (CNN)
to derive final change detection results. Main contributions of
the current work are summarized as follows.

1) In order to enhance the degree of difference information,
a method for generating visual saliency difference map
has been proposed based on multi-dimensional difference
feature representations. Through the difference feature
fusion, the proposed method for difference map generation
is capable of suppressing false alarms and noise while
highlighting real changed regions and providing stronger
visual difference contrast.

2) Inspired by hierarchical clustering, we have developed a
multi-hierarchical fuzzy local information C-means clus-
tering (MH-FLICM) algorithm for pre-classification and
sample selection. The integration of neighborhood infor-
mation and hierarchical clustering can precisely identify
potential CPs, alleviate the imbalance between changed
and unchanged classes, as well as select valid sample for
subsequent change detection.

3) A change detection network with class-balanced adaptive
focal loss has been constructed for generating probability
maps to further tackle the sample imbalance problem.
FLICM algorithm is then utilized as the probabilistic
binary classifier to obtain effective and reliable change
detection result.

The remainder of this article is organized as follows. Section II
introduces the construction of visual saliency difference map.
Section III presents a detailed illustration of the proposed MH-
FLICM algorithm. Architecture of the change detection network
is described in Section IV. Section V presents experimental
results, together with the parameter analysis on several aspects.
Section VI concludes this article.

II. CONSTRUCTION OF VISUAL SALIENCY DIFFERENCE MAP

A. Multi-Dimensional Difference Feature Representations

Conventional methods often use one-dimensional difference
map to reflect difference information in multi-temporal images
between corresponding pixels or neighbors. Although this way
of constructing a difference map can be handcrafted with good
responses for certain types of changes, it may lose or weaken
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general difference information, making it less capable of repre-
senting the global differences. To tackle this issue, we construct a
visual saliency difference map based on multi-dimensional dif-
ference feature representations. Single-dimensional difference
maps are concatenated across the dimensions, each reflecting a
certain type of difference, and their combination shows superior
responses to changes.

In order to moderate the influence of noise in constructing
pixel-based difference maps, we calculate the log-mean ratios
(LMR) of a neighborhood, which shows tolerance to isolated
noise. The larger the difference, the higher the grey level values
in difference map. LMR is calculated by

ILMR(p) = log

{
max

[
μ(ΩΓp

)

μ(ΩΥp
)
,
μ(ΩΥp

)

μ(ΩΓp
)

]}
(1)

where Γ and Υ, respectively, denote the before and after images,
ΩΓ and ΩΥ denote the neighborhood of pixels in Γ and Υ,
respectively. μ(ΩΓ) and μ(ΩΥ) are the mean values of the
neighborhoods of corresponding pixels, and p represents the
pixel position in the two images.

As the most widely applied change detection algorithm, log-
ratio (LR) extracts good representations in reflecting differences
of corresponding pixels in multi-temporal images. Regions of
large grey level values in difference maps correspond to areas
with large differences between images taken before and after.
LR can be expressed as

ILR(p) = log

(
max

(
Γp

Υp
,
Υp

Γp

))
. (2)

Although being shown not suitable for overcoming the in-
herent multiplicative noise in SAR images, the earliest change
detection algorithm, the absolute subtraction (SUB), intensely
suppresses noise under certain circumstances. For example, low
scattering regions erroneously display high differences due to
the ratio operation. SUB takes the form

ISUB(p) = abs (Γp −Υp) . (3)

To unify these three algorithms into similar scale and magni-
tude, min–max regularisation is processed for ILMR, ILR, and
ISUB, respectively. The multi-dimensional difference feature
representation, Ψ, is then derived through merging the three
difference images across separate channels.

In all the three difference images, the larger the value, the
greater the difference, consistent in difference feature responses.
Therefore, significant differences can be better observed in
changed areas, showing improved robustness than any single-
dimensional difference images. On the contrary, insignificant
differences, which indicate unchanged areas, will incur weaker
difference responses. The multi-dimensional difference map
also has a good tolerance in regions with opposite directions of
difference indications, thus avoiding erroneous representations
generated by a single-dimensional difference map. In summary
multi-dimensional difference map has strong robustness and
reflection ability, and can enhance the contrast between potential
CP and UP for identifying potential changes. Fig. 2(d) shows
multi-dimensional difference feature representations for five

different datasets, in which regions in white denote significant,
potential changed areas, regions in green and purple indicate
areas of notably potential changes in certain dimensions of the
difference map, and black regions represent negligible changes.
Compared to conventional single-dimensional difference map,
the multi-dimensional representation holds stronger capability
to convey the difference information visually and truthfully.

B. Visual Saliency Difference Map Generation

In the previous section, a multi-dimensional difference map
has been constructed to expand the degree of difference between
potential CP and UP. However, it is still necessary to determine
an optimised selection method to digitally express the “visual
difference” so that the difference map has autonomous ability to
focus on areas of potential changes. As an important direction
in computer vision, visual saliency detection helps to automat-
ically identify the region of interest in an image by simulating
the human visual mechanism. For example, when facing a
new image scene, human vision automatically pays attention
to certain regions of interest and ignores uninterested regions.
These detected regions of interest are regarded as visually salient
regions [33].

As a classical and effective saliency detection algorithm,
the luminance contrast (LC) [34] algorithm aims to obtain the
global contrast of single pixels in the entire image. That is,
the saliency value of a single pixel is the sum of grey level
distances to all other pixels. The calculation focuses on seeking
the global contrast but can cause rare pixels to dominate with
higher contrast. In multi-dimensional difference map, potential
CPs hold a small portion of the image and are considered as
rare pixels. This feature can cater for the demand for saliency
region extraction [35]. Therefore, we use the LC algorithm to
extract visual saliency difference map by highlighting potential
change pixels in the multi-dimensional difference map Ψ, so
that the main “attention” of the difference map is focused on the
potential change pixels. The LC-based saliency can be computed
by

Φk =
N∑
i=1

‖Ψk −Ψi‖ (4)

where Φk is the saliency value of pixel t, ‖Ψk −Ψi‖ stands for
the Euclidean distance between Ψk and Ψi, and N denotes the
total number of pixels in the image.

Considering that pixels with the same intensity level have the
same saliency, we further restructure (4) so that pixels with the
same intensity are rearranged together as

Φk =

nL∑
j=1

fj‖Ψk − Lj‖ (5)

where Lj represents jth intensity level in Ψ, fj denotes the
frequency of Lj , and nL is the total number of intensity levels
in the image.

Through the construction of highly responsive multi-
dimensional feature representation and the application of global
visual saliency extraction algorithm, areas with significant
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Fig. 2. Step-wise results of the proposed method on Beijing-I, Beijing-II, Beijing-III, Coast and Yellow River datasets: (a) LMR difference image, (b) LR difference
image, (c) SUB difference image, (d) multi-dimensional difference feature representations, (e) visual saliency difference maps, and (f) predicted probability maps.

changes in the difference map are targeted and highlighted.
This strategy suppresses insignificant areas and expands the
degree of difference between different types of pixels, provid-
ing a basis for selecting as many as possible potential change
pixels with high-confidence in the subsequent process. Fig. 2(e)
shows a constructed difference map based on the extraction of
multi-dimensional difference feature saliency. It can be seen
that potential changed areas possess stronger visual contrast and
show stronger resistance to noise.

III. MULTI-HIERARCHICAL FUZZY LOCAL INFORMATION

C-MEANS CLUSTERING

Coherent speckle noise inherently exists in SAR images and
can greatly affect SAR image processing and interpretation.
Incorporating neighborhood information is the most efficient
and effective way to reduce such noise in SAR images. In this
section, we develop an unsupervised multi-hierarchical cluster-
ing algorithm, namely MH-FLICM, which takes into account

the neighbourhood information in hierarchically segmenting the
difference map. The proposed MH-FLICM algorithm identi-
fies potential change areas as accurately as possible, and at
same time optimizes the distributions of pixel classes in the
pre-classification result for selecting pixels from valid samples.

As an improvement of the classic FCM algorithm, the FLICM
segmentation algorithm incorporates local neighborhood and
grey level information to achieve stronger resistance to speckle
noise [27]. Specifically, the objective function of the FLICM
algorithm is defined as

Jw =
N∑
i=1

M∑
m=1

[
uw
mi‖xi − vm‖2 +Gmi

]
(6)

where xi is the gray level value of pixel i,w = 2 is the weighting
parameter of each fuzzy membership, N denotes the total num-
ber of pixels in the image, M is the desired number of classes
in the final classification, umi is the degree of membership of
ith pixel in mth cluster, vm denotes the center of m-th cluster
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prototype, ‖ · ‖ represents the Euclidean distance, and the fuzzy
factor Gmi is defined as the weighted sum of distances of the
cluster centre from its spatial neighbors by

Gmi =
∑

j∈Ωi,i�=j

1

dij + 1
(1− umj)

w‖xj − vm‖2 (7)

where Ωi is the neighborhood of pixel i, dij denotes the spa-
tial distance between pixels i and j, and umj and vm can be
computed by

umj =
1

∑M
j=1

(‖xi − vm‖2 +Gmi

‖xi − vj‖2 +Gji

) 1
w−1

(8)

vm =

∑N
i=1 u

w
mixi∑N

i=1 u
w
mi

. (9)

When consecutive update of the membership matrix becomes
smaller than the preset threshold, the iteration stops. Therefore,
pixels will be attributed to the categories with the highest degrees
of membership, and the initial segmentation is completed.

Different from FCM, FLICM algorithm generates fewer iso-
lated pixels and more attention is paid to changed areas in the
difference map, producing smoother effect in the spatial domain.
The incorporation of neighborhood information often results in
blurring of the boundary between changed and unchanged areas,
in which pixels may correspond to intermediate category and are
most likely to be misclassified in conventional difference image
analysis. Therefore, the MH-FLICM algorithm is proposed to
accurately detect the boundary regions (pixels belong to the
intermediate category), as well as precisely identify changed and
unchanged areas of high confidence. The category of pixels in
boundary regions will later be determined by the network well
trained using those selected changed and unchanged samples.
Details of the MH-FLICM algorithm are described as follows.

1) Use FLICM to divide the difference map into two cat-
egories: changed CC and unchanged CU. NC represents
the total number of pixels in class CC, and also assumed
to be the upper limit of number of CPs in MH-FLICM
algorithm. The upper limit of ratio of the number of
intermediate pixels (IPs) to the number of CPs is set to
be T = 2.

2) Use multiclass FLICM to segment the difference map
into seven classes, arranged as C1, C2, . . . , C7, according
to descending sort of cluster centres ξ1, ξ2, . . . , ξ7. We
noticed that if directly dividing pixels into three classes
by FLICM, the intermediate class sometimes occupies a
significant part of the difference image, therefore enough
representative samples cannot be obtained. The numbers
of corresponding pixels in each class are N1, N2, . . . , N7,
respectively.

3) The number of CPs is

NCP =

{∑7
i=1 Ni if NCP � NC

N1 if N1 +N2 > NC

. (10)

The number of classes in CPs is tC.

4) The number of IPs is

NIP =

{∑7−tC
j=1 NtC+j if NC < NIP < NC × T

NtC+1 if NtC+1 +NtC+2 > NC × T
.

(11)
The number of classes in IPs is tI.

5) The number of UPs is

NUP =

7−tC−tI∑
k=1

NtC+tI+k (12)

where k = argmink
∑7−tC−tI

k=1 NtC+tI+k > NCP. The
number of classes in UPs is tU.

6) Determine high-confidence unchanged pixels (HUPs). If
tC + tI + tU < 7, all pixels that have not been assigned
labels will be taken as HUPs; if tC + tI + tU = 7, HUPs
will be merged into UPs.

IV. CHANGE DETECTION NETWORK WITH CLASS-BALANCED

ADAPTIVE FOCAL LOSS

To obtain suitable inputs for subsequent detection, two-
channel patch pairs are extracted from multi-temporal SAR
images by collecting overlapping patches of sizes of n× n× 2,
each of which is assigned a label according to the class of the
center pixel in the segmented patch [36]. Dual-channel patches
centered at UPs and CPs are considered as samples for subse-
quent CNN training, and patches centred at HUPs are discarded.
This way of constructing inputs for training CNN helps identify
CPs with high confidence by decreasing the large gap between
the numbers of CPs and UPs and at the same time enhancing the
training efficiency and effectiveness.

The focal loss [37] was originally proposed to address the
class imbalance problem in computer vision tasks. It extends
the cross entropy loss by introducing a modulating term and a
balanced factor, formulated by

L =

{−α(1− ŷ)γ log(ŷ) y = 1
−(1− α)ŷγ log(1− ŷ) y = 0

(13)

where y and ŷ represent the class label and the output prob-
ability of the network, respectively. α is the balancing factor,
and γ denotes the focusing parameter to reduce the impact
of samples that are easy to be classified in the training and
force the model to pay more attention to those difficult ones
to train. Recently, several adaptive focal loss algorithms have
been developed through either modifying the focusing parameter
γ using decay and scaling strategies, or adding fixed weights
to the loss functions [38], [39], [40]. In this article, instead
of adjusting the focusing parameter, the balancing factor α is
adaptively formulated by the inverse rating of the advantageous
and adverse samples obtained by the MH-FLICM algorithm. The
class-balanced adaptive focal loss is developed as the objective
function in the two-channel network to further handle the sample
imbalance problem, where α is set as the ratio of NCP to NUP

to adaptively adjust the weight of majority class and minority
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class. The loss function then becomes

L =

⎧⎪⎪⎨
⎪⎪⎩

−NCP

NUP
(1− ŷ)γ log(ŷ) y = 1

−
(
1− NCP

NUP

)
ŷγ log(1− ŷ) y = 0

. (14)

For samples centered at CPs, y = 1, the larger the ŷ, the smaller
the loss. Similarly, for samples centered at UPs, y = 0, the
smaller the ŷ, the smaller the loss, corresponding to samples that
are easy to be determined. The calculation of the loss function
for these samples will slow down the iterative process and make
it difficult to reach the optimum.

In the literature, almost all the change detection methods adopt
the classification mechanism of predicting only the patches
centered at IPs, and acquiesce in the assumption that pre-
classification result is 100% correct. To deal with these errors
occurring in the pre-classification, in the proposed classification
mechanism, the trained network reclassifies all the patches and
outputs a probability map [as shown in Fig. 2(f)] with an equal
size of the original image. In addition, considering the corre-
lation between the adjacent pixels of the image, the FLICM
clustering algorithm is further used as a probabilistic graph
binary classifier to obtain the final change detection result.

V. EXPERIMENTS AND ANALYSIS

To validate the effectiveness of the proposed method, experi-
ments were conducted on five datasets. Visual and quantitative
comparisons with several state-of-the-art methods are reported,
including the FCM algorithm based on LR difference map
(LR-FCM), FLICM algorithm based on LR difference map (LR-
FLICM), principal component analysis (PCA) and K-means
algorithm (PCA-KM) [41], extreme learning machine based
on neighborhood ratio (NR-ELM) [42], Gabor PCA network
(GaborPCANet) [43], convolutional-wavelet neural networks
(CWNN) [44], dual-domain network (DDNet) [45], siamese
adaptive fusion network (SAFNet) [46], and robust unsupervised
small area change detection method (RUSACD) [32]. A compre-
hensive investigation of several parameters on the performance
of change detection is also presented.

A. Dataset Description and Evaluation Criteria

The original Beijing image, of sizes of approximately
13 000 × 22 000 pixels, were acquired from Gaofen-3 SAR
in April 2017 and May 2018, respectively. Seasons for the
two acquisition dates are similar, thus vegetation changes
have little effect on the backscattering. Several preprocessing
steps, such as calibration, registration, geocoding, and cropping
were performed. After the following multilook processing of
2 × 3, the azimuth and distance resolution is approximately
7.8 m. Owing to the considerably large size of the entire image,
three representative subregions were selected for evaluation,
denoted as Beijing-I dataset, Beijing-II dataset, and Beijing-III
dataset, respectively. Area A is the Beijing-I dataset of size of
400× 400 pixels, in which urban construction and displacement
of trains are the main changes. Fig. 3 shows exemplar multi-
temporal images and corresponding reference change map. Area

Fig. 3. Beijing-I dataset: (a) image acquired in April 2017, (b) image acquired
in May 2018, and (c) reference image.

Fig. 4. Beijing-II dataset: (a) image acquired in April 2017, (b) image acquired
in May 2018, and (c) reference image.

Fig. 5. Beijing-III dataset: (a) image acquired in April 2017, (b) image
acquired in May 2018, and (c) reference image.

Fig. 6. Coast dataset: (a) image acquired in June 2008, (b) image acquired in
June 2009, and (c) reference image.

B is the Beijing-II dataset of size of 400 × 400 pixels. Construc-
tion and demolition of artificial structures are the main cause of
changes. Examples of Beijing-II are shown in Fig. 4. Area C,
the Beijing-III dataset, has a size of 248 × 215 pixels, where
changes are primarily caused by the update of construction as
displayed in Fig. 5.

Apart from the above three datasets, the Coast and Yellow
River datasets, derived from Radarsat-2 in the Yellow River
Estuary area in June, 2008 and 2009, were also used. Multi-
temporal and the reference images in the Coast dataset, as shown
in Fig. 6, are of 450 × 280 pixels with areas of relatively small
changes. As shown in Fig. 7, the Yellow River dataset contains
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Fig. 7. Yellow River dataset: (a) image acquired in June 2008, (b) image
acquired in June 2009, and (c) reference image.

TABLE I
CHANGE DETECTION RESULTS OF VARIOUS METHODS ON BEIJING-I DATASET

changes occurred mainly along the boundaries of the river with
the image size of 291 × 444 pixels.

Several evaluation criteria were used for assessing accuracy
of the detection including, false positives (FP), false nega-
tives (FN), overall error (OE), percentage correct classification
(PCC), and Kappa coefficient (κ). Among these, FP is the
number of UPs that have been incorrectly detected as changed.
FN denotes the number of CPs that have not been detected.
OE represents the total number of pixels that were erroneously
classified, and is the sum of FP and FN. Detection accuracy is
the ratio between the number of pixels detected correctly and
the total number of pixels, and κ is the Kappa coefficient.

B. Results on Beijing-I Dataset

Detecting changes in Beijing-I images has been of great
difficulty due to complex types of ground objects and their
various forms of change, especially in water areas. Visual results
of various methods on Beijing-I dataset are shown in Fig. 8,
while quantitative results presented in Table I. LR-FCM, LR-
FLICM, PCA-KM, NR-ELM, GaborPCANet, CWNN, DDNet,
and SAFNet all suffered severely from speckle noise, leading
to significantly high FPs and low kappa coefficients. With the
incorporation of neighborhood information, the detection result
of LR-FLICM was much better than that of LR-FCM algorithm.
Despite the noise interference was suppressed in the RUSACD
algorithm, many important changes were wrongly classified,
resulting in a relatively high FP value. Fig. 8(j) and (k) dis-
plays reprediction results of the proposed method on merely the

TABLE II
CHANGE DETECTION RESULTS OF VARIOUS METHODS ON BEIJING-II DATASET

intermediate class and all the patches, respectively. Although
the floating objects on the water and changes in the growing
plants resulted in some false detections, it is visually apparent
that almost all the change areas have been detected completely,
demonstrating strong antinoise ability and high detection accu-
racy of the method. Meanwhile, it is worth noting that with the
incorporation of subtraction operator in the multi-dimensional
difference representation, the false alarm problem caused by the
low scattering area in the water area has been effectively avoided.

C. Results on Beijing-II Dataset

In Beijing-II dataset, in addition to construction and demoli-
tion of buildings, there existed changes between bare land and
vegetation. Compared with changes of buildings, differences
between bare land and vegetation are less obvious and more
scattered, increasing the difficulty of their accurate detection.
Visual and quantitative results of Beijing-II dataset are presented
in Fig. 9 and Table II, respectively. Reference image is given
in Fig. 9(l). Similar to the Beijing-I dataset, CWNN algorithm
was significantly affected by noise, producing large amount of
false detection and trivial plaques. Detection results of CWNN
algorithm is shown in Fig. 9(f) with the lowest κ of 15.56%.
As shown in Fig. 9(b), LR-FLICM detected most of the change
areas with some resistance to noise. Compared to the above
two algorithms, there were fewer trivial plaques in the results
of PCA-KM, CWNN, NR-ELM, GaborPCANet, DDNet, and
SAFNet algorithms, shown in Fig. 9(c)–(e), with moderate
detection rates. In contrast, the proposed method showed strong
resistance to noise, though some missed detection occurred. On
the quantitative evaluations in Table II, predicting all patches
using the proposed algorithm obtained a slightly lower detec-
tion accuracy but a higher κ than that of only patches centred
at IPs. Among all the methods, RUSACD exhibited the best
performance with the highest accuracy and Kappa coefficients,
probably due to the usage of generative models for increasing
the training samples. It can also be observed that majority of
the detection errors was located at the left side of the image
due to low backscattering of varying vegetations. Such a small
degree of difference may merely be perceptible to LR based
algorithms, which are highly sensitive to difference informa-
tion. Meanwhile, the utilization of neighborhood information in
the change detection network help to suppress noise, but may
cause false detections and missed detections in boundaries of
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Fig. 8. Visualization of various change detection methods on Beijing-I dataset: (a) LR-FCM, (b) LR-FLICM, (c) PCA-KM, (d) NR-ELM, (e) GaborPCANet, (f)
CWNN, (g) DDNet, (h) SAFNet, (i) RUSACD, (j) proposed (IPs only), (k) proposed, and (l) ground truth.

Fig. 9. Visualization of various change detection methods on Beijing-II dataset: (a) LR-FCM, (b) LR-FLICM, (c) PCA-KM, (d) NR-ELM, (e) GaborPCANet,
(f) CWNN, (g) DDNet, (h) SAFNet, (i) RUSACD, (j) proposed (IPs only), (k) proposed, and (l) ground truth.

small change areas, leading to possible deterioration of change
detection accuracy.

D. Results on Beijing-III Dataset

Fig. 10 and Table III, respectively, show the visual and quan-
titative results on the Beijing-III dataset. Compared with the
previous two datasets, types of changes in Beijing-III area are
less complex and more obvious, mainly caused by transitions
between buildings and bare land. Therefore, all the algorithms
except for LR-FCM achieved good detection results with accura-
cies over 85%. The reference image is shown in Fig. 10(l). Differ-
ent from the previous results, on this dataset, the detection results
of CWNN and NR-ELM were superior to those of LR-FLICM,
PCA-KM, and GaborPCANet. Due to the uneven backscattering
in the building area, many subtle change regions were eliminated
as noise, leading to a large number of holes in the detection

TABLE III
CHANGE DETECTION RESULTS OF VARIOUS METHODS ON BEIJING-III DATASET

results and high FN values in LR-FCM, LR-FLICM, PCA-KM,
and RUSACD. It is also worth noting that CWNN, DDNet and
SAFNet produced many false detections with high FP values,
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Fig. 10. Visualization of various change detection methods on Beijing-III dataset: ((a) LR-FCM, (b) LR-FLICM, (c) PCA-KM, (d) NR-ELM, (e) GaborPCANet,
(f) CWNN, (g) DDNet, (h) SAFNet, (i) RUSACD, (j) proposed (IPs only), (k) proposed, and (l) ground truth.

Fig. 11. Visualization of various change detection methods on Coast dataset: (a) LR-FCM, (b) LR-FLICM, (c) PCA-KM, (d) NR-ELM, (e) GaborPCANet, (f)
CWNN, (g) DDNet, (h) SAFNet, (i) RUSACD, (j) proposed (IPs only), (k) proposed, and (l) ground truth.

confirming its sensitivity to subtle changes. In comparison to test
results of only the intermediate patches in Fig. 10(j), repredic-
tions of all patches [displayed in Fig. 10(k)] produced less noisy
and more complete detection in the main change area. Highest
κ value of 93.22% was achieved with the proposed method. In
particular, unlike the Beijing-II dataset, although the degree of
difference between bare ground and vegetation is small, due to
the large area of occurrence, the proposed method could still
detect all the change areas with a relatively high accuracy.

E. Results on Coast Dataset

Change maps generated by various methods on the Coast
dataset are shown in Fig. 11, while the corresponding evaluation
results are listed in Table IV. Types of changes in the Coast
dataset are relatively simple, all of which are located in the small
area in water. Judging from the visual results, LR-FCM, PCA-
KM, GaborPCANet, CWNN, and SAFNet were all seriously
influenced by speckle noise. Large numbers of false detections
exhibited not only in the land area, but also in the water, resulting
in extremely high FP values and kappa coefficient lower than
20%. For LR-FLICM, NR-ELM, and DDNet, the FP values

TABLE IV
CHANGE DETECTION RESULTS OF VARIOUS METHODS ON COAST DATASET

were also relatively high, and hence the detection accuracies
were all below 50%. Among all the methods, RUSACD had the
best PCC value of 99.74% and the highest κ of 87.34%, and
yielded a clean change map similar to the ground truth. With
the integration of LMR, LR, and SUB difference operators,
the proposed method could make full use of various types of
difference information to alleviate the impact of noise to a
great extent, effectively detecting changed areas and producing
a competitive performance to RUSACD.
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Fig. 12. Visualization of various change detection methods on Yellow River dataset: (a) LR-FCM, (b) LR-FLICM, (c) PCA-KM, (d) NR-ELM, (e) GaborPCANet,
(f) CWNN, (g) DDNet, (h) SAFNet, (i) RUSACD, (j) proposed (IPs only), (k) proposed, and (l) ground truth.

TABLE V
CHANGE DETECTION RESULTS OF VARIOUS METHODS ON YELLOW

RIVER DATASET

F. Results on Yellow River Dataset

Fig. 12 and Table V show the detected change maps and
their quantitative evaluation metrics of various state-of-the-art
methods. In this Yellow River dataset, most of changes occur
in the water area, making the change detection relatively
straightforward. Therefore, except for LR-FCM, which had
almost no resistance to noise, all methods exhibited some
noise resilient capability in the detected change maps with
Kappa coefficients higher than 70%. From visual comparisons,
LR-FLICM, CWNN, DDNet, and SAFNet produced some noisy
regions along the river boundary, and hence suffered from high
FPs. On the contrary, for PCA-KM, NR-ELM, GaborPCANet,
and RUSACD, many subtle change areas were eliminated, and
FNs values were relatively high. Especially, CWNN, which was
sensitive to changing differences, achieved the least number of
missed detections of 496, and RUSACD with the strongest anti-
noise ability yielded the least number of false detections of 640.
The proposed method outperformed all these methods on both

accuracy and Kappa coefficient, and generated balanced FP and
FN values, further demonstrating its effectiveness and usefulness
in suppressing the influence of speckle noise in change detection.

G. Ablation Studies

Several aspects are explored and discussed in this section:
1) impact of number of training samples; 2) analysis of pre-
classification performance; 3) analysis of different types of
difference maps and clustering algorithms; 4) impact of input
patch size; 5) analysis of different classification strategies; 6)
analysis of different types of loss functions; and 7) analysis on
different types of classifiers.

1) Impact of Number of Training Samples: The number of
training samples greatly affects the change detection perfor-
mance and thus is a critical parameter for model training. In
this article, we have developed the MH-FLICM algorithm based
on visual saliency difference map for change detection. To test
its effectiveness, the Beijing-I dataset was chosen to evalu-
ate the number of training samples, and the proposed method
was compared to 15 combinations of various difference maps
and clustering algorithms, including three-class FCM based
on neighborhood-ratio difference map (NR-FCM3), three-class
FCM based on LMR difference map (LMR-FCM3), three-class
FCM based on LR difference map (LR-FCM3), three-class FCM
based on the visual saliency difference map (VSDM-FCM3),
H-FCM based on NR difference map (NR-HFCM), H-FCM
based on LMR difference map (LMR-HFCM), and H-FCM
based on LR difference map (LR-HFCM), H-FCM based on
the visual saliency difference map (VSDM-HFCM), three-class
FLICM based on neighborhood ratio difference map (NR-
FLICM3), three-class FLICM based on LMR difference map
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Fig. 13. Pre-classification results of (a) NR-FCM3, (b) LMR-FCM3, (c) LR-FCM3, (d) VSDM-FCM3, (e) NR-HFCM, (f) LMR-HFCM, (g) LR-HFCM, (h)
VSDM-HFCM, (i) NR-FLICM3, (j) LMR-FLICM3, (k) LR-FLICM3, (l) VSDM-FLICM3, (m) NR-MHFLICM, (n) LMR-MHFLICM, (o) LR-MHFLICM, (p)
proposed after merging HUPs into UPs, and (q) proposed before merging HUPs into UPs.

(LMR-FLICM3), three-class FLICM based on LR difference
map (LR-FLICM3), three-class FLICM based on the visual
saliency difference map (VSDM-FLICM3), MH-FLICM based
on NR difference map (NR-MHFLICM), MH-FLICM based
on LMR difference map (LMR-MHFLICM), and MH-FLICM
based on LR difference map (LR-MHFLICM). As displayed
in Fig. 13, the proposed method produced stable and accurate
pre-classification results both before and after merging HUPs
with UPs. In Fig. 13(a)–(p), the black, grey, and white pixels
represent UPs, IPs, and CPs, respectively. In Fig. 13(q), the
black, red, green, and white pixels represent HUPs, UPs, IPs,
and CPs, respectively. Parameters UU, UI, UC, CU, CI, and
CC were calculated for comparison, where the first character
represents the class in the reference image (“C” is the changed
class, “I” represents intermediate class and “U” denotes the
unchanged class), and the second character denotes the pixel
class in selected samples. These quantitative results of various
methods are presented in Table VI. The proportion of different
classes in the pre-classification result is visualized in Fig. 14.
UU values below 40% were omitted. It can be observed that
among all the methods, largest numbers of samples have been
obtained using the proposed method.

2) Analysis of Pre-classification Performance: Apart from
the number of training samples, selecting samples that would
achieve as many correctly classified pixels as possible is also
a significant factor. The proportion of pixels that have been

Fig. 14. Visualization of volume proportion (%) in pre-classification on
Beijing-I dataset.
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TABLE VI
PROPORTION (%) OF DIFFERENT CLASSES IN PRE-CLASSIFICATION RESULTS ON

BEIJING-I DATASET

TABLE VII
PRE-CLASSIFICATION PERFORMANCE WITH VARIOUS DIFFERENCE MAPS AND

CLUSTERING ALGORITHMS ON BEIJING-I DATASET

correctly classified in the pre-classification results (initial correct
volume, ICV) and the sample accuracy (SA) are used to evaluate
the accuracy of the selected pixels, given as

ICV = CC + UU (15)

SA =
CC + UU

CC + UU + CU + UC
. (16)

From Table VII, it can be seen that 97.51% of the pixels have
been correctly classified in the pre-classification. While the
accuracy of the selected samples reached 98.78%. Although
the VSDM-FLICM algorithm was comparable with other sam-
ple selection algorithms, the visual saliency difference map
based MH-FLICM algorithm achieved the best overall pre-
classification result, further verifying the superior ability of the
proposed sample selection method for selecting valid samples
in terms of the number of samples and classification accuracy.

3) Analysis of Different Types of Difference Maps and Clus-
tering Algorithms: In a change detection framework, sample
selection performance depends on how well the difference map
extracts and highlights difference information, as well as how
well the clustering algorithm identifies potential changed ar-
eas for pre-classification. Also the sample selection and pre-
classification accuracies would directly influence the final de-
tection results. Therefore, to analyze the usefulness of proposed

TABLE VIII
CHANGE DETECTION RESULTS WITH VARIOUS DIFFERENCE MAPS AND

CLUSTERING ALGORITHMS ON BEIJING-I DATASET

visual saliency difference map and MH-FLICM algorithm, we
conducted additional experiments, in which different types of
difference maps and various clustering algorithms were uti-
lized and compared, while the subsequent processes stayed the
same. Final change detection results on the Beijing-I dataset
are reported in Table VIII. The proposed visual saliency differ-
ence map based MH-FLICM algorithm outperformed all other
methods, obtaining the highest accuracy of 99.00% and Kappa
coefficient of 68.74%. It is worth mentioning that compared
with the NR, LMR, and LR difference maps, the proposed
visual saliency difference map achieved superior results no
matter what clustering algorithm was adopted. We can also
observe that although certain types of difference maps (NR
and LMR) worked well with HFCM and FLICM, the proposed
MH-FLICM clustering algorithm produced considerably good
results on all types of difference maps, especially the visual
saliency difference map, confirming the effectiveness of both the
visual saliency difference map and the MH-FLICM clustering
algorithm.

4) Impact of Input Patch Size: For shallow CNNs, the size
of input patch has an important impact on feature extraction and
learning. The proposed dual-channel network was constructed
to learn the mapping relationship from input patches to labels
of center pixels, and in this case, when the input patch is too
large, too much interference may be brought into the feature
extraction. While if the input patch is too small, along the
network the feature maps would reduce in size or fill with too
many zeros, hence extracting meaningless and useless feature
maps. To determine its optimal size, we varied the input patch
size from 9 × 9 to 17 × 17 on all five datasets. As displayed in
Fig. 15 and Table IX, with increase in patch size, false positive
rate showed a tendency of gradually increasing, while false
negative rate decreases. On the Beijing-III, Coast and Yellow
River datasets, a moderate patch size seemed more suitable.

5) Analysis of Different Classification Strategies: To confirm
the efficacy of reclassifying all the patches, we adopted two clas-
sification strategies and compared their subsequent performance
in terms of Kappa coefficients. The first mechanism supposed
that there were no errors in the pre-classification, and then a
suitable threshold was chosen to predict patches centred at IPs. In
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Fig. 15. Comparisons of Kappa coefficients with varying patch sizes.

TABLE IX
CHANGE DETECTION RESULTS WITH VARYING PATCH SIZES

Fig. 16. Comparisons of Kappa coefficients with different classification strate-
gies.

the second mechanism, patches corresponding of all pixels were
re-classified to obtain a probability map, and FLICM clustering
algorithm was then used to distinguish between unchanged and
changed categories. Kappa coefficient κ was chosen as the
evaluation criterion and results were compared on the Beijing-I,
Beijing-II, Beijing-III, Coast, and Yellow River datasets. As
shown in Fig. 16, the mechanism of repredicting all the patches
produced higher κ values on all five datasets, confirming its
effectiveness.

TABLE X
CHANGE DETECTION RESULTS WITH DIFFERENT TYPES OF LOSS FUNCTIONS

6) Analysis of Different Types of Loss Functions: In the
change detection network, class-balanced adaptive focal loss is
employed to address the class imbalance issue during training.
According to the number of samples in each class, it applies
an adaptive balancing factor and a modulating term to the cross
entropy loss in order to focus training on misclassified examples.
To evaluate its efficacy, change detection results of binary cross
entropy loss, nonadaptive focal loss and class-balanced adaptive
focal loss were compared, terms as BCEL, NAWL, and CBAWL,
respectively. As presented in Table X, with class-balanced adap-
tive focal loss, higher accuracies and Kappa coefficients were
obtained on all datasets. It can be observed that the model trained
using the binary cross entropy loss produced large false negatives
in most cases, indicating the network biased toward learning
more representations of the disadvantaged class and neglecting
the advantaged class. The nonadaptive focal loss extends the bi-
nary cross entropy by introducing an additional modulating term
to avoid producing large gaps between numbers of false negative
and false positives. The proposed class-balanced adaptive focal
loss further incorporates a class-balanced weight factor, pushing
the network to adapt to imbalanced classes.

7) Analysis of Different Types of Classifiers: Deep learning
based change detection methods commonly use the softmax
function as the final classifier to determine the predictions
from the probability map. In this article, we proposed to adopt
FLICM algorithm to produce satisfactory change detection re-
sults. To validate the usefulness of the FLICM, experiments
were performed by comparing three different types of classifiers:
softmax, FCM and FLICM. Quantitative results on the five
datasets are given in Table XI. Compared with softmax, by
employing the FLICM algorithm to cluster pixels according to
the neighborhood information, the proposed method achieved
higher accuracies and Kappa coefficients on four dataset. In
Beijing-II dataset, although the detection accuracy of FLICM
was marginally worse than that of softmax, higher κ was ob-
tained with more balanced FP and FN values. Furthermore, fus-
ing with local neighborhood information, FLICM yields stable
and appreciable results with stronger capability of suppressing
noise, illustrating its usefulness in distinguishing changed, and
unchanged regions.
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TABLE XI
CHANGE DETECTION RESULTS WITH DIFFERENT TYPES OF CLASSIFIERS

VI. CONCLUSION

In this article, we have developed an approach to extract
difference map based on visual saliency, capable of highlighting
authentic change areas with robust suppression of false alarms.
An unsupervised multi-hierarchical clustering algorithm, MH-
FLICM, is then proposed to effectively detect potential changed
areas and select high-quality samples with accurate pseudola-
bels. These pre-classified samples can be constructed as inputs to
the change detection network, in which class-balanced adaptive
focal loss is incorporated for diminishing the gap between
numbers of samples in unchanged and changed classes. FLICM
clustering algorithm is employed to yield satisfactory predic-
tions from the network output with strong resistance to noise.

Experimental results and comparisons with state-of-the-art
algorithms on various datasets have verified the advantages
of the proposed SAR change detection framework, reaching
averaged accuracy of 99.07% and Kappa coefficient of 79.87%
over five benchmark datasets. The proposed method combines
the respective strengths of multi-hierarchical clustering and deep
models to produce training samples of high-confidence in an
unsupervised way, and to yield stable and exceeding change
detection performances, particularly in images with changes in
small areas. It is worth mentioning that in spite of complex types
of changes involved, improved performances over the existing
methods have been achieved both visually and quantitatively.
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