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Abstract—Synthetic aperture radar (SAR) satellite has been
widely applied in real-time flood monitoring as that they are not
affected by extreme weather conditions. However, there is no au-
tomatic method to quickly and accurately extract flood areas with
SAR satellite images. In this article, a UNet combined with the
attention mechanism (UNet-CBAM) method has been proposed
for extracting flood submerged areas, and both Longgan Lake and
Dahuchi in Poyang Lake Basin are selected as the test sites. Based on
the polarization characteristics of two Sentinel-1A data of Poyang
Lake, both UNet and UNet-CBAM extraction methods are utilized
to extract the flood areas, respectively. Compared with traditional
SAR image water extraction methods, simulation results demon-
strate that UNet can obtain more satisfactory results in recall,
precision, and F1-parameter, but it has no capability to guarantee
continuity in edges and small bodies of water. Moreover, our pro-
posed UNet-CBAM method can further improve recall, precision,
and F1-parameter, respectively. Specifically, when compared with
UNet, its recall is increased by 0.8% and 1.2% while F1-parameter
is improved by 0.6% and 0.8%, respectively, in the two test sites.

Index Terms—Attention mechanism, flood area extraction, flood
monitoring, synthetic aperture radar (SAR), UNet.

I. INTRODUCTION

A S ONE of the most harmful and common natural disasters,
floods have high frequency of occurrence, wide coverage,

and strong destructiveness. Moreover, the frequency and con-
sequences of extreme flood events worldwide have increased
rapidly over the past few decades [1]. Floods hit southern China
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nearly every year because of the abundant monsoon rainfall.
Increased frequency of extreme precipitation events has aggra-
vated the occurrence of floods resulted in serious economic
losses [2]. As the largest freshwater lake in China, Poyang Lake
is also one of the most frequently flooded areas in China [3]. Fre-
quent floods in Poyang Lake have caused tremendous damage
to the environment and agricultural economy, threatening the
lives of approximately 10 million people, who are living in the
areas [4]. Since June 2020, Jiangxi Province in China has been
continuously affected by extreme precipitation events. In early
July, northern and central part of Jiangxi province were hit by
heavy rainstorms. Many stations along the entire line of Poyang
Lake and the Jiujiang section of the Yangtze River have exceeded
the highest water level recorded in history. An unprecedented
flood occurred in the Poyang Lake basin, as a result, 36 counties
and over 500 000 residents in Jiangxi province were affected
by the disaster, causing huge property and economic losses.
Therefore, scientific, rapid, and accurate real-time monitoring
of the influenced range and spatial distribution of flood disasters
will be of great significance to provide relief and reduce the
impact of disasters.

Remote sensing technology has become an important means
for flood disaster monitoring thanks to its ability to sense the
electromagnetic waves reflected or radiated by the target from
a long distance to detect and identify the target [5]. Optical
remote sensing images are often susceptible to severe weather,
so that flood information can only be obtained after the clouds
have dispersed. Synthetic aperture radar (SAR) remote sensing
can penetrate clouds, fog, and overcome bad sunlight condi-
tions during flood periods, which can achieve entire day and
all-weather observations of the disaster-affected areas [6]–[8]. It
has become the most important technical measure for large-scale
flood monitoring because of its large spatial coverage and short
revisit period [9]. SAR images are obtained by back-projection
imaging method, the calm water surface often appears as a dark
area due to low backscatter coefficient while the backscatter-
ing coefficient of nonflood area is higher, which may diffuse
scattering dominates [10], [11].

With rapid development of SAR technology, scholars at home
and abroad have made some achievements in flood monitoring
based on SAR data [12]. Using SAR to study water extraction
is one of the current focal fields of research. The methods of
flood monitoring based on SAR mainly include: simple visual
interpretation [13], image change detection technology [14],
supervised classification [15], region growth algorithm [16],
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object-oriented analysis technology [17], histogram threshold
with interferometric SAR coherence coefficient [18], [19],
and so on. Pappas et al. [20] present the extraction of rivers
based on ICEYE-X2 and Sentinel-1 SAR data with super-pixel
segmentation and subsequent classification methods. Lopez-
Caloca et al. [21] and Lv et al. [22] separate water bodies
from other land covers by using gray level co-occurrence matrix
with SAR data. The development of these technologies provides
effective means for accurate and automatic flood monitoring.
Numerous of scholars used combinations of multiple approaches
to complement each other. Shen et al. [23] combined SAR
image classification algorithms with morphological algorithms,
multithreshold segmentation and machine learning algorithms
to obtain the range of water bodies in the study area. Wester-
hoff et al. [24] proposed an automatic flood mapping method,
which is based on the backscatter coefficient and the angle of
incidence to obtain the probability that each pixel is contained
in water body. Giustarini et al. [25] proposed a method jointly
application of regional growth and change monitoring based
on single-scene SAR image to automatically extract the flood
range.

Deep learning (DL) has become a hot spot in the field of
machine learning recent years. Ronneberger et al. [26] proposed
the UNet model, which gains numerous successful cases in
image processing [27], [28]. Many scholars have conducted
many studies by improving UNet. Oktay et al. [29] added an
attention mechanism to UNet, controlling the importance of
different features through gate signals. Yang et al. proposed the
RCNN-UNet, tackled propagation errors of road detection [30]
and centerline extraction [31]. Benbahria et al. [32] used the
transfer learning architecture combining UNet to map irrigated
areas. Chu et al. [33] proposed the Res-UNet for sea-land
segmentation. The application of DL on SAR images can be
mainly divided into target recognition, image denoising, object
classification, etc. Chen et al. [34] and Pei et al. [35] achieved
the descent accuracy on targets recognition using DL methods
based on MSTAR SAR dataset. Lattari et al. [36] proposed the
UNet CNN to enhance speckle-filtering capabilities alongside
texture preservation of SAR images. Chen et al. proposed feature
recalibration network with multiscale spatial features, validating
its generality through the classification of large-scale Gaofen-3
and TerraSAR-X images [37].

Although DL is used to classify sea and land in remote sensing
images or extract water body information, it is mostly based
on optical remote sensing images [38]–[40], and the attention
mechanism has not been widely used in the field of remote
sensing image semantic segmentation. At the same time, most
of the existing flood range monitoring based on SAR images
only uses single-scatter SAR images, and often only uses the
traditional method for backscattering coefficients to extract the
flood range. Based on the Sentinel-1A dual-polarization SAR
data from ESA, images before and during the flood disaster
in the Poyang Lake region of Jiangxi province during the late
June 2020 and early July are selected, and UNet and UNet
combined with the attention mechanism (UNet-CBAM) are built
to automatically extract the flood areas, after which performance
evaluation are conducted in spatial distribution and area statistics

of flood submerged range. The main contribution of this article
includes the following three aspects.

1) UNet-CBAM is proposed for flood submerged areas ex-
traction with dual-phase SAR images (predisaster images
and images collected during the disaster). The attention
mechanism can help UNet extract more important fea-
tures, and the selection of dual-polarization data can more
intuitively distinguish the original water area from the
submerged area.

2) Compared with traditional extraction methods based on
backscattering coefficients (Otsu method, Wishart unsu-
pervised method), UNet has improved Recall rate by 5.2%
and 5.4% in the two test sites.

3) The introduction of the attention mechanism effectively
solves the problem of blurred boundaries between water
bodies and nonwater bodies and improves the extraction
accuracy of flooded areas compared with UNet.

II. TEST SITES AND DATASETS

A. Test Sites

Poyang Lake located in the northern part of Jiangxi province
occupies an area of 3150 Km2 at low water level, and it is the
largest freshwater lake in China, including nine parts, such as
Dahuchi, Banghu, Zhonghuchi, Dachahu, and the surrounding
lake beaches. The lake plays a critical role in regulating water
level of the Yangtze River, conserving water sources, improving
the local climate, and maintaining the ecological balance of the
surrounding areas. However, large areas of land reclaimed from
the lake reduced the capacity of lake, resulting in a decline of
the ability to regulate floods, aggravating flood disasters. On
July 6, 2020, the water level of Poyang Lake in Xingzi Station
reached 19.56 m, 0.56 m above the warning water level. The
water level of Poyang Lake in Hukou Station rose to 19.63 m,
exceeding the warning water level by 0.13 m, “Poyang Lake
No. 1 Flood in 2020” was formed. The flood disaster that began
on June 30 has affected 499 000 people and 35 000 hectares of
crops in 36 counties (cities, districts), and has caused a direct
economic loss of 490 million yuan in Jiangxi. Affected by heavy
rainfall, Jiangxi Province urgently relocated 12 000 population.
To monitor the spatial distribution of flood submerged ranges
and their corresponding areas, Longgan Lake and Dahuchu,
which have been severely affected by the flood are selected as
test sites. And the test site located in the Poyang Lake Jiujiang
to Nanchang basin (28°10′N–30°16′N and 115°20′E–117°05′E)
includes nearly 30 counties (as shown in Fig. 1).

B. Datasets and Its Perpocessing

Two Sentinel-1A images are applied to extract flood sub-
merged range and its areas. Sentinel-1 is an earth observation
satellite in the Copernicus program of the European Space
Agency, consisting of two satellites A and B. Sentinel-1A is
equipped with a C-band SAR sensor and provides the following
four working modes: Strip map (SM), interferometric wide
swath (IW), extra-wide swath (EW), and wave mode (Wave,
WV) (see Table I). Research shows that SAR scenes with
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Fig. 1. Location map of the study area.

TABLE I
SENTINEL-1 IMAGING MODE

incident angle ranging from 30° to 50° are recommended for
shoreline detection [41]. Two scenes of Sentinel-1A IW imag-
ing mode VV and VH dual-polarization single-look complex
products before the flood season on June 26 and July 8 during
the flood season are collected as the research data. They are
downloaded from ESA, supplemented by satellite precise orbit
data of the corresponding date,1 SRTM1 HGT, SRTM3 version4
DEM, China’s county-level administrative division map, etc.

The data preprocessing consists of general orbit correction,
registration, and SAR preprocessing. Initially, satellite precise
orbit and digital elevation data are utilized to perform or-
bit correction and registration procedures for predisaster and
during-disaster images, respectively. The SAR preprocessing
process includes applying the orbit file, radiation calibration,
multilook, filtering, terrain correction, image cropping, and so
on [42], [43]. Images of the study area were first obtained by the
terrain observation by progressive scan (TOPS). The TOPS is a
SAR mode for wide swath acquisition, it aims at achieving the
same coverage and resolution when the SCAN mode is creating
scalloping-free images. The azimuth bandwidth increases with
the steering of the antenna main beam and results in azimuth
signal aliasing in the Doppler domain. To remove the aliasing,
enhanced spectral diversity is applied in TOPS processing [42].

1[Online]. Available: https://qc.sentinel1.eo.esa.int/

Fig. 2. Backscattering intensity of the study area.

Fig. 3. False color synthesis images of test sites R, G, and B. (a) Longgan
Lake. (b) Dahuchi.

The number of oblique-range views for multilook is 4, and
the number of azimuth directions is 1. The refined Lee filtering
method with window size of 7 × 7 is applied to suppress or
remove the coherent speckle noise and maintain the edge infor-
mation of the features. The Range–Doppler terrain correction
method was used for terrain correction.

After preprocessing, the backscattering intensity image of
test site is obtained (as shown in Fig. 2), and Longgan Lake
(position 1) and the lake area near Dahuchi (position 2) are
selected as the test sites for the subsequent evaluation of the
flood monitoring performance. The RGB false color synthesis
of the backscattering intensity before and after the disaster of
our test site is shown in the Fig. 3, which highlights the water
body for visual interpretation, that’s mean the blue-green part is
flooded areas, and the black part is predisaster water body.

III. METHODOLOGY

According to the imaging principle of SAR, the gray-scale
value of the ground object on SAR image is determined by
the intensity of backscattering. Radar parameters, object shape,
complex permittivity, and surface roughness of the object are

https://qc.sentinel1.eo.esa.int/
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Fig. 4. Flowchart of flood monitoring process.

the four main factors that affect the backscattering intensity
of target pixel. The latter three factors basically determine the
backscattering characteristics of ground objects when radar pa-
rameters remained unchanged. Compared with nonwater bodies
with rough surfaces, the surface of water bodies is smooth, dom-
inated by specular reflection, and appears dark in SAR images.
In this article, two approaches called UNet and UNet-CBAM
are introduced to extract flood affected areas. First, SAR false
color synthesis are performed with images in the order of during
disaster, predisaster, predisaster corresponding to R: SAR image
collected during flood, G: SAR image acquired predisaster, B:
SAR image acquired predisaster (R, G, and B). Difference image
between dual-phase SAR images (predisaster images and images
during the disaster) are established. Then, UNet and Unet-
CBAM are applied to segment the false color synthesis image to
extract water information. At the same time, the traditional water
extraction methods based on the backscattering characteristics
is used to obtain the flooded areas, and finally the monitoring
accuracy is assessed (the flowchart is shown in Fig. 4).

A. UNet

UNet is a DL approach introduced by Ronneberger et al.
[26]. It is mainly composed of the following two parts: down-
sampling block and up-sampling block. The up-sampling part
is composed of a structure symmetrical to the encoding part.
The image size is increased by deconvolution before the
different decoding parts are operated, and finally the high-
dimensional features with the same size as original image
are obtained.

In addition to the deep abstract features obtained from the
up-sampling of the previous layer, the input of each group of
convolutional layers also gets the shallow local features obtained
from the corresponding down-sampling layer. The deep and
shallow features are merged to restore the details of the feature
map and ensure that the spatial information dimension remains
unchanged.

Fig. 5. UNet-CBAM structure diagram.

B. Attention Mechanism

1) UNet-CBAM: Convolutional block attention module
(CBAM) [44] is a lightweight attention module that designed
for convolution layer from channel and spatial dimensions, re-
spectively. It can be seamlessly integrated into any convolutional
neural network architecture for end-to-end training. Modified
convolution unit can be added to the convolution unit to adjust
weights in order to suppress unimportant features. Introducing
CBAM to the end of each layer constitutes the structure of
CBAM-UNet (see Fig. 5). The input image is a false-color
synthesis three-band remote sensing image, the training image
size is 256 × 256, and the output image is an annotated image.
Both the up-sampling and down-sampling parts are composed
of two 3 × 3 convolutional layers and two ReLU. The output
result of each down-sampling part is transmitted to the next one
after passing through the max-pooling layer of 2 × 2 steps. The
high-dimensional features are then subjected to a 1× 1 convolu-
tion operation to obtain the dimensional features corresponding
to the number of categories, and finally the annotation map is
output through Softmax operation.

Softmax is a generalization of the logic function, which con-
verts all results into probabilities between 0 and 1. The definition
of the softmax function is described in the following equation:

Softmax(vi) =
evi

k∑
1
evk

(1)

where vi is the data value at a certain pixel in the output image
of the ith type; vk is the data value of the kth type at the same
position; k is the total number of classes. The softmax value
is the ratio of the pixel index to the sum of all pixel indexes,
through which multiclass output value can be converted into a
probability distribution in the range of [0, 1]. The cross-entropy
loss function is defined as

L = −
C∑

c = 1

yclog (pc) (2)
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Fig. 6. CBAM structure diagram.

Fig. 7. Channel attention module.

where p = [p0, . . . , pc−1] is a vector, and pc represents the
probability of the sample, which is predicted to be the cth
category.

And the structure of CBAM is shown in Fig. 6. It consists of
a channel attention module and a spatial attention module. The
attention weight is calculated in the two dimensions of space
and channel in turn, and then multiplied by the original feature
map to adaptively adjust the features. This structure guarantees
the combined usage of channel and space features.

2) Channel Attention Module: First, the feature map F of
size H ×W × C obtained by the encoding part of feature
extraction network are input into the channel attention module,
and global average pooling and global max pooling operations
are performed, respectively, then two 1× 1× C are generated
as output FC

avg, FC
max. Second, the output results of the first

step are passed through a two-layer shared fully connected
network, respectively. The number of neurons in the first layer is
C/γ, γ is the attenuation rate to control the intensity of attention,
which is set to 8 in this article, and ReLU is used as activation
function. The number of neurons in the second layer is C. The
1× 1× C/γ vector is passed through the neuron and the output
feature length is C, which shows the importance of the input
channels’ number. Third, the two obtained features are added
based on element-wise, and activated by the Sigmoid function
to generate the final channel weight value MC(F ). The formula
is illustrated in (3), wherew0 andw1 represent the corresponding
weights of the first and second fully connected layers separately,
σ represents the Sigmoid activation function

MC (F ) = σ
(
MLP

(
FC

avg

)
+ MLP

(
FC
max

))

= σ
(
w1

(
w0

(
FC

avg

))
+ w1

(
w0

(
FC
max

)))
. (3)

Finally, the channel weight value and the original input feature
map are subjected to element-wise multiplication operation by
channel dimension, and the output feature map F ′ of the chan-
nel attention module is obtained. The structure of the channel

Fig. 8. Spatial attention module.

attention module is shown in Fig. 7, and its formula is shown as:

F ′ = MC (F )⊗ F. (4)

The channel attention module exploits both average-pooled
and max-pooled features simultaneously to help obtain the note-
worthy part of the input image.

3) Spatial Attention Module: The spatial attention module is
shown in Fig. 8. As shown in Fig. 8 that the feature F ′ of size
H ×W × C output by the channel attention module is input
and performed by the global max pooling and global average
pooling of the channel dimensions, respectively. This process is
to obtain the channel description FS

avg , FS
max of size H ×W ×

1. After fusion of the abovementioned two, the attention weight
MS(F ) is obtained through a 7 × 7 convolutional layer with an
activation function of Sigmoid. The formula is as follows in (5),
where σ represents the Sigmoid activation function, and f7×7

represents the 7 × 7 convolution operation

MS (F ) = σ
(
f7×7 ([Avgpool (F ) ; Maxpool (F )])

)

= σ
(
f7×7

([
FS

avg, F
S
max

]))
. (5)

Finally, the channel weight and the input feature map F ′

are subjected to element-wise multiplication operation by space
dimension to obtain the output of spatial attention module called
feature map F ′′, and its formula is in the following equation:

F ′′ = MS (F )⊗ F ′. (6)

Spatial attention module generates a spatial attention map by
using the spatial relationship of features, which is complemen-
tary to channel attention.

IV. EXPERIMENT

A. Data Preparation

Samples are produced using the LabelMe labeling tool based
on Python 3.6. First, the selected Sentinel-1A SAR image is
cropped to a size of 1024 × 1024, leaving an overlapping area
of 200 pixels between adjacent images. Second, three semantic
categories of predisaster water bodies, postdisaster submerged
area, and nonwater bodies for labeling are set up, and the labeled
map is obtained (see Fig. 9). After labeling, the training and
the validation samples are allocated and divided into 256 ×
256 small images. To prevent the model from being unable to
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Fig. 9. Sample labeling examples.

converge and underfitting due to too few images in the training
set, the cropped sample images are rotated by 90°, 180°, 270°,
horizontal flip and vertical flip. After the data enhancement pro-
cessing, the final sample number is 1572, of which the number
of training samples is 510, and 1062 is used as the verification
set.

B. Model Training and Accuracy Assessment

The model training process used cross entropy as the loss
function, Adam as the optimization algorithm, the initial learn-
ing rate is 0.001, and the number of epochs is set to 100. The
training curve of UNet-CBAM is shown as Fig. 10, and the
network finally converged.

Traditional methods, such as Otsu and Wishart unsupervised
method based on backscattering coefficients are also used as
comparison with the methods we introduced. The experimental
accuracy evaluation uses evaluation indicators commonly used
in semantic segmentation: recall, precision, and F1 measure
value

R =
NTP

NTP +NFN
(7)

P =
NTP

NTP +NFP
(8)

F1 =
2PR

P +R
(9)

where NTP represents the number of changed pixels predicted
to be changed; NFN represents the set of unchanged pixels pre-
dicted to be changed; NFP represents the set of unchanged pixels
predicted to be unchanged. R represents recall; P represents
precision,F1 representsF1 measure value. The precision and the
recall rate represent the correct frequency of samples predicted to
be positive. The precision is based on the prediction result while
recall rate is based on the original samples. F1 is the harmonic
average of recall and precision. Higher the F1 is, more ideal the
experimental method is.

V. RESULTS

Since the input size of the model is fixed at 256 × 256, it is
necessary to define a test picture generator to convert the image
into a size that can be input into the model, and then the sliding

TABLE II
FLOOD MONITORING ACCURACY OF LONGGAN LAKE TEST SITE

TABLE III
FLOOD MONITORING ACCURACY OF DAHUCHI LAKE TEST SITE

window is applied to block the test site image into the test picture
generator. Next, an empty matrix of the image size covered the
study area is established, and the results of each small piece
obtained are spliced into this matrix, and finally a classification
map of the entire study area is obtained. Figs. 11 and 12 are the
prediction map of Longgan Lake and Dahuchi obtained by using
UNet and UNet-CBAM, respectively. In visual interpretation,
UNet-CBAM distinguishes more small water bodies in the land
part, and the continuity of water body edges is better maintained
compared with that of UNet.

In quantitatively aspect, the accuracy of flood monitoring
results of Longgan Lake with several methods is evaluated by
recall, precision, and F1 measure value (as shown in Table II).
The banks of the Longgan Lake test site are dominated by
terraced farmland and river beaches. Table II shows that the
UNet precision is 83.1%, which is 1.5% and 0.9% higher than
that of the Ostu algorithm and Wishart unsupervised classifica-
tion, respectively. The recall of UNet method is 91.6%, which
presents an increase of 5.2% and 5.4%, compared to 86.4%
of the Otsu algorithm and 86.2% of the Wishart unsupervised
classification. The F1 parameter of UNet is 87.1%, which is
3.2% and 2.9% higher than that of the Ostu algorithm and
Wishart unsupervised classification method, respectively. The
recall of UNet-CBAM after introducing the attention mechanism
module is increased by 0.8%, the precision is increased by 0.3%,
and the F1 parameter is increased by 0.6% compared with those
of UNet.

Dahuchi test site has high requirements for continuity in the
extraction of the riverbank. The results of the recall, precision,
and F1 in the Dahuchi test site are shown in Table III. The
accuracy rates of the Ostu algorithm, Wishart unsupervised
classification, and UNet are 84.5%, 84.6%, 85.0%, the recall
rates are 86.5%, 86.0%, 89.4%, and F1 parameter are 85.5%,
85.3%, 87.2%. It can be seen that UNet increases precision,
recall, and F1 parameter by up to 0.5%, 2.9%, and 1.9%,
respectively, using deep features to extract water information
through sample iteration, it obtains relatively more reliable re-
sults. After the introduction of the attention mechanism module,
the UNet-CBAM method further improves the recall rate by
1.2%, while the precision rate and F1 parameters are increased
by 0.6% and 0.8%, respectively.
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Fig. 10. Training curve of UNet-CBAM. (a) Accuracy. (b) Loss.

Fig. 11. UNet prediction map of test site. (a) Longgan Lake prediction result. (b) Dahuchi prediction result.

Fig. 12. UNet-CBAM prediction map of test site. (a) Longgan Lake prediction result. (b) Dahuchi prediction result.
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Fig. 13. Partial flood interested areas, (a) ground truth, (b) and extraction results with (c) Ostu, (d) Wishart unsupervised method, (e) UNet and (f) UNet-CBAM
in Longgan Lake test site.

According to the extraction results of partial flooding in the
Longgan Lake test site (see Fig. 13), the water bodies extracted
by traditional water extraction methods Otsu method (c) and
Wishart unsupervised method (d) have more jagged edges.
Compared with the traditional method, the extraction results
of water edges and small water bodies predicted by the UNet
method (e) is closer to the ground truth (b), but the continuity of
the extraction results at the junction of the water bodies and the
nonwater bodies is not well. The attention mechanism enables
the network to increase the calculation weight of the changed
areas and has a certain inhibitory effect on noise caused by
complex backgrounds. Therefore, the results of UNet-CBAM
(f) are less likely to be broken.

VI. CONCLUSION

In this article, a DL method UNet combined with attention
mechanism called UNet-CBAM is proposed to extract flood
submerged range, and its performance is evaluated by several
indicators. Two Sentinel-1A images of the first flood of Poyang
Lake that occurred from the end of June to the beginning of
July 2020 are applied to monitor the flooded areas and the
corresponding ground truth is utilized to test the accuracy and
performance of our proposed method. Meanwhile, traditional
methods Ostu and Wishart unsupervised method are also applied
to compare with the performance of UNet and UNet-CBAM.
Although UNet provides promising result for flood mapping on
the overall scale, it fails to achieve sufficient accuracy when it
comes to small water bodies and edges. UNet-CBAM combines
UNet with attention mechanism could guarantee the continuity
of edges and detection capability of small water bodies. The
results show that UNet achieves better results in flood submerged
range extraction than traditional SAR water extraction methods

based on backscattering coefficients. By adding CBAM, the ex-
traction result of UNet-CBAM has been significantly improved
in recall, precision, and F1 parameter, meanwhile, the problem
of discontinuity of UNet flood extraction results has also been
solved.

Nonetheless, there are several drawbacks needed to be re-
solved further. First, the generalization of UNet-CBAM, in our
experiment, the samples are produced based on the two test
sites. If the experiment can be carried out on larger scale areas,
and compared with some basic DL methods, the performance
of UNet-CBAM would be more objective. Second, although
the samples are enhanced by a few methods, the number of
samples is still not enough for UNet. Few-shot learning methods
combined with UNet-CBAM may reduce the reliance of DL on
samples’ amount and improve the accuracy.
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