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A Confounder-Free Fusion Network for Aerial Image
Scene Feature Representation

Wei Xiong, Zhenyu Xiong , and Yaqi Cui

Abstract—The increasing number and complex content of aerial
images have made some recent methods based on deep learn-
ing not fit well with different aerial image processing tasks. The
coarse-grained feature representation proposed by these methods
is not discriminative enough. Besides, the confounding factors in
the datasets and long-tailed distribution of the training data will
lead to biased and spurious associations among the objects of aerial
images. This study proposes a confounder-free fusion network
(CFF-NET) to address the challenges. Global and local feature
extraction branches are designed to capture comprehensive and
fine-grained deep features from the whole image. Specifically, to
extract the discriminative local feature and explore the contextual
information across different regions, the models based on gated
recurrent units are constructed to extract features of the image
region and output the important weight of each region. Further-
more, the confounder-free object feature extraction branch is pro-
posed to generate reasonable visual attention and provide more
multigrained image information. It also eliminates the spurious and
biased visual relationships of the image on the object level. Finally,
the output of the three branches is combined to obtain the fusion
feature representation. Extensive experiments are conducted on the
three popular aerial image processing tasks: 1) image classification,
2) image retrieval, and 3) image captioning. It is found that the pro-
posed CFF-NET achieves reasonable and state-of-the-art results,
including high-level tasks such as aerial image captioning.

Index Terms—Aerial image processing, causal inference, feature
representation, visual attention.

I. INTRODUCTION

W ITH the advancement of satellite imaging techniques,
both the volume and quality of aerial images have

grown to an unprecedented level. Conventional image process-
ing frameworks, which are based on handcrafted features, have
exposed their deficiencies in image processing speed and accu-
racy [1], [2]. Due to the increasing quantity and complexity of
aerial image data, an efficient method is urgently required.

Recently, several research studies, which are based on deep
learning, have made huge leaps in the field of computer vision
[3]–[5]. Many methods have successfully been applied to the
aerial image processing fields. However, the variant scale of
objects and “view of God” are still making the aerial images
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different from the natural scene images. Besides, some aerial
images with similar labels still share different semantic infor-
mation, whereas other images belonging to different categories
are similar in visual content. Such intraclass dispersion and
interclass similarity make the features that are directly extracted
with convolutional neural networks (CNNs) from the whole
aerial images not discriminative enough to handle different
tasks. To tackle this challenge, some research based on attention
mechanism [4], region feature extraction algorithm [5], and
multiscale CNNs framework [6] have been proposed to improve
the discriminative ability of the model by focusing on silent
regions of the whole images.

Although these methods can improve the performance in dif-
ferent aerial image processing tasks, they only extract the region
feature and discard the global semantic information. Besides,
many dense objects and contents contained in the aerial images
are very ambiguous in the real-world application. Moreover, the
high resolution and wide range of aerial images are often related
to multiple semantic object labels, it is hard to describe the region
of interest with single image label information.

To this end, several multilabel aerial image datasets and
their corresponding model [7]–[11] are proposed for a better
understanding of the image. For instance, a graph-theoretic
method is proposed in [7] to first retrieve multilabel aerial
images in a semisupervised way. Hua et al. [9] newly construct
a multilabel aerial image database (AID) dataset and propose an
attention-aware label relational reasoning network to alleviate
the label dependencies. Furthermore, a graph relation network
with scalable neighbor discriminative loss is designed in [12] to
learn a discriminative metric space for both the aerial image
classification and retrieval tasks. Some aerial image caption
frameworks [13]–[18] are also recently investigated to provide
an in-depth description of the image content with flexible and
precise sentences. For instance, Huang et al. [16] fuse the
multiscale features to improve the feature representation of
the model. A new attention mechanism is designed in [17]
to effectively extract the scene information. To alleviate the
overfitting problem during training of the image caption model,
Li et al. [18] replace the conventional cross-entropy loss with
the proposed truncation cross-entropy loss.

However, most of the existing methods are proposed by
extracting the coarse-grained or single-grained features. Some
intricate but discriminative objects with different scales can
easily be ignored. More importantly, despite the discrimination
power of the model, explainability is also a crucial ability. These
deep learning methods just train the models to match and fit
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Fig. 1. (a) Two images with runway object labels from the MLRSNet dataset.
(b)–(d) Number of images for each object in the UCM multilabel dataset, AID
multilabel dataset, and MLRSNet dataset.

the training datasets without a reasonable explanation for the
final decision results. The confounding factors in the datasets
and long-tailed distribution of the training data will lead to
biased and spurious associations among the objects of aerial
images. Specifically, due to the wide imaging range of aerial
images, foreground objects often co-occur with different rich
background semantic objects under certain contexts. As shown
in Fig. 1(a), the background information of two images with
runway label vary a lot, such as farmland in Fig. 1(a) (1) and bare-
land in Fig. 1(a) (2). This context of aerial images is a confounder
that will cause the model to make a wrong association between
the input image and the predicted label. Moreover, the number
of images for each object is listed in the UC Merced (UCM)
multilabel dataset in Fig. 1(b); it is evident that the number of
some objects such as pavement is significantly higher than that
of any other objects. Furthermore, the long-tailed distribution
also exists in other aerial image datasets [see Fig. 1(c)–(d)]. If
the unbalanced data are directly utilized to train the model, the
decision made by the learned model is biased and unreasonable
and, hence, does not reflect the real causality.

In this study, a confounder-free fusion network (CFF-NET)
is proposed to tackle the described problems. It mainly consists
of three feature extraction branches: 1) global feature, 2) local
feature, and 3) confounder-free object feature. For the global
feature branch, based on the high-level features from the last
convolutional layer of the CNNs, GAP is applied to compute
the average value of each channel and, thus, extract the general
features from images. For the local feature branch, the focus
is put on extracting discriminative fine-grained image features.
The high-level feature maps are divided into several patches
from spatial dimensions and fed into a gated recurrent unit
(GRU)-based network to generate the important weights of
image regions. Attribute to the memory function of the GRU, the
context information of different key regions can be captured by
multiplying feature maps by importance weights. Furthermore,
the confounder-free object feature extraction branch is proposed
to understand aerial images from different levels and perspec-
tives. Due to the spurious and biased associations between

different objects in the aerial images, this study introduces a
causal intervention model that is based on conventional likeli-
hood to eliminate the confounding bias to explore the intrinsic
relationships of different objects. Furthermore, it also pursues
true causality from the input image and prediction outcome.
After extraction, the outputs of each branch are concatenated to
obtain the fusion features, which can help the network to capture
the multi-grained information of the images. Overall, the main
contributions of this study can be summarized as follows.

1) To improve the discriminative of the feature representa-
tion, a local feature extraction model is proposed based on
GRU, which can help the network to extract fine-grained
image features and capture context information of image
regions.

2) To provide multigrained information in the process of
feature representation, object-level image features are ex-
tracted in the proposed branch. Moreover, the true causal-
ity is explored in this branch to help the network in extract-
ing semantically meaningful image features and find the
intrinsic relationship of different objects in image scenes.
To the best of our knowledge, this is the first work that
constructs a model based on the causal inference for the
aerial image processing tasks and successfully addresses
the problems of furious and biased correlations between
different objects.

3) The CFF-NET is applied to the three popular aerial im-
age processing tasks: 1) image classification, 2) image
retrieval, and 3) image captioning. Results of the ex-
periments show the effectiveness of CFF-NET and its
significant improvements over the existing state-of-the-art
methods in each task, including high-level image process-
ing tasks, such as aerial image captioning.

The rest of this article is organized as follows: Section II
reviews existing literature related to aerial image processing
tasks, feature representation for aerial images, and causal infer-
ence. Section III presents the details of the proposed CFF-NET.
Section IV describes the experimental results and analyses of the
three different aerial image processing tasks. Finally, Section V
presents the conclusions drawn from this work.

II. RELATED WORK

A. Aerial Image Processing Tasks

Aerial image classification: The aerial image classification is
a general image processing task in the aerial community. It is
simply defined as labeling an aerial image with a semantic cate-
gory according to the image content. With the fast development
of deep learning, most existing studies [19]–[23] have shown
great success. These methods are all the single-label image clas-
sification. Considering the rich semantic information of aerial
images in the real world, multilabel aerial image classification is
essential for deep image understanding. In [24], the radial basis
function neural network is introduced to assign unmanned aerial
vehicle (UAV) images with specific multilabels. Hua et al. [25]
utilize an attention model and bidirectional network to elimi-
nate the class dependence and capture discriminative multiclass
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Fig. 2. Framework of our proposed CFF-NET.

features of the aerial images. In [9], the label relationships are
exploited to effectively classify the multilabel aerial images.

Aerial image retrieval: The goal of aerial image retrieval is to
search for aerial images of relevant information content from a
large archive with a certain query image. Similar to aerial image
classification, multilabel image retrieval [26]–[28] can provide
more complete and valuable information about image scenes
than single-label image retrieval [29]–[33]. However, the aerial
image retrieval task is somehow different from the aerial image
classification in that the learned feature in the metric space tends
to be separable enough rather than just discriminative. In [7],
Chaudhuri et al. construct the first multilabel aerial image dataset
based on the UC-Merced dataset and propose a graph-theoretic
framework to retrieve images in a semisupervised way. Sumbul
et al. [26] incorporate both local information and multilabel
relationships to retrieve aerial images’ effectiveness. Kang et al.
[12] propose a graph relation network to preserve semantic
relations of complex aerial image scenes. It shows promising
results both on the aerial image retrieval and classification tasks.

Aerial image captioning: Aerial image captioning aims to
accurately describe the image by generating concise and flexible
sentences. Recently, many aerial image captioning methods
[34]–[38] have been proposed for a better understanding of
image content. They are aided by three public datasets, UCM-
captions dataset [39], Sydney-captions dataset [39], and RSICD
[40]. Most of these methods are based on the classical encoder–
decoder framework. A sound active attention framework is pro-
posed in [34] to generate image descriptions with the guidance
of sound. Furthermore, based on the existing five sentences in
datasets, a topic word strategy is proposed in [35] to describe
image with a memory network. In addition, a visual aligning
attention model is proposed in [17] to provide accurate image
captioning by focusing on regions of interest. An explainable

word-sentence architecture is designed in [37] to open the black
box of the encoder–decoder framework and describe the image
in a human understanding way. Structured characteristics of the
images have been explored in [38] to solve the problems in
the field of aerial image captioning and describe the images
in a fine-grained manner by generating pixelwise segmentation
masks.

B. Feature Representation for Aerial Image

Feature representation is a key step in the process of aerial im-
age processing. The conventional feature representation meth-
ods are based on low-level visual features [41], [42], which
are not discriminative enough to represent complex image con-
tent. Recently, many learning-based methods [43]–[46] have
achieved great success by representing high-level visual fea-
tures of images. For instance, Xiong et al. [4] utilize the at-
tention mechanism and multitask learning strategy to improve
the discriminant capabilities of the model. In [43], Lin et al.
combine both label correlation information and semantic visual
information to represent meaningful information about aerial
images. A region-based network [44] is proposed to represent
image features with segmentation maps. This performs well by
focusing on fine-grained information. To preserve the scene-
level similarity relationships of images, attention mechanism
and skip-layer connection strategy are combined to produce
discriminative features for object-level aerial images annotation
[45]. Huang et al. [46] fuse the multiscale features from different
layers and, hence, introduce an attention model to increase the
discriminative ability of feature representation. However, it is
evident that these methods fail to extract the features with differ-
ent grained levels. Besides, the spurious vision relationships be-
tween different classes are also not eliminated. These problems
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will largely hinder the effectiveness of feature representation for
different image processing tasks under the complex aerial image
scenes.

C. Causal Inference

Interpretability has always been a major problem in the de-
velopment of deep learning. There is an urgent need to open
the “black box” of neural networks and wish that the model
makes a decision in a human logical manner. Causal inference
is a powerful tool to design robust and explainable models. It has
been widely used in the fields of medical science [47], economics
[48], and social science [49]. However, these methods are pro-
posed for the analysis of statistical models with few variables,
which cannot be successfully applied in the field of computer
vision. In the book of why [50], Pearl and Mackenzie mention
that the existing learning-based models make a prediction by
calculating the correlation and statistical distribution of the
training datasets. It is reported that the model cannot perform
well when the distribution of the testing dataset differs from
the training dataset. However, most of the human knowledge
exists in the form of cause and effect, which depend less on
the observed data. To make the model imitate in this way, some
recent works have successfully applied causal inference to the
field of computer vision, including zero-shot learning [51], scene
graph generation [52], visual dialog [53], incremental learning
[54], image captioning [55], semantic segmentation [56], and
visual question answering [57]. Inspired by these works, we use
the causal intervention:P (Y |do(X)) to replace the conventional
likelihood and P (Y |X) to eliminate the spurious associations
as well as explore the intrinsic relationships between objects in
aerial images.

III. PROPOSED METHOD

A. Overview of the Method

As shown in Fig. 2, in the step of the input image, the
high-level image features are extracted by the deep CNNs and
the classical convolutional backbone VGG16 [58] is taken as an
example. The input images are resized into 224×224 before
feeding into the network. After a series of convolution and
pooling operations, the high-level feature maps FH with a size
of 14×14×512 are obtained from the last convolutional layer.

Based on the high-level feature maps, three feature extraction
branches are proposed in the next steps, to extract the features of
the images in various grained, including global feature extrac-
tion, local feature extraction, and confounder-free object feature
extraction. The three branches are detailed in Sections III-B–III-
D, respectively.

To generate the final fusion feature, the three features (global,
local, and confounder-free object features) are combined by
the concatenation operation in the step of feature fusion. Two
FC layers are then used to project the fusion feature into a
one-dimensional vector. Finally, the binary cross-entropy loss
is adopted as the loss function to train the network.

Fig. 3. Framework of local feature extraction branch.

B. Global Feature Extraction

The global feature extraction branch is proposed to produce
the feature representation from the whole image to capture the
comprehensive and coarse-grained information of the images.
Specifically, the output of the last layer of the convolutional
backbone is used as the input of the global branch. Each channel
of feature maps can be considered as a type of high-level feature.
The GAP is utilized to obtain the average value of each channel
and the output of the pooling layer is viewed as a global feature
Fg ∈ R512 of the images.

C. Local Feature Extraction

In the execution of this step of CFF-NET, the local feature
extraction branch is designed to capture the context and fine-
grained information of the images. The feature maps of the last
layer of the convolutional backbone are again adopted for the
local branch. As shown in Fig. 3, the feature maps are arranged
from left to right and from top to bottom (scanning patterns of
the human eye) in a sequential manner to obtain the high-level
regional feature set Fr = {f1, f2, . . . , f196}, f ∈ R512. Then,
Fr is fed into the GRUs [59] to learn the context and important
region of the image. The weights of regional features are mod-
ified after training the GRUs. Given the inputs ft and ht−1, the
updates of GRU are as follows:

zt = σ (Wfzft +Whzht−1 + bz) (1)

rt = σ (Wfrft +Whrht−1 + br) (2)

nt = tanh (Wfgft + rt ∗Whght−1 + bg) (3)

ht = (1− zt) ∗ nt + zt ∗ ht−1 (4)

where zt denotes the update gate, rt denotes the reset gate,
σ denotes the sigmoid function, ∗ denotes the elementwise
multiplication. To further adjust the importance weight of dif-
ferent image regions, the output sequence, which can be de-
noted as, H = {h1, h2, . . . , h196}, h ∈ R512, is fed into the two
fully connected (FC) layers to generate the attention weights
Q = {q1, q2, . . . , q196} of the regional feature. Of note, the first
FC layer is the weight-sharing layer with the ReLU function,
whereas the second FC layer has 196 units with the softmax
function. After outputting the attention weights, the revised
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Fig. 4. (a) Constructed causal graph. (b) Causal graph after causal intervention
with do-calculus.

high-level regional feature set F ′
r = {f ′

1, f
′
2, . . . , f

′
196}, f ′ ∈

R512 is calculated by the elementwise multiplication and the
local feature Fl can be obtained by summing the elements in the
feature set F ′

r

Fl=

196∑
i=1

f ′
i=

196∑
i=1

(qi × fi). (5)

D. Confounder-Free Object Feature Extraction

Causal intervention model: As shown in Fig. 4, a causal graph
[50] is constructed to present the cause and effect between two
nodes. Each node and arrow represents the variable and direct
causal effects, respectively. By training a large training dataset,
the conventional learning-based model generates the specific
feature representation R of the input images X and output
predicted labels Y [see Fig. 4(a)] in the field of computer vision.
But semantic relationships among different objects [60] in the
aerial image scene lead to the confounders c ∈ C, which largely
distort the common relationship between X and Y resulting in
erroneous conclusions by learning the P (Y |X). The traditional
Bayes rule can be implemented in

P (Y |X ) =
∑
c

P (Y |X, c )P (c |X ). (6)

In this branch, to remove the effects of confounders C on
the prediction labels Y and explore the true causality from X
to Y , the causal intervention model is formulated to cut off the
causal link from C to X [see Fig. 4(b)]. We apply the causal
intervention with do-calculus based on the Bayes rule

P (Y |do (X) ) =
∑
c

P (Y |do (X) , c )P (c |do (X) ). (7)

Considering that c and X are independent of each other after
the do-calculus operation: P (c|do(X))=P (c). So, the equation
(7) can be implemented as

P (Y |do (X) ) =
∑
c

P (Y |X, c )P (c). (8)

Taking the specific feature representation R and causal graph
into consideration, (8) can be further represented as

P (Y |do (X) ) =
∑
c

P (Y |X, c )P (c)

Fig. 5. Framework of confounder-free object feature extraction branch.

=
∑
c

P (Y |X, c,R )P (R |X, c )P (c)

=
∑
c

P (Y |X, c,R = g (X, c) )P (c)

=
∑
c

P (Y |X,R = g (X, c) )P (c). (9)

This can be viewed as an objective function of this branch
for optimization in the following step. The function g(·) will be
defined in later (13) and (14). To reduce computation complexity
and storage cost for all the classes in calculating equation (6),
normalized weighted geometric mean (NWGM) [61] is applied
to move the outer expectation into the feature level. The approx-
imate algorithm for expectation is presented as follows:

P (Y |do (X) )
NWGM≈ P

(
Y

∣∣∣∣∣X,R =
∑
c

g (X, c)P (c)

)
.

(10)
Based on the causal intervention model, the expectation–

maximum (EM) algorithm [62] is utilized to optimize the pa-
rameters in an iteration manner to generate the confounder-free
object-level features. E-step and M-step are for calculating the
expectation and optimizing the parameters in (10), respectively.
The process of iterative optimization is detailed in the following
steps.

Attention map generation: As shown in Fig. 5, the images
are only put into the network and set t = 0 in the first stage.
To generate the attention maps for each object, the multilabel
classification model is trained by minimizing the multilabel loss
[63]. The loss function is presented in

P (Y |do (X) ) =

I∑
i=1

yi ∗ log 1

1 + exp (−si)

+ (1− yi) ∗ log
(

exp (−si)

1 + exp (−si)

)
(11)

where yi ∈ {0, 1} is the image label, si = f(X,R)presents the
label prediction of the image xi. I denotes the number of images
in the dataset. R is the specific feature representation, which is
an empty set when t = 0 and can be updated in the following
iterative steps.
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Fig. 6. Examples from the UCM multilabel dataset, the object labels in each image are signed with red font.

Fig. 7. Examples from the AID multilabel dataset, the object labels in each image are signed with red font.

Fig. 8. Examples from the MLRSNet dataset, the object labels in each image are signed with red font.

Inspired by the attention maps generation methods [64]–[66],
Gradient-weighted Class Activation Mapping (Grad-CAM) [65]
is chosen to produce attention maps An=(an1 , a

n
2 , . . . , a

n
M ) for

every class n during the training step. M denotes the number of
images in class n. The implementation process is as follows:

anm= ReLU

(∑
k

wn
kfk

)
(12)

where anm presents the attention maps of mth images for class
n. wn

k represents the importance weights of the unit k for class
n and fk is the feature map activation in the last layer of the
convolutional backbone.

Specific feature representation generation: Since it is hard
to find all the confounders in the image scenes, it is partially
revealed by constructing a confounder set C=(c1, c2, . . . , cN )
based on the feature representation of each object. N denotes
the category size, whereas cn in C is the average value of
attention maps An within all the corresponding nth class in
the dataset. Additionally, we collect predicted feature maps
XF=(x1

F , x
2
F , . . . , x

I
F ) of every training image to help in gen-

erating a specific feature representation R. Based on (10), R can
be calculated using the following equations:

R =
N∑

n=1

αnc
nP (cn) (13)
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Fig. 9. Examples from the UCM-captions dataset, each image is described with five sentences.

TABLE I
CLASSIFICATION RESULTS OBTAINED BY DIFFERENT CONVOLUTIONAL BACKBONE WITH THREE PROPOSED BRANCHES

The performances are evaluated by four conventional evaluation metrics.

Fig. 10. Examples of class attention maps on three multilabel aerial image dataset.

αn = softmax

(
(W1XF ) (W2c

n)√
N

)
(14)

whereαn is the similarity coefficient betweenXF and cn.P (cn)
is set to 1

n . W1 and W2 are the two trainable parameters in the
model, which can map XF and cn to the common feature space.

With the specific feature representation R, the counter t
is bumped up by 1 and channelwise concatenation is ap-
plied to combine R with high-level feature map to obtain
[R,FH ], which is used for the next training iteration (t = 1).
The final confounder-free object feature Fo is output when
t = T .
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TABLE II
EXAMPLE PREDICTIONS ON THREE MULTILABEL AERIAL IMAGE DATASET OBTAINED WITH THREE PROPOSED BRANCHES

The false positives are marked in red, and the false negatives are marked in blue.

IV. EXPERIMENTS AND ANALYSIS

A. Dataset Description

To evaluate the performance of the CFF-NET, three chal-
lenging multilabel aerial datasets, UCM multilabel dataset [7],
AID multilabel dataset [9], and multilabel high spatial resolution
remote sensing dataset (MLRSNet) [11] are introduced for both
multilabel aerial image classification and retrieval tasks. Be-
sides, an aerial image caption dataset, the UCM-captions dataset
[39], is also utilized for the aerial image caption task.

1) The UCM multilabel dataset is the first wildly used dataset
for multilabel aerial image retrieval, which is reproduced

based on UC Merced Land-Use dataset [41]. The orig-
inal UC Merced Land-Use dataset specifically, consists
of 2100 aerial images and 21 scene classes, including
airplane, building, agricultural, tennis courts, dense res-
idential, forest, freeway, golf course, mobile home park,
parking lot, beach, harbor, intersection, chaparral, stor-
age tank, medium residential, overpass, sparse residential,
river, runway, and baseball diamond. Each of these land-
use categories contains 100 images of 256×256 pixels
and a 30-cm resolution. The UCM multilabel dataset is
relabeled with 17 object classes, including airplane, water,
sand, bare soil, building, ship, car, chaparral, court, tank,
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Fig. 11. Feature visualization of the learned features under three combinations of branches. (a) G. (b) G+L. (c) G+L+O.

grass, pavement, tree, mobile home, sea, dock, and field.
The aerial image samples from this multilabel dataset are
shown in Fig. 6.

2) The AID multilabel dataset is reconstructed from a large-
scale aerial scene classification dataset AID [67]. The
original AID dataset specifically consists of 10 000 aerial
images and 30 scene categories including airport, square,
baseball field, bridge, commercial, church, desert, forest,
farmland, industrial, meadow, center, bare land, park, port,
dense residential, playground, pond, viaduct, railway sta-
tion, beach, river, resort, school, parking, stadium, sparse
residential, storage tanks, medium residential, and moun-
tain. Each of them is collected from Google Earth imagery
with an image size of 600×600. However, it is noted that
the number of images in each category varies from 220 to
420 and the spatial resolution ranges from 0.5 to 8 m/pixel.
Furthermore, 3000 images from 30 scene categories are
selected and relabeled with 17 object classes to build the
AID multilabel dataset. It is observed that the multiple
object labels are similar to those in the UCM multilabel
dataset. Fig. 7 illustrates the aerial image samples from
this multilabel dataset.

3) MLRSNet is the large multilabel aerial image dataset with
the most sufficient semantic label information. The dataset
consists of 109 161 aerial images with a size of 256×256.
It is divided into 46 categories at the scene level including
airplane, airport, dense residential area, basketball court,
beach, bridge, commercial area, freeway, intersection,
farmland, forest, industrial area, lake, meadow, moun-
tain, island, harbor and port, railway, mobile home park,
swimming pool, overpass, park, ground track field, park-
ing lot, wind turbine, baseball diamond, railway station,
storage tank, vegetable greenhouse, transmission tower,
golf course, chaparral, cloud, desert, shipping yard, eroded
farmland, river, bareland, parkway, terrace, snowberg, ten-
nis court, roundabout, sparse residential area, wetland,
and stadium. Moreover, each image from MLRSNet is
categorized into one of the 60 object-level labels. The

TABLE III
COMPARISON OF F 1

s WITH STATE-OF-THE-ART METHODS

number of images in each category varies from 1500 to
3000 and the number of multiple labels corresponding to
each image ranges from 1 to 13. The spatial resolution
ranges from 10 to 0.1 m/pixel. Some aerial image samples
from this multilabel dataset are illustrated in Fig. 8.

4) The UCM-captions dataset is the first aerial image caption
dataset, which is constructed based on the UC Merced
Land-Use dataset. Each image from this dataset is de-
scribed with five different sentences and some image
samples with the associated sentences are displayed in
Fig. 9.

B. Experimental Setup

To validate the effectiveness of the proposed CFF-NET, three
different aerial image processing tasks (multilabel aerial image
classification, multilabel aerial image retrieval, and aerial image
captioning) are conducted. In this section, some experimental
setups are detailed for each task.

Multilabel aerial image classification: For the multilabel
datasets UCM and AID, we randomly select 80% of images
of each class for training while the remaining 20% are used for
testing. For the multilabel dataset MLRSNet, 40% of images per
class are selected for training our model, and the remaining 60%
for testing our model. Inspired by conventional settings [68], dif-
ferent existing metrics are adopted to evaluate the performance
of the CFF-NET on the multilabel aerial image classification
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TABLE IV
RETRIEVAL RESULTS OBTAINED BY DIFFERENT CONVOLUTIONAL BACKBONE

WITH THREE PROPOSED BRANCHES

The performances are evaluated by three conventional evaluation metrics.

TABLE V
MAP RESULTS OF COMPARISON WITH OTHER METHODS

task, including the average sample-basedF -scores (F 1
s andF 2

s ),
precision (Ps), and recall (Rs).

Multilabel aerial image retrieval: For the image retrieval
task, the splitting ratio of the multilabel datasets UCM, AID,
and MLRSNet are the same as the image classification task.
Three commonly used evaluation metrics [average normalized
modified retrieval rank (ANMRR), the mean average precision
(mAP), and the hamming loss (HL)] are employed to validate
the effectiveness of the CFF-NET.

Aerial image captioning: For the aerial image captioning
task, the popular encoder–decoder framework [69] is adopted
to generate sentences from the aerial images. The whole train-
ing process is divided into two stages, namely image repre-
sentation and sentence generation. Our proposed CFF-NET is
applied to obtain the fusion feature Ff in the first stage. Of
note, we only retain the feature fusion layer and discard the
FC layer as well as the loss function in the feature fusion
branch of CFF-NET. Long-short term memory networks [70]
are then adapted to generate accurate sentences from Ff in
the second stage. The negative log-likelihood function [71]
is utilized to optimize the parameters at the training stage
followed by the other encoder–decoder framework. For the
UCM-captions dataset, 80% of the images in UCM-captions
are taken as training samples, 10% for validation, and the rest
10% are used for testing our model. Several metrics are intro-
duced for aerial image caption tasks including BiLingual Eval-
uation Understudy (BLEU) [72], Recall-Oriented Understudy
for Gisting Evaluation (ROUGE_L) [73], Metric for Evalua-
tion of Translation with Explicit ORdering (METEOR) [74],
and Consensus-based Image Description Evaluation (CIDEr)
[75].

In the following experiments, three convolutional backbones
(pretrained on ImageNet [76]) are adopted to generate the
high-level feature from the input images, including VGG16
[58], Resnet38 [77], and Restnet50 [78]. The experiments are

conducted under the same experimental setups, which makes the
comparison fair. All the input images are resized to 224×224
pixels. Furthermore, the number of iterations in the confounder-
free object feature extraction branch is set to 3. The stochas-
tic gradient descent optimizer with minibatch is employed for
training the model with an initial learning rate set at 0.0005. The
batch size is set at 64. All experiments are implemented based on
PyTorch deep learning framework with Ubuntu16.04, 32GB of
RAM, 8 Intel(R) Core(TM) i7-6770K CPU, and NVIDIA GTX
1080Ti.

C. Multilabel Aerial Image Classification

1) Effectiveness of the CFF-NET: To verify the effectiveness
of the three different branches of the proposed CFF-NET on the
classification task, an ablation study is conducted on the three
benchmark datasets. Three branches in the CFF-NET are divided
into three combinations to show their performance.

1) G indicates that only the global feature extraction branch
is used in the network during the training stage.

2) G+L refers to the proposed CFF-NET without a
confounder-free object feature extraction branch.

3) G+L+O denotes that all the three branches are combined
to train the model.

The experimental results under four conventional metrics are
shown in Table I. It is easily observed that G+L+O achieved the
best performance with the same convolutional backbone on the
three datasets. The combination of global and local branches
(G+L) significantly improves the classification accuracies by
exploiting the discriminative fine-grained and context features
of the aerial images. This is specifically in comparison with only
the adoption of a global branch (G). G+L+O obtains higher
accuracies by extracting confounder-free multigrain features.
Furthermore, the average F 1

s and F 2
s scores can achieve above

90% on three datasets. Another important observation is that the
classification accuracies improve with the widening and deepen-
ing of the convolutional backbone. However, the improvement
is not apparent in the UCM multilabel dataset compared with
the results on the AID multilabel dataset and the MLRSNet.

Some predicted examples from the three datasets are dis-
played in Table II. It is evident that G+L outperforms the G.
Furthermore, some small and intricate objects can be classified
accurately by fusing the discriminative global and local features.
Notably, G+L+O can further improve the classification accu-
racy by combining three well-designed branches. In addition,
it can perform well even in some images with low resolu-
tions and complex label information, attributed to the extracted
confounder-free multigrained features.

To better show the explainability and reasonableness of the
CFF-NET, Grad-CAM [65] is also applied to three datasets to
visualize how the network is affecting the learning of the class-
specific features. The experimental results of class attention
maps are displayed in Fig. 10. Evidently, the decision making
of the proposed network can focus on the corresponding target
category accurately and integrally, even in the case of complex
background and low resolution. Meanwhile, the image regions
that are unrelated to label information are also less activated.
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TABLE VI
TIME COMPARISON WITH DIFFERENT METHODS

TABLE VII
IMAGE CAPTIONING RESULTS OBTAINED FROM DIFFERENT CONVOLUTIONAL BACKBONE WITH THREE PROPOSED BRANCHES

The performances are evaluated by three conventional evaluation metrics.

2) Comparisons With Other Methods: The performance of
the proposed CFF-NET is determined by comparing F 1

s with
various state-of-the-art methods on the three datasets that are
shown in Table III. Despite the fact that all the methods utilize the
learning-based deep features, the performance of the RNN-CNN
[79] is inferior compared to other methods. This is mainly be-
cause the RNN-CNN facilitates the multilabel image classifica-
tion task of natural scene images. The complex content of aerial
images limits the performance of this method. The classification
accuracy of RBFNN [24] is significantly improved compared
with the RNN-CNN. Although both the aerial images captured
by satellite and the UAV images have a similar visual angle, the
objects observed by satellite are more intricate. Discriminative
fine-grained features need to be extracted to further improve
the accuracy. The CA-BiLSTM [25] and AL-RN [9] protect the
class-specific information by designing the attention. However,
the spurious and biased relationships among the semantic objects
still limit their performance. The proposed CFF-NET yields the
best classification results among all the methods.

D. Multilabel Aerial Image Retrieval

1) Effectiveness of the CFF-NET: The ablation study results
of the image retrieval obtained by different combinations of
branches are shown in Table IV. It can be observed that the
retrieval results of G+L are largely improved compared with
the G, which is consistent with the classification results. This is
mainly because the intraclass distance of aerial images is often
larger than interclass distance in the feature space. Furthermore,

only extraction of global features is not sufficient to accurately
retrieve images with the same classes. The G+L can provide
more discriminative information by fusing the global and local
image features. G+L+O achieves the best results under all the
convolutional backbones on three datasets by providing rich
confounder-free multigrained information.

The two-dimensional feature representations are obtained
with three combinations of branches by employing the t-
distributed stochastic neighbor embedding (t-SNE) algorithm
[80] on the eight classes of the MLRSNet dataset (see Fig. 11).
This is to visualize the learned feature distribution in the metric
space so as to show the reasonableness and explainability of the
extracted feature through the proposed CFF-NET. The feature
distribution observed in Fig. 11(b) is more compact than that
in Fig. 11(a). The features with similar classes pull together
and the features with different classes push away by fusing the
discriminative global and local features. Moreover, the feature
distribution in Fig. 11(c) illustrates a more reasonable outcome
compared with the results of Fig. 11(a) and (b). Specifically,
it is observed that without a confounder-free object feature
extraction branch [see Fig. 11(b)], the feature distribution of
semantically related classes, such as forests and trees, leads to
a large separation in the metric space. In addition, the unrelated
feature classes get closer, such as forests, ships, and cars. How-
ever, in Fig. 11(c), the feature distributions of trees and ships via
the proposed CFF-NET are reasonably closer to the forest and
water, respectively.

2) Comparisons With Other Methods: To show the superi-
ority of the CFF-NET, the mAP results of comparison with
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Fig. 12. Some image captioning examples of the three combinations of branches on the UCM-captions dataset. The wrong words are marked in red, and the
missing words are shown in blue.

TABLE VIII
IMAGE CAPTIONING RESULTS OF COMPARISON WITH OTHER METHODS

other methods are shown in Table V. It is evident that the
performance of the IAH [81] and IDHN [82] is inferior in the
three datasets. This is because the methods are proposed for
processing the image in natural scenes. The aerial images are
quite different from the natural images, which exist in large
intraclass variations and small interclass differences. It is hard
to transfer their success to the aerial image retrieval task. The
proposed CFF-NET achieves the best retrieval results on both
AID and MLRSNET datasets and is equivalent to that of GRN
[12] on the UCM dataset.

For the image retrieval tasks, computational efficiency is also
an important measure. The computational complexity of the
proposed method can be analyzed by comparing the training and
testing time of our method with various baselines as shown in
Table VI. Considering that both IAH and IDHN have high re-
trieval speeds, which use hash codes to represent image features.
The increased performance brings the increased computational
costs. The proposed methods obtain the highest retrieval accu-
racy and control the retrieval time within an acceptable range.

E. Aerial Image Captioning

1) Effectiveness of the CFF-NET: For the aerial image cap-
tioning task, an ablation study is also conducted with sev-
eral evaluation metrics to analyze the importance of the three
branches (see Table VII). It is observed that the accuracy of the
ResNet is higher than that of the VGG. It is also evident that

the results of G+L+O with the ResNet38 and ResNet50 are
similar in all kinds of evaluation metrics. Furthermore, under
the same convolutional backbone, the results show that G+L+O
achieves the best results on all metrics and outperform the other
two models with a significant advantage.

Some image captioning examples of the three combinations
of branches on the UCM-captions dataset are shown in Fig. 12 to
intuitively display the effectiveness of the proposed CFF-NET.
The three sentences marked (a), (b), and (c) in each image
represent the G, G+L, and G+L+O, respectively. The wrong
words in the generated sentences are marked in red color,
whereas the missing words are shown in blue color. Notably, the
adoption of the global branch can only extract the coarse-grained
feature, which will neglect the tiny object information such as
cars. Besides, this branch does not utilize the semantic-related
information of the various objects. This leads to the generated
sentences failing to correctly describe the scene information
of the target. Moreover, G+L generates a complete and full
description by extracting the discriminative fine-grained feature
and also by capturing the context information from the whole
image. However, the long-tailed distribution caused by imbal-
anced frequency occurrences of some objects in the datasets
results in wrong descriptions. Furthermore, the high-frequency
co-occurrences of some objects such as buildings also lead to
the bias and furious associations among objects in the process
of image captioning. In comparison, G+L+O describes most of
the images accurately with the generated sentences. The learned
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multigrained features and confounder-free feature extraction
strategy eliminate the cognitive errors as well as describe the
image reasonably and in detail.

2) Comparisons With Other Methods: To verify the superi-
ority of the proposed CFF-NET on the aerial image caption-
ing task, the comparison experiments are also conducted with
some state-of-the-art methods. The experimental results are also
reported in Table VIII. Compared with all the state-of-the-art
methods, the proposed CFF-NET has the best performance in
terms of all evaluation metrics. It can also be observed that
CFF-NET has an obvious advantage in the most of entries.
Therefore, these results completely validate the effectiveness
of the proposed image processing strategy.

V. CONCLUSION

In this article, a novel CFF-NET is proposed for aerial image
feature representation. Considering the rich and complex content
of aerial images, a local feature extraction branch is proposed to
extract the discriminative fine-grained and context feature of the
image. The problems of long-tailed distribution of the dataset
and spurious correlation between objects in image scenes are
rarely explored in the field of aerial image processing. This is
one of the main reasons why the existing models lack being
explainable. To address this problem, the confounder-free object
feature extraction branch is proposed to extract semantically
meaningful features and find the reliable causality between the
input image as well as the predicted outcome by utilizing a causal
intervention strategy. To the best of our knowledge, this is the
first work that constructs a model based on the causal inference
for the aerial image processing tasks and successfully addresses
the problems of furious and biased correlations between differ-
ent objects. Extensive experiments are conducted under three
popular aerial image processing tasks. The proposed CFF-NET
has shown state-of-the-art results, including a high-level image
processing task such as aerial image captioning.

REFERENCES

[1] S. Ramirez-Gallego, A. Fernandez, S. Garcia, M. Chen, and F. Herrera,
“Big data: Tutorial and guidelines on information and process fusion for
analytics algorithms with mapreduce,” Inf. Fusion, vol. 42, pp. 51–61,
2018.

[2] J. Ma, X. Jiang, A. Fan, J. Jiang, and J. Yan, “Image matching from
handcrafted to deep features: A survey,” Int. J. Comput. Vis., vol. 129,
no. 1, pp. 23–79, 2021.

[3] H. Zhang, H. Xu, X. Tian, J. Jiang, and J. Ma, “Image fusion meets deep
learning: A survey and perspective,” Inf. Fusion, vol. 76, pp. 323–336,
2021.

[4] W. Xiong, Y. Lv, Y. Cui, X. Zhang, and X. Gu, “A discriminative feature
learning approach for remote sensing image retrieval,” Remote Sens.,
vol. 11, no. 4, 2019, Art. no. 281.

[5] P. Li, P. Ren, X. Zhang, Q. Wang, X. Zhu, and L. Wang, “Region-wise deep
feature representation for remote sensing images,” Remote Sens., vol. 10,
2018, Art. no. 871.

[6] X. Zheng, Y. Yuan, and X. Lu, “A deep scene representation for aerial
scene classification,” IEEE Trans. Geosci. Remote Sens., vol. 57, no. 7,
pp. 4799–4809, Jul. 2019.

[7] B. Chaudhuri, B. Demir, S. Chaudhuri, and L. Bruzzone, “Multilabel
remote sensing image retrieval using a semisupervised graphtheoretic
method,” IEEE Trans. Geosci. Remote Sens., vol. 56, no. 2, pp. 1144–1158,
Feb. 2018.

[8] Y. Hua, L. Mou, and X. X. Zhu, “Label relation inference for multi-label
aerial image classification,” in Proc. IEEE Int. Geosci. Remote Sens. Symp.,
2019, pp. 5244–5247.

[9] Y. Hua, L. Mou, and X. Zhu, “Relation network for multilabel aerial
image classification,” IEEE Trans. Geosci. Remote Sens., vol. 58, no. 7,
pp. 4558–4572, Jul. 2020.

[10] F. Ömrüuzun, B. Demir, L. Bruzzone, and Y. Çetin, “Content based hy-
perspectral image retrieval using bag of endmembers image descriptors,”
in Proc. 8th Workshop Hyperspectral Image Signal Process., Aug. 2016,
pp. 1–4.

[11] X. Qi, P. Zhu, and Y. Wang, “MLRSNet: A multi-label high spatial
resolution remote sensing dataset for semantic scene understanding,”
ISPRS J. Photogrammetry Remote Sens., vol. 16, no. 9, pp. 337–350.
2020.

[12] J. Kang, R. Fernandez-Beltran, D. Hong, J. Chanussot, and A. Plaza,
“Graph relation network: Modeling relations between scenes for multilabel
remote-sensing image classification and retrieval,” IEEE Trans. Geosci.
Remote Sens., vol. 59, no. 5, pp. 4355–4369, May 2021.

[13] G. Hoxha, F. Melgani, and B. Demir, “Toward remote sensing image
retrieval under a deep image captioning perspective,” IEEE J. Sel. Topics
Appl. Earth Observ. Remote Sens., vol. 13, pp. 4462–4475, 2020.

[14] G. Sumbul, S. Nayak, and B. Demir, “SD-RSIC: Summarization-driven
deep remote sensing image captioning,” IEEE Trans. Geosci. Remote
Sens., vol. 59, no. 8, pp. 6922–6934, Aug. 2021.

[15] B. Wang, X. Lu, X. Zheng, and X. Li, “Semantic descriptions of high-
resolution remote sensing images,” IEEE Geosci. Remote Sens. Lett.,
vol. 16, no. 8, pp. 1274–1278, Aug. 2019.

[16] W. Huang, Q. Wang, and X. Li, “Denoising-based multiscale feature fusion
for remote sensing image captioning,” IEEE Geosci. Remote Sens. Lett.,
vol. 18, no. 3, pp. 436–440, Mar. 2021.

[17] Z. Zhang, W. Zhang, W. Diao, M. Yan, X. Gao, and X. Sun, “VAA:
Visual aligning attention model for remote sensing image captioning,”
IEEE Access, vol. 7, pp. 137355–137364, 2019.

[18] X. Li, X. Zhang, W. Huang, and Q. Wang, “Truncation cross entropy loss
for remote sensing image captioning,” IEEE Trans. Geosci. Remote Sens.,
vol. 59, no. 6, pp. 5246–5257, Jun. 2021.

[19] Y. Zhang, Y. Ma, X. Dai, H. Li, X. Mei, and J. Ma, “Locality-constrained
sparse representation for hyperspectral image classification,” Inf. Sci.,
vol. 546, pp. 858–870, 2021.

[20] J. Jiang, J. Ma, and X. Liu, “Multilayer spectral-spatial graphs for label
noisy robust hyperspectral image classification,” IEEE Trans. Neural Netw.
Learn. Syst., vol. 33, no. 2, pp. 839–852, Feb. 2022.

[21] B. Rasti and P. Ghamisi, “Remote sensing image classification using
subspace sensor fusion,” Inf. Fusion, vol. 64, pp. 121–130, 2020.

[22] Y. Li, Y. Zhang, and Z. Zhu, “Error-tolerant deep learning for remote
sensing image scene classification,” IEEE Trans. Cybern., vol. 51, no. 4,
pp. 1756–1768, Apr. 2021.

[23] Y. Yao et al., “Continuous multi-angle remote sensing and its application
in urban land cover classification,” Remote Sens., vol. 13, no. 3, 2021,
Art. no. 413.

[24] A. Zeggada, F. Melgani, and Y. Bazi, “A deep learning approach to UAV
image multilabeling,” IEEE Geosci. Remote Sens. Lett., vol. 14, no. 5,
pp. 694–698, May 2017.

[25] Y. Hua, L. Mou, and X. Zhu, “Recurrently exploring class-wise attention
in a hybrid convolutional and bidirectional LSTM network for multi-label
aerial image classification,” ISPRS J. Photogrammetry Remote Sens.,
vol. 149, pp. 188–199, 2019.

[26] G. Sumbul and B. Demir, “A novel graph-theoretic deep representation
learning method for multi-label remote sensing image retrieval,” in Proc.
IEEE Int. Geosci. Remote Sens. Symp., 2021, pp. 266–269.

[27] Z. Shao, K. Yang, and W. Zhou, “Performance evaluation of single-label
and multi-label remote sensing image retrieval using a dense labeling
dataset,” Remote Sens., vol. 10, no. 6, 2018, Art. no. 964.

[28] R. Imbriaco, C. Sebastian, E. Bondarev, and P. H. N. de With, “Toward
multilabel image retrieval for remote sensing,” IEEE Trans. Geosci. Re-
mote Sens., vol. 60, 2022, Art. no. 4703214.

[29] Y. Li, J. Ma, and Y. Zhang, “Image retrieval from remote sensing big data:
A survey,” Inf. Fusion, vol. 67, pp. 94–115, 2021.

[30] Y. Li, Y. Zhang, X. Huang, and J. Ma, “Learning source-invariant deep
hashing convolutional neural networks for cross-source remote sensing
image retrieval,” IEEE Trans. Geosci. Remote Sens., vol. 56, no. 11,
pp. 6521–6536, Nov. 2018.

[31] Y. Li, Y. Zhang, X. Huang, H. Zhu, and J. Ma, “Large-scale remote sensing
image retrieval by deep hashing neural networks,” IEEE Trans. Geosci.
Remote Sens., vol. 56, no. 2, pp. 950–965, Feb. 2018.



XIONG et al.: CONFOUNDER-FREE FUSION NETWORK FOR AERIAL IMAGE SCENE 5453

[32] W. Zhou, S. Newsam, C. Li, and Z. Shao, “PatternNet: A bench-
mark dataset for performance evaluation of remote sensing image re-
trieval,” ISPRS J. Photogrammetry Remote Sens., vol. 145, pp. 197–209,
2018.

[33] W. Zhou, N. Shawn, C. Li, and Z. Shao, “Learning low dimensional
convolutional neural networks for high-resolution remote sensing image
retrieval,” Remote Sens., vol. 9, no. 5, 2017, Art. no. 489.

[34] X. Lu, B. Wang, and X. Zheng, “Sound active attention framework for
remote sensing image captioning,” IEEE Trans. Geosci. Remote Sens.,
vol. 58, no. 3, pp. 1985–2000, Mar. 2020.

[35] B. Wang, X. Zheng, B. Qu, and X. Lu, “Retrieval topic recurrent memory
network for remote sensing image captioning,” IEEE J. Sel. Topics Appl.
Earth Observ. Remote Sens., vol. 13, pp. 256–270, 2020.

[36] G. Hoxha and F. Melgani, “A novel SVM-based decoder for remote sensing
image captioning,” IEEE Trans. Geosci. Remote Sens., vol. 60, 2022,
Art. no. 5404514.

[37] Q. Wang, W. Huang, X. Zhang, and X. Li, “Word–sentence framework
for remote sensing image captioning,” IEEE Trans. Geosci. Remote Sens.,
vol. 59, no. 12, pp. 10532–10543, Dec. 2021.

[38] R. Zhao, Z. Shi, and Z. Zou, “High-resolution remote sensing image
captioning based on structured attention,” IEEE Trans. Geosci. Remote
Sens., vol. 60, 2022, Art. no. 5603814.

[39] B. Qu, X. Li, D. Tao, and X. Lu, “Deep semantic understanding of high
resolution remote sensing image,” in Proc. Int. Conf. Comput., Jul. 2016,
pp. 1–5.

[40] X. Lu, B. Wang, X. Zheng, and X. Li, “Exploring models and data for
remote sensing image caption generation,” IEEE Trans. Geosci. Remote
Sens., vol. 56, no. 4, pp. 2183–2195, Apr. 2018.

[41] J. Yang, J. Liu, and Q. Dai, “An improved bag-of-words framework for
remote sensing image retrieval in large-scale image databases,” Int. J.
Digit. Earth, vol. 8, no. 8, pp. 273–292, 2015.

[42] H. Jégou, M. Douze, C. Schmid, and P. Pérez, “Aggregating local descrip-
tors into a compact image representation,” in Proc. Comput. Vis. Pattern
Recognit., Jun. 2010, pp. 3304–3311.

[43] D. Lin, J. Lin, L. Zhao, Z. Wang, and Z. Chen, “Multilabel aerial image
classification with a concept attention graph neural network,” IEEE Trans.
Geosci. Remote Sens., vol. 60, 2022, Art. no. 5602112.

[44] Z. Shao, W. Zhou, X. Deng, M. Zhang, and Q. Cheng, “Multilabel remote
sensing image retrieval based on fully convolutional network,” IEEE
J. Sel. Topics Appl. Earth Observ. Remote Sens., vol. 13, pp. 318–328,
2020.

[45] P. Zhu et al., “Deep learning for multilabel remote sensing image anno-
tation with dual-level semantic concepts,” IEEE Trans. Geosci. Remote
Sens., vol. 58, no. 6, pp. 4047–4060, Jun. 2020.

[46] R. Huang, F. Zheng, and W. Huang, “Multilabel remote sensing image
annotation with multiscale attention and label correlation,” IEEE J. Sel.
Topics Appl. Earth Observ. Remote Sens., vol. 14, pp. 6951–6961, 2021.

[47] Q. Zhao, E. Adeli, and M. Pohl, “Training confounder-free deep learn-
ing models for medical applications,” Nat. Commun., vol. 11, 2020,
Art. no. 6010.

[48] A. Elizabeth, “Matching methods for causal inference: A review and a
look forward,” Stat. Sci.: Rev. J. Inst. Math. Statist., vol. 25, no. 1, 2010,
Art. no. 1.

[49] M. Lechner, “Earnings and employment effects of continuous off-the-job
training in east Germany after unification,” J. Bus. Econ. Statist., vol. 17,
no. 1, pp. 74–90, 1999.

[50] J. Pearl and D. Mackenzie, The Book of Why: the New Science of Cause
and Effect. London, U.K.: Penguin Books, 2018.

[51] Z. Yue, T. Wang, Q. Sun, X. Hua, and H. Zhang, “Counterfactual zero-shot
and open-set visual recognition,” in Proc. IEEE/CVF Conf. Comput. Vis.
Pattern Recognit., 2021, pp. 15399–15409.

[52] K. Tang, Y. Niu, J. Huang, J. Shi, and H. Zhang, “Unbiased scene graph
generation from biased training,” in Proc. IEEE/CVF Conf. Comput. Vis.
Pattern Recognit., 2020, pp. 3713–3722.

[53] J. Qi, Y. Niu, J. Huang, and H. Zhang, “Two causal principles for improving
visual dialog,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit.,
2020, pp. 10857–10866.

[54] X. Hu, K. Tang, C. Miao, X. Hua, and H. Zhang, “Distilling causal effect
of data in class incremental learning,” in Proc. IEEE/CVF Conf. Comput.
Vis. Pattern Recognit., 2021, pp. 3956–3965.

[55] X. Yang, H. Zhang, and J. Cai, “Deconfounded image captioning: A causal
retrospect,” IEEE Trans. Pattern Anal. Mach. Intell., to be published.

[56] D. Zhang, H. Zhang, J. Tang, X. Hua, and Q. Sun, “Causal intervention for
weakly-supervised semantic segmentation,” in Proc. Conf. Comput. Vis.
Pattern Recognit., 2020.

[57] Y. Niu, K. Tang, H. Zhang, Z. Lu, X. Hua, and J. Wen, “Counterfactual
VQA: A cause effect look at language bias,” in Proc. Conf. Comput. Vis.
Pattern Recognit., 2021.

[58] K. Simonyan and A. Zisserman, “Very deep convolutional networks for
large-scale image recognition,” in Proc. Int. Conf. Learn. Representations,
May 2015.

[59] K. Cho et al., “Learning phrase representations using RNN encoder–
decoder for statistical machine translation,” in Proc. IEEE Conf. Com-
putation Lang., 2014, pp. 1724–1734.

[60] D. Marr, Vision: A computational Investigation Into the Human Represen-
tation and Processing of Visual Information. Cambridge, MA, USA: MIT
Press, 1982.

[61] K. Xu et al., “Show, attend and tell: Neural image caption generation with
visual attention,” in Proc. Int. Conf. Mach. Learn., 2015, vol. 5.

[62] C. Wu, “On the convergence properties of the EM algorithm,” Ann. Statist.,
vol. 1, no. 1, pp. 95–103, 1983.

[63] E. Rudd, M. Günther, and T. Boult, “Moon: A mixed objective optimization
network for the recognition of facial attributes,” in Proc. Eur. Conf.
Comput. Vis., 2016, vol. 5.

[64] B. Zhou, A. Khosla, A. Lapedriza, A. Oliva, and A. Torralba, “Learning
deep features for discriminative localization,” in Proc. IEEE Conf. Comput.
Vis. Pattern Recognit., 2016, pp. 2921–2929.

[65] R. R. Selvaraju, M. Cogswell, A. Das, R. Vedantam, D. Parikh, and
D. Batra, “Grad-CAM: Visual explanations from deep networks via gra-
dient based localization,” in Proc. IEEE Int. Conf. Comput. Vis., 2017,
pp. 618–662.

[66] A. Chattopadhay, A. Sarkar, P. Howlader, and V. N. Balasubramanian,
“Grad-CAM++: Generalized gradient-based visual explanations for deep
convolutional networks,” in Proc. IEEE Winter Conf. Appl. Comput. Vis.,
2018, pp. 839–847.

[67] G. Xia et al., “AID: A benchmark data set for performance evaluation of
aerial scene classification,” IEEE Trans. Geosci. Remote Sens., vol. 55,
no. 7, pp. 3965–3981, Jul. 2017.

[68] Z. Chen, X. Wei, P. Wang, and Y. Guo, “Learning graph convolutional net-
works for multi-label recognition and applications,” IEEE Trans. Pattern
Anal. Mach. Intell., to be published.

[69] O. Vinyals, A. Toshev, S. Bengio, and D. Erhan, “Show and tell: A
neural image caption generator,” in Proc. IEEE Conf. Comput. Vis. Pattern
Recognit., 2015, pp. 3156–3164.

[70] S. Hochreiter and J. Schmidhuber, “Long short-term memory,” Neural
Comput., vol. 9, no. 8, pp. 1735–1780, 1997.

[71] G. Tsoumakas and I. Katakis, “Multi-label classification: An overview,”
Int. J. Data Warehousing Mining, vol. 3, no. 3, pp. 1–13, 2007.

[72] K. Papineni, S. Roukos, T. Ward, and W. Zhu, “BLEU: A method for
automatic evaluation of machine translation,” in Proc. 40th Annu. Meeting
Assoc. Comput. Linguistics, 2001, pp. 311–318.

[73] C. Lin, “Rouge: A package for automatic evaluation of summaries,” in
Text Summarization Branches Out. Barcelona, Spain: Association Com-
putational Linguistics, 2004.

[74] M. Denkowski and A. Lavie, “Meteor universal: Language specific trans-
lation evaluation for any target language,” in Proc. 9th Workshop Statist.
Mach. Transl., 2014, pp. 376–380.

[75] R. Vedantam, C. L. Zitnick, and D. Parikh, “CIDEr: Consensus-based
image description evaluation,” in Proc. IEEE Conf. Comput. Vis. Pattern
Recognit., 2015, pp. 4566–4575.

[76] J. Deng, W. Dong, R. Socher, L. Li, K. Li, and F. Li, “ImageNet: A
large-scale hierarchical image database,” in Proc. IEEE Conf. Comput.
Vis. Pattern Recognit., 2009, pp. 248–255.

[77] Z. Wu, C. Shen, and A. Hengel, “Wider or deeper: Revisiting the
resnet model for visual recognition,” Pattern Recognit., vol. 90, no. 1,
pp. 119–133, 2019.

[78] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image
recognition,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2016,
pp. 770–778.

[79] J. Wang, Y. Yang, J. Mao, Z. Huang, C. Huang, and W. Xu, “CNN-RNN:
A unified framework for multi-label image classification,” in Proc. IEEE
Conf. Comput. Vis. Pattern Recognit., 2016, pp. 2285–2294.

[80] L. Maaten and G. Hinton, “Visualizing data using t-SNE,” J. Mach. Learn.
Res., vol. 9, no. 8, pp. 2579–2605, 2008.

[81] H. Lai, P. Yan, X. Shu, Y. Wei, and S. Yan, “Instance-aware hashing for
multi-label image retrieval,” IEEE Trans. Image Process., vol. 25, no. 6,
pp. 2469–2479, Jun. 2016.

[82] Z. Zhang, Q. Zou, Y. Lin, L. Chen, and S. Wang, “Improved deep hashing
with soft pairwise similarity for multi-label image retrieval,” IEEE Trans.
Multimedia, vol. 22, no. 2, pp. 540–553, Feb. 2020.



5454 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 15, 2022

[83] X. Zhang, X. Wang, X. Tang, H. Zhou, and C. Li, “Description generation
for remote sensing images using attribute attention mechanism,” Remote
Sens., vol. 11, no. 6, Mar. 2019, Art. no. 612.

[84] Z. Yuan, X. Li, and Q. Wang, “Exploring multi-level attention and semantic
relationship for remote sensing image captioning,” IEEE Access, vol. 8,
pp. 2608–2620, 2020.

Wei Xiong received the B.S., M.S., and Ph.D. degrees
from Naval Aviation University, Yantai, China, in
1998, 2001, and 2005, respectively.

From 2007 to 2009, he was a Postdoctoral Re-
searcher with the Department of Electronic Infor-
mation Engineering, Tsinghua University, Beijing,
China. He is currently a Full Professor with Naval
Aviation University. He is one of the founders and
the directors of the Research Institute of Information
Fusion, Naval Aviation University. He is the Mem-
ber and the Director General of Information Fusion

Branch of the Chinese Society of Aeronautics and Astronautics. His research
interests include pattern recognition, remote sensing, and multisensor informa-
tion fusion.

Zhenyu Xiong received the B.S. and M.S. degrees in
2018 from Naval Aviation University, Yantai, China,
where he is currently working toward the Ph.D. degree
in information and communication engineering.

His research interests include information fusion,
and deep learning with their applications in remote
sensing.

Yaqi Cui received the B.S., M.S., and Ph.D. degrees
in information and communication engineering from
Naval Aviation University, Yantai, China, in 2008,
2011, and 2014, respectively.

Since 2014, he has been a Lecturer with Naval
Aviation University. His research interests include
information fusion, machine learning, and deep learn-
ing with their applications in information fusion.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


