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PistonNet: Object Separating From Background by
Attention for Weakly Supervised Ship Detection

Yi Yang , Zongxu Pan , Yuxin Hu, and Chibiao Ding

Abstract—Object detection under weakly supervised learning is
a challenging issue. In a remote sensing ship detection task, the
weakly supervised learning method requires that the training set
only has image-level class annotations. In the absence of location
information, it is difficult to locate ships and extract features.
Moreover, when the detector extracts more than one candidate
region, the image-level annotation makes it difficult to determine
whether the candidate regions are multiple ships or mixed with the
detected background. To address these issues, this article analyzes
the interaction between class information and location information,
and proposes a weakly supervised detection method, i.e., PistonNet,
based on data-efficient image transformers. PistonNet proposes an
artificial point, which is inserted into the feature map. Artificial
point can suppress the background and enhance the object by
interfering in the weight distribution of object and background in
self-attention calculation. PistonNet also proposes joint confidence
probability to improve detection accuracy. Experiments on the
GF1-LRSD and NWPU VHR-10 datasets show that the proposed
method boosts detection performance effectively. The main im-
provements of PistonNet as well as the contributions of this article
are threefold. First, PistonNet is a specific weakly supervised object
detection method for single-class detection, which provides an
innovative approach to classifying target and background. Second,
PistonNet reaches the level of advanced supervised detectors on
detection accuracy with fewer parameters. Finally, the objects’
locations detected by PistonNet are obtained by segmenting regions
on the heat map. PistonNet’s background suppression ability makes
it free from dependence on segmentation threshold.

Index Terms—Artificial point, data-efficient image transformers
(DeiT), remote sensing images, ship detection, weakly supervised
learning.

I. INTRODUCTION

IN RECENT years, deep learning has a full application in
object detection. Some widely used object detection meth-

ods [1]–[6] have been migrated and applied to various fields.
Due to the excellent performance of deep learning in the field
of object detection, some methods are applied to ship detec-
tion of remote sensing images, along with the corresponding
optimization schemes for remote sensing field. [7]–[12] At
present, the ability of data acquisition is greatly boosted to meet

Manuscript received 22 March 2022; revised 23 May 2022; accepted 15 June
2022. Date of publication 21 June 2022; date of current version 7 July 2022.
(Corresponding author: Zongxu Pan)

The authors are with the Key Laboratory of Technology in Geo-Spatial Infor-
mation Processing and Application System, Aerospace Information Research
Institute, School of Electronic, Electrical, and Communication Engineering,
University of Chinese Academy of Sciences, Beijing 100049, China (e-mail:
yangyi183@mails.ucas.ac.cn; zxpan@mail.ie.ac.cn; yxhu@mail.ie.ac.cn;
cbding@mail.ie.ac.cn).

Digital Object Identifier 10.1109/JSTARS.2022.3184637

the requirements of deep learning. However, the efficiency of
the dataset production is still limited by manual annotation.
This asymmetry of time cost encourages the development of
weakly supervised learning. Weakly supervised object detection
(WSOD) simplifies the annotation from instance level to image
level, which greatly reduced the labor cost of data production.
Remote sensing datasets contain a large number of images of
complex scenes, which greatly increases the difficulty of manual
annotation. Therefore, the introduction of WSOD is of great
significance in engineering application.

In 2016, Bilen and Vedaldi [13] designed an end-to-end
weakly supervised deep detection network (WSDDN), which
integrates the MIL [14] into the WSOD. MIL regards images as
bags and object proposals as instances, then picks high-scored
instances from the bags. WSDDN is a groundbreaking design,
on which a host of research works has been proposed [15]–[19].

In the field of ship detection, WSOD still has the following
defects. Under the restriction of only class annotation, WSOD
could not achieve the learning of single-class object, while the
supervised object detection can find the background region in the
image through the object’s bounding box (BBox) annotation to
learn the difference. Existing WSOD methods applied to remote
sensing images usually use multiclass datasets to ensure that
each image involved in training contains at least one class of
object [20]–[24]. Therefore, for weakly supervised training of
ship data, it is necessary to make the background into a class
separately. This data processing enables WSOD to be applied
to the single-class ship detection task, but it also brings the
following two problems.

1) First, compared with multiclass object detection, it is not
the class of object contained in the image, but whether the
image contains a ship that determines the classification
difference in ship detection. WSOD methods based on
MIL iteratively select the most contributing proposal as the
pseudoinstance-level label, which guides the classifica-
tion. Even if a background image is input, the detector will
extract the candidate region to prove that the class of the
image is “background”. However, the background class
is not determined by these candidate regions, but by the
absence of ships in the image. In the images of the target
class, background also exists, and these candidate regions
representing background will lead to false classification.

2) Second, as two classes: a) background and b) target,
do not have equal status. Ships have common features,
but backgrounds do not. The supervised object detection
methods can accurately extract object’s features through
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BBox, while WSOD needs to learn features of all classes
at the same time. Classification is the only source of the
training loss of weakly supervised methods. Therefore,
the classification difficulty of complex background will
affect the target’s classification and feature extraction. For
example, in GF1-LRSD [25], which is an optical remote
sensing dataset from GF-1 satellite, the average size of a
ship is 10.9 pixels. In each image, the complex environ-
ment is the difficulty of detection. Under this condition, it
is a challenge to achieve classification and localization by
WSOD.

In 2021, TS-CAM [26] was proposed using WSOD, which is
a non-end-to-end detector based on data-efficient image trans-
former (DeiT) [27]. TS-CAM combines the semantic-aware
tokens with the semantic-agnostic attention map to make the
output heat map of the network class- and position-sensitive.
Objects are segmented on the heat map by setting a threshold.
Compared with the end-to-end detector, the object segmentation
method using heat map has the following two defects.

1) First, extraction of objects locations from feature maps
directly depends on the setting of the threshold. With the
change of threshold value, the result of segmentation also
changes.

2) Second, the candidate regions lack matching confidence
probabilities and the segmentation of the object depends
on the pixel value in the heat map.

The distribution of pixel values is not strictly related to con-
fidence probability. When the number of objects in the image is
uncertain, the heat map cannot distinguish the candidate regions
from multiple objects or mixed background. The precision and
recall of the detector cannot be satisfactory at the same time.

However, the non-end-to-end design provides inspiration for
solving the single-classification task of ship detection. The out-
put of the detector is a heat map, which has not been converted
into specific class information. It is expected that the target has
candidate regions and the background does not, which can be
achieved by interfering with the distribution pattern of pixels
during heat map generation. The segmentation scheme based on
the new distribution pattern can effectively solve the problem
existing in the object extraction by the non-end-to-end detector.

Based on the abovementioned background research, this ar-
ticle proposes PistonNet, which designs artificial point to in-
fluence the interaction between class information and location
information to suppress the background on the feature maps,
and proposes joint confidence probability to improve detection
accuracy. PistonNet has reached the following goals.

1) A specific WSOD method for single-class detection is
proposed, which has engineering application significance.

2) The proposed method has a lightweight design and
achieves the accuracy of advanced detectors using about
1/10 of the parameters.

3) The intervention of artificial point can effectively sup-
press the background during training. The combination of
artificial point and joint confidence probability improves
the detection accuracy of WSOD to multiple targets and
makes the non-end-to-end detector free from dependence
on segmentation threshold.

Fig. 1. Structure of self-attention layer. The generation of c1 is shown in the
figure, and the same goes for all the other vectors (c2, c3, . . . , cM ).

4) This article analyzes the mechanism of the interaction
between class information and location information in
WSOD and achieves the intervention in this process. This
is instructive for the further study of weakly supervised
learning.

II. METHODS

A. Mechanism Analysis of WSOD Using DeiT

PistonNet uses DeiT as the backbone, which extracts features
through cascading transformer blocks [28]. Within each trans-
former block, there is a self-attention layer and a multilayer
perceptron (MLP) layer.

Before input to the backbone, an image of W × H resolution
enters the convolution layer of N convolution kernels Wconv ∈
RP×P with stepP to obtain the matrixBconv ∈ Rw×h×N , where
w = W

P and h = H
P . The matrix Bconv is reshaped to get B ∈

RM×N , whereM = w × h.B contains vectors bi ∈ R1×N , i =
1, 2, . . . ,M . Each vector bi concentrates information of aP × P
patch at the corresponding position in the image.
B is the input in the first transformer block and passes through

the self-attention layer. The structure of the self-attention layer
is shown in the Fig. 1. In the self-attention layer, the matrix B
is multiplied by three transformation matrices (Wq,Wk,Wv)
to obtain matrices Q, K, and V . Each group of (qi ∈ Q, ki ∈
K, vi ∈ V ) corresponds to an input bi ∈ B in the self-attention
layer. All the vectors qi and kj are conducted correlation calcu-
lation, gathering values a(i,j). All of a(i,j) forms the matrix A ∈
RM×M . Each row vector rowi = (a(i,1), a(i,2), . . . , a(i,M))ofA
is calculated by softmax to obtain ˆrowi, which forms the matrix
Â. Vector ci is gathered by summation of vector vj , and â(i,j)
is the coefficient of summation ci =

∑
j â(i,j)vj .

The matrixC = [c1; c2; . . . ; ci; . . . ; cM ] enters MLP to obtain
a matrix Cout, which is the final output of one transformer
block and the input of the next transformer block with the same
dimension as B. All the transformer blocks form a cascade.

In order to analyze the interaction mechanism between class
information and location information in weakly supervised
learning, in the detection head, the matrixCout obtained from the
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Fig. 2. Formation of location feature maps using DeiT only. As the transformer block deepens, the high weight in (a) gradually approaches the location of the
ships. In (b), the weights are irregularly distributed, and parts of them are concentrated at the edge of the image. (a) Attention maps of ship. (b) Attention maps of
background.

last transformer block is convolved and global average pooled to
calculate classification loss. Using the trained model, this article
extracts the matrix Â of each transformer block. The matrix
Â is reshaped to Â_reshape ∈ RM×w×h, which is regarded
as a w × h feature map with M channels. The feature map
Â_heat ∈ Rw×h of different channels is defined as location

feature map. All the Â_heat are fused for visualization after
histogram equalization.

To test the effect of WSOD using DeiT only, the target and
the background images are input separately. Because of softmax
calculation, points in Â_heat are distributed in the interval of
(0,1) and the sum of their values is 1. These points are defined
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Fig. 3. Intervention of artificial point. Artificial point, unlike other points, does not represent information about a patch of the image. However, it participates in
softmax with other points and adjusts the distribution of them.

Fig. 4. Mechanism of piston. The values in the figure are for demonstration only; they show the desired control capabilities of the piston.

as feature points. As shown in Fig. 2(a), with the tranformer
block deepens, feature points with high values gradually gather
towards the objects’ locations. The feature points in Â_heat have
the property of weights and the source of Â_heat, Â is multiplied
by V in the self-Attention layers. It can be analyzed that the
high weight value of objects’ locations enables the network

to classify correctly when participating in classification, which
forms the basis of WSOD. Â_heat has the function of guiding
the classification of class feature map Cout.

However, in Fig. 2(b), the performance of location feature
map is not satisfactory. The distribution of feature points is
disordered, and the position with the highest weight does not
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Fig. 5. Structure of PistonNet.

Fig. 6. Loss descent curve of PistonNet on the GF1-LRSD dataset. Lap
fluctuates more violently than Lmc, and this property is used in joint confidence
probability designs.

contain any instance. There are the following two reasons for
this result.

1) First, the weight of the location feature map is calculated
by softmax. The sum of the weights is constant 1, regard-
less of whether the feature map contains objects or not.

When the weight cannot be concentrated in the object’s
location, it will move randomly to a certain position.

2) Second, the visual heat map is generated by histogram
equalization, so there must be highlighted areas on the
heat map.

This issue has been discussed in Section I that candidate
regions can also be generated in the background image. In the
event of misclassification, these candidate regions become false
detections. Moreover, when these candidate regions are mixed
into the target’s feature map, how to separate them is also a
difficulty.

B. Intervention of Artificial Point

In order to solve this problem, mentioned in the previous
section, the artificial point scheme is proposed in this article.
The intervention of artificial point is shown in Fig. 3.

Before input to the transformer block, B is added with a
row vector sart ∈ R1×N initialized by a constant. The new
input B′ ∈ R(M+1))×N produces Cout

′, row′, Â′ , and Â_heat′.
Accordingly, the lengths of all the vectors involved in trans-
former blocks are increased by 1. The dimension of the loca-
tion feature map Â_heat′ output of the model is w × h+ 1.
The extra point on the feature map is defined as the artificial
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Fig. 7. Precision–recall curves on the GF1-LRSD dataset. The PistonNet has
the best performance. When precision approaches 1, the curve of PistonNet
shows a nonlinear rise, which will be explained in the section of joint confidence
probability.

point p̂a. Â_heat′ consists of two parts: 1) p̂a and 2) matrix
Âvision ∈ Rw×h.

The p̂a extracted from the last transformer block calculates
the classification loss with the class annotation. In the loss
calculation of p̂a, when the input is the target image, the expected
value of the class is set as 0; otherwise, it is 1.

The intervention of artificial point p̂a acts as a piston. As
shown in Fig. 4, in training, when the background image is input,
the expected value of p̂a is 1, which makes p̂a absorbs all the
weight in softmax calculation. When the target image is input,
the expected value of p̂a is 0, and all the weights are released
into the Âvision.

This “piston” mechanism effectively suppresses the back-
ground. For a background image, the weight sum of the Âvision

is close to 0, so there is no candidate region. For a target image,
the weight released by the piston will be concentrated near the
objects, so it is not prone to cause false detection. It will be
analyzed how does the piston suppresses the false detection in
the following section.

In training of background image, the piston constrains each
pixel’s value of the background image to be close to 0. This
constraint is also reflected in the training of the target image.
Although target and background are divided into two classes in
training, background actually exists in both classes of images.
There is no significant difference between the backgrounds in the
two classes of images. Therefore, the pixels in the background
regions of the target image will also spontaneously approach 0.
The piston uses the feature consistency of background regions
in different classes to achieve background suppression.

During the validation process, the Â_heat′ is histogram equal-
ized, and then the artificial point is removed. With background
in the obtained heat map suppressed completely, the objects can
be segmented by setting a very low threshold with an extremely
low probability of false detection.

C. Joint Confidence Probability

It is worth noting that both the artificial point and the matrix
C ′

out output are class-sensitive. They are strongly correlated with

the confidence probability of the image’s class. This article
defines the confidence probability from C ′

out as Pmc, and the
confidence probability from artificial point p̂a as Qap, where
Qap = 1− p̂a. The joint confidence probability is proposed, as
shown in the (1). The joint confidence probability is the weighted
average of Pmc and Qap, and Pmc is also used as the weight. As
the confidence probability increases, the proportion of Qap in
Pjoint increases. The advantages of this design will be analyzed
in the following experiments:

Pjoint = Pmc ×Qap + (1− Pmc)× Pmc. (1)

D. Model Structure and Loss Calculation

Based on the artificial point, PistonNet is proposed in this
article, and the whole structure of it is shown in Fig. 5. The input
image is vectorized by convolution, and then combined with an
artificial vector. In the cascaded transformer blocks, artificial
point acquires class semantics and adjusts the distribution of
the location feature map. The last transformer block has three
outputs: 1) class confidence probability Pmc; 2) feature map
Â_heat′; and 3) artificial point confidence probability Qap.

In training, Pmc and Qap calculate the classification loss,
respectively. For Pmc, the classification loss uses focal loss [2],
as shown in (2). Ptruth is the ground truth of the input image, and
γ and α are the balancing parameters.

Lmc =

{
−α (1− Pmc)

γ logPmc, Ptruth = 1

− (1− α)P γ
mclog (1− Pmc) , Ptruth = 0

.

(2)
For Qap, the classification loss uses cross entropy loss as

follows:

Lap =

{
−logQap, Ptruth = 1

−log (1−Qap) , Ptruth = 0
. (3)

The total loss is shown as follows, where β and λ are the
balancing weights:

Ltotal = βLmc + λLap. (4)

In validation, the images containing objects will be selected
by Pjoint. The precision–recall curve is drawn using Pjoint as the
threshold. Each corresponding feature map Â_heat′ is histogram
equalized into the form of heat map, then the artificial point is
removed. The heat map is segmented by a threshold and objects
are extracted.

III. EXPERIMENTAL RESULTS AND DISCUSSIONS

A. Dataset and Evaluation Metrics

The GF1-LRSD dataset [25] and the NWPU VHR-10
dataset [29] are used in the following experiments.

The GF1-LRSD dataset was collected from Gaofen-1 optical
remote sensing satellite. GF1-LRSD contains 4406 512 × 512
images with a resolution of 16 m and 7172 labeled instances.
Most objects in GF1-LRSD are smaller than 16 pixels, account-
ing for about 94% of the total objects. The average size of all
objects in the dataset is 10.9 pixels. This dataset is divided into
the training set and validation set by 4:1.
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Fig. 8. Influence of segmentation threshold. PistonNet is more stable when the segmentation threshold is low, which means that the pixel value of the background
is suppressed to close to 0. Therefore, PistonNet can extract as many candidate regions as possible without worrying about false detection. (a) Baseline.
(b) PistonNet. (c) Comparison of methods’ dependence on the threshold.

Fig. 9. Influence of joint confidence probability, which combines the advan-
tages of the two probability prediction schemes and achieves the highest AP.

In order to make the training set meet the requirements of
WSOD, images were cropped into 224 × 224 pieces. Pieces
are divided into background and target, depending on whether
they contain ships. The new training set contains a total of
13 363 224 × 224 images, including 5741 backgrounds and
7622 targets. In the validation process, each 512 × 512 image is
cropped. The detector outputs the detection results of pieces and
splices them back. In the validation set, it is regarded as a correct
prediction that the center of the candidate region is within the
BBox of the ship.

The NWPU VHR-10 dataset consists of a positive image set,
including 650 images, and a negative image set, including 150
images, over ten object classes. The dataset is divided into the
training set and the validation set by 4:1.

For the training set, the data processing method of [30] is
referred to. Images (400 × 400 pixels) are cropped from the
positive image set of the NWPU VHR-10 dataset. For these
images, the target and background are reclassified and trained.
In the validation process, we use the same method as for the GF1-
LRSD dataset to input the cropped image (400× 400 pixels) and
splice the output. In the validation set of NWPU VHR-10, it is
regarded as a correct prediction that the BBox of the candidate
region overlaps more than 50% with the BBox of the ground
truth.

TABLE I
AP COMPARISON OF DIFFERENT METHODS ON THE GF1-LRSD DATASET

Model

AP

Bold figures indicate optimal result.

In this article, the average precision (AP) is used to evaluate
the detector.

B. Experimental Environment

In this article, all the experiments are implemented under
the Pytorch framework. The network is trained on 1 × Nvidia
GeForce RTX 3090 and the batch size is set to 384. The number
of epochs in training is 60, and the initial learning rate is 0.00005.
The learning rate at epoch 30 and epoch 60 of the training process
decays to 1

5 of the current learning rate.

C. Ablation Experiments

PistonNet uses DeiT as the backbone to feature extraction,
so DeiT is used as baseline in the following experiments. Loss
curve in training is shown in Fig. 6. In order to evaluate the
reliability of the proposed detector, the following experiments
are conducted.

1) First, the influence of the artificial point on detection
accuracy is tested. Precision–recall curves are shown in
Fig. 7. The AP of PistonNet, baseline, and TS-CAM [26]
is compared in the experiment. For the output heat map,
PistonNet, baseline, and TS-CAM segment it with a
threshold of 0.3.
The heat map output from TS-CAM is obtained by cou-
pling the feature maps of baseline. As given in Table I,
TS-CAM has a 0.5% improvement in AP over baseline.
As analyzed in Section I, multiclassification optimization
cannot play a significant role in the target–background
detection task. PistonNet is 4.71% higher than baseline,
which proves the effectiveness of the proposed method.

2) Second, experiments will analyze the influence of
segmentation threshold. At thresholds of 0.1, 0.3,
0.5, and 0.8, AP of baseline and PistonNet is calculated,
respectively, and the result is shown in Fig. 8. The baseline
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Fig. 10. Visual comparison of baseline and PistonNet. In the first two images, PistonNet shows better target extraction ability and background suppression ability.
The third image illustrates that PistonNet has achieved the goal of this article; there is no candidate region in the background.

is highly dependent on the segmentation threshold, and AP
fluctuates greatly as the threshold changes. Different
from the baseline, AP of PistonNet at a low threshold
(0.1) is not significantly lower than optimal AP. The
AP–threshold curve of PistonNet generally shows a
monotonically decreasing trend. Since that PistonNet has
excellent background suppression ability, it can accurately
extract objects under low threshold for segmentation,
which makes it independent of threshold setting as a
non-end-to-end detector.

3) Third, the effect of joint confidence probability is verified
experimentally. The experiment compares the following
three schemes.
a) Psingle = Pmc.
b) Qsingle = Qap.

TABLE II
INFLUENCE OF JOINT CONFIDENCE PROBABILITY

Scheme

single

single

joint

BEP AP

Pjoint shows the best overall performance. Bold figures indicate optimal
result.

c) Pjoint = Pmc ×Qap + (1− Pmc)× Pmc.
The detection accuracy of different schemes is given in Ta-

ble II. Detector using joint confidence probability has the highest
AP. As shown in Fig. 9, The curve of Psingle is more stable with
the highest value of break-even point (BEP), and the curve of
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Fig. 11. Visualization of detection results from PistonNet on GF1-LRSD.
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Fig. 12. Visualization of detection results from PistonNet on the NWPU VHR-10 dataset.

Qsingle has a higher recall rate. Pjoint inherits the advantages of
the two curves and therefore performs better.
Pmc comes from class feature map C ′

out, which is entirely de-
signed to extract class semantics in training.Qap comes from the
location feature map, and its function is to adjust the distribution
of location information by class information. Pmc extracts class
information in the class feature map, while Qap extracts class in-
formation in the location feature map. Therefore, the loss of Qap

is harder to converge in training than Pmc. As shown in Fig. 6,
the loss curve fromQap fluctuates more than the curve fromPmc.

Since it is difficult to extract class information in location
feature map, Qap is hard to obtain the extreme value of the
interval (0,1) in training. AlthoughQap is difficult to obtain a very
high confidence probability; when Qap gets a high confidence
probability, it is more reliable than Pmc.

When used as a confidence probability alone, Pmc is more
reliable. So,Pmc is chosen as the weight ofPjoint. The dominance
of Pmc and Qap in the precision–recall curve gradually changes.

As shown in Fig. 7, the AP curve of PistonNet shows a nonlinear
rise at high precision.

4) Next, for the visual detection result, PistonNet has made
significant improvements. The comparison with baseline
is shown in Fig. 10. The following three scenarios are
shown in this figure.

a) In the first image, the baseline outputs the correct classifi-
cation, but the wrong location.

b) In the second image, the baseline outputs the correct
classification and object’s location, but with a lot of false
detections.

c) In the third image, the baseline outputs the correct classi-
fication, but candidate regions are still given on the heat
map of background, which is not expected.

Although these candidate regions are discarded after the
baseline classifies the image as background, they impose an
additional burden on the network in training to extract features
that represent the image as “background”. However, the class
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TABLE III
OVERALL PERFORMANCE COMPARISONS ON THE GF1-LRSD DATASET

Model Backbone Weakly supervised AP

Bold figures indicate optimal result.

TABLE IV
OVERALL PERFORMANCE COMPARISONS ON THE NWPU VHR-10 DATASET

Model Backbone Weakly supervised AP

Bold figures indicate optimal result.

TABLE V
VOLUMES COMPARISON OF DIFFERENT METHODS

Model Backbone Params (MB)

of the background simply depends on the fact that it does not
contain ships. The background images do not have features or
candidate regions that represent the class of them. PistonNet
does not have this problem and is able to focus entirely on
learning ship features. Its improvement is reflected in both
precision and visualization.

In contrast, PistonNet gives satisfactory detection results for
different scenarios, which results from its effective suppression
of background and accurate retention of object.

5) Finally, this article has compared PistonNet with other
models. The overall comparison performance is given in
Tables III and IV. PistonNet has exceeded some of the su-
pervised detectors, and its detection accuracy is advanced.
Moreover, PistonNet also has an excellent lightweight
design. Table V compares the parameter volumes of Pis-
tonNet and other detectors. PistonNet has reduced the
use of parameters by 88.47% compared with the detector
with the fewest parameters. The number of parameters in

PistonNet is 7.52% of the average number of parameters in
these methods. PistonNet uses DeiT as backbone and de-
signs 12 cascading transformer blocks to extract features.
Compared with convolutional neural networks, PistonNet
has fewer network layers and channels. As PistonNet
adopts the method of segmenting objects from feature
maps, the network does not need to train a detection head
to further process feature maps. The lightweight design
of PistonNet is determined by the advantages of ViT and
weakly supervised learning.

To further show the performance of PistonNet, the detection
results are shown in Figs. 11 and 12.

IV. CONCLUSION

This article proposed a weakly supervised detector called Pis-
tonNet for ship detection using optical remote sensing images.
On the GF1-LRSD dataset and the NWPU VHR-10 dataset,
PistonNet reached the advanced level of the supervised de-
tectors. Experiments showed that PistonNet has the following
contributions.

1) A specific WSOD method for single-class detection was
proposed. PistonNet effectively suppressed the back-
ground through the piston mechanism, which can provide
a solid baseline for related work.

2) PistonNet has a lightweight design and achieved the ac-
curacy of advanced detectors. Full extensibility enables
PistonNet to meet a variety of task requirements.
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3) This article analyzed the generation and interaction of
class semantics and location semantics theoretically, and
experiments showed that the proposed methods can opti-
mize this process.

In summary, in terms of the methodology, PistonNet is inno-
vative in WSOD of target–background. With respect to the de-
tection result, the proposed method is obviously superior to most
supervised detectors in the remote sensing ship detection task.
This further proves the effectiveness of the proposed method and
the theoretical significance of this article.

At present, there is still a gap in accuracy between WSOD
methods and supervised methods. On the one hand, it is more dif-
ficult to transform the objects’ features into location parameters
by the weakly supervised method. On the other hand, for dense
objects, the weakly supervised method is difficult to accurately
detect them. In this article, the PistonNet was designed for
background suppression, and the multitarget detection was suc-
cessfully achieved in the objective-background detection task.
This method can also be extended to multiclass detection tasks.
By using different classes as negative samples of each other, the
network is still able to find the background to suppress and thus
accurately detect the object. That is what we are dedicated to in
the future.
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