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An Object-Oriented CNN Model Based on Improved
Superpixel Segmentation for High-Resolution

Remote Sensing Image Classification
Zhiqing Li , Erzhu Li , Alim Samat , Member, IEEE, Tianyu Xu , Wei Liu , and Yihu Zhu

Abstract—Object-oriented convolutional neural network (CNN)
has been proven to be an effective classification method for very
fine spatial resolution remotely sensed imagery. It can obtain higher
accuracy and well edge preservation results due to the combination
of advantages of image segmentation and deep network at the same
time. However, the mismatch with the real boundary of the ground
object is still a problem that needs to be solved further. In addition,
a specific CNN model that can learn better feature representations
also plays an important role in improving classification accuracy.
For these purposes, we proposed an improved sample linear it-
erative cluster (SLIC) to obtain better segmentation edges. This
algorithm overcomes the limitation of the input feature dimension
in SLIC and improves the boundary performance by using more
features. Besides, in order to obtain better feature representations,
a new CNN model has also been developed, which can make full
use of spectral information to learn first-order and second-order
fusion features for classification. This method has been verified on
four real remote sensing images. Compared with other methods,
the proposed method achieves better performance in terms of edge
and classification accuracy.

Index Terms—Convolutional neural network (CNN), second-
order pooling, superpixel segmentation.

I. INTRODUCTION

LAND use and land cover (LULC) information can effec-
tively reflect the economic level and development status,

hence, it is widely used in urban planning and management.
Meanwhile, it can also provide essential reference informa-
tion for evaluating the transportation model and is necessary

Manuscript received March 2, 2022; revised May 5, 2022; accepted June 1,
2022. Date of publication June 10, 2022; date of current version June 21, 2022.
This work was supported in part by the National Natural Science Foundation
of China under Grant 41801327 and Grant 41071424, in part by the Youth
Innovation Promotion Association Foundation of the Chinese Academy of
Sciences under Grant 2018476, in part by the Xuzhou Science and Technology
Key R&D Program (Social Development) under Grant KC20172, and in part by
the Jiangsu Province Land and Resources Science and Technology Plan Project
under Grant 2021046. (Corresponding author: Erzhu Li.)

Zhiqing Li, Erzhu Li, Tianyu Xu, and Wei Liu are with the School
of Geography, Geomatics and Planning, Jiangsu Normal University,
Xuzhou 221116, China (e-mail: lizhiqing97@126.com; lierzhu2008@126.com;
xuty96@163.com; liuw@jsnu.edu.cn).

Alim Samat is with the State Key Laboratory of Desert and Oasis Ecology,
Xinjiang Institute of Ecology and Geography, Chinese Academy of Sciences,
Urumqi 830011, China (e-mail: alim_smt@ms.xjb.ac.cn).

Yihu Zhu is with the Jiangsu Geologic Surveying and Mapping Institute,
Nanjing 211102, China (e-mail: zhuyihoo@jsdzch.com).

Digital Object Identifier 10.1109/JSTARS.2022.3181744

information for studying human activities and environmental
change [1]. With the rapid development of remote sensing tech-
nology, the threshold for obtaining very fine spatial resolution
(VFSR) images has been gradually decreased. Consequently,
it has become possible to automatically obtain high-precision
LULC information [2]. Nevertheless, it is still difficult to identify
LULC information only based on the spectral features of VFSR
images due to the complex and heterogeneous characteristics in
images. For example, the same land-use type (such as residential
areas) may have different physical properties and land cover
materials; conversely, different land-use types (such as asphalt
and parking lots) may exhibit the same or similar reflective
spectrum and texture [3]. Moreover, some urban land-use classes
are usually defined according to their functions and uses, so it is
hard to capture their unique characteristic information from the
spectrum, texture, shape, or spatial structure [4]. Therefore, it is
necessary to develop efficient and accurate feature extraction
and classification techniques to automatically obtain LULC
information from VFSR images.

So far, many methods have been proposed to complete
the LULC classification task [5], [6]. These methods can be
roughly divided into four categories based on the spatial unit
of representation, namely, pixels, moving windows, objects,
and scenes [7]. Among them, the pixelwise approaches are the
earliest LULC classification methods, which mainly rely on the
spectral feature information to classify each pixel of the entire
image [8], [9]. However, spectral features used in the pixelwise
methods are not enough to accurately distinguish complex land
use or cover categories in cities [10]. Subsequently, methods
of using spectral-spatial information are proposed. This kind
of methods compute a moving window over the whole image
to extract more relative information, including texture features
[11] and background information [12]. By classify pixels with
more information, the window-based methods achieved better
performance than the pixelwise methods. Nevertheless, this
method still needs to define the shape and size of windows
in advance but these characteristics of the object are often
irregular in reality [11]. In addition, the above two methods often
have redundant calculations due to their essentially analyzing
the image at the pixel level. To this end, object-based image
analysis methods are proposed. This kind of methods have
been considered the dominant paradigm over the last decade,
as it greatly reduces processing units and excellently preserves
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boundary of ground truth [13], [14]. Moreover, since the shapes
of its segmentation results are different, it can also introduce
some deeper feature information, such as shape attributes and
area attributes, to enhance the description of segmented objects
[15], [16]. Nevertheless, not all attributes can correctly enhance
feature representations. Sometimes they only work on a specific
shape, and sometimes they even have a counter-effect [17].
Apart from that, oversegmentation and undersegmentation are
also common in all current segmentation algorithms and, thus,
they cannot provide actual shape features [18]. To accurately de-
scribe segmented units in classification, some researchers tried
to combine well-defined land information and spatial features
to enhance features [19]. Although this kind of scenario-based
methods offer a clear segmentation unit description, it is rarely
able to obtain relevant land information in practical production.
In addition, due to the different application goals and different
auxiliary information involved in feature construction, it is also
difficult to formulate a set of general rules to apply this method
[17]. Therefore, completing a successful LULC classification
based on VFSR remote sensing images remains a challenge.

Recently, deep learning (DL) has become the mainstream
method of feature learning and classification. As a supervising
method, it has more parameters and more complex hierarchi-
cal structure than traditional methods and, thus, it can learn
deeper semantic features of data and obtain higher accuracy
[20]. Among these DL methods, the convolutional neural net-
work (CNN) is the most outstanding one in the field of image
analysis. Due to its innovative uses of convolution operation,
the CNN methods have achieved many success in applications,
such as image classification [21], image retrieval [22], scene
annotation [23], and target detection [24]. In remote sensing
(RS) image analysis, CNN methods also have an outstanding
performance due to its powerful semantic feature extraction and
abstraction ability. For example, it is widely used in remotely
sensed scene classification [25], vehicle detection [26], road
network extraction [27], and semantic segmentation [28]. How-
ever, the need for a large number of samples in CNN methods
is still a disadvantage. Specifically, in specific deep learning
applications, the feature extraction and classification of images
are completed through the learning of massive samples, but
the category information in the image is usually complex and
hard to collect enough labeled samples. For this purpose, some
researchers try to fine-tune the fully-trained CNN from scratch
to implement model transfer applications [29], such as adjusting
the pretrained CNN model with a small number of samples to
adapt to the task in the target domain [30]. Although these works
are effective in practical applications, further improvements
are still needed to solve more complex tasks and it remains a
challenge to train an ideal model with few samples.

There are two kinds of CNN methods that can be used in
LULC classification task. One approach is using an end-to-end
CNN model to directly predict the category of each pixel in the
RS image (such as UNet [31], PSPNet [32], PSANet [33], Seg-
Former [34], and KNet [35]), which can be called semantic seg-
mentation method. However, most of these methods are designed
for nature image and, thus, they cannot make full use of the spec-
tral information of RS image. Moreover, complex distributed

objects and various sizes also need to be processed in a special
way. To this end, recently researches try to fuse additional texture
features from RS image to improve the classification perfor-
mance. For instance, NDVI and DSM are fused in AFNet [36],
foreground information are related in FANet [37], co-occurrence
relations between different ground truth objects are constructed
in CGFDN [38], the information of pixel-to-pixel and pixel-to-
object are fused in HCNet [39]. Moreover, reinforcement learn-
ing on small-scale objects has been also prove its effectiveness
in improving the classification performance [40], some other
operations, like multilayer perceptron to make full use of the
neighbor pixels [41], filter operation to defect noisy pixels [42],
more features used [43], and metric learning regularization [44],
are also valid to enhance features. These methods have all been
proved to be effective for the RS image classification. However,
the samples are usually not enough to train a new model in
a real classification task. Moreover, since the CNN model has
no direct constraints on the boundaries, the boundaries in their
classification results are often difficult to match with the ground
objects.

For this purpose, the other method for LULC classification
is proposed, namely, the object-oriented method. Compared to
the above end-to-end semantic segmentation methods, these
methods try to decouple the classification process into seg-
mentation and classification. Specifically, the first part uses
segmentation algorithm or a slide window to obtain basic anal-
ysis unit and the second part uses classification CNN model
to predict the category of each unit. In earlier studies, some
research try to use moving window to classify its central pixel
to complete LULC classification [45]. However, the extrac-
tion and analysis of a large number of overlapping image
patches will inevitably lead to the computational redundancy
and the misclassification of pixels at the boundary of ground
objects. In addition, since the target information usually diverse
in reality, and thus, fixed window cannot clearly reflect the
various characteristics. To better reflect character of pixels,
researchers subsequently proposed a multiscale image patch
generation method, which sets multiple windows of different
sizes for the same pixel to extract its feature representations.
Experiments have proved this method is indeed better than the
single-scale method [46]. Nevertheless, these methods still adopt
the same pixel-by-pixel classification strategy as the single-scale
method and thus it is still a pixelwise method. Therefore, it
cannot avoid the problems of redundant calculation and blurred
edges.

For the abovementioned problems, researchers proposed a
new method that converts the basic analysis unit from pixel
to superpixel. It uses superpixel algorithm to complete seg-
mentation and uses CNN to complete classification. Compared
with pixelwise methods, a superpixel usually consists of several
adjacent and consistent pixels, which can significantly reduce the
number of the analysis units. Moreover, due to their excellent
edge preservation of the ground object boundary, this method
can also obtain better edge performance than pixelwise methods
[47]. Furthermore, this method can also extract deeper features
from its segmentation results. For instance, using a superpixel
block and its surrounding blocks for feature construction [48]
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or using the correlation between the superpixel block and the
overall segmentation result to further construct feature [47].
However, although many superpixel segmentation algorithms
(such as simple linear iterative clustering (SLIC) [49], quick shift
[50], SEEDS [51], CCS [52], Felzenszwalb [53], and LSC [54])
have been proposed these years, there is still no one segmentation
method that can work perfectly for all scenarios. In addition,
these traditional algorithms are usually designed for the natural
images and cannot be directly applied to remote sensing images
with more spectral bands. Therefore, it is necessary to design
a specific superpixel segmentation algorithm that suitable to
process RS images for better classification by oriented-object
methods.

In the classification process, there also exists insufficient
utilization of spectral information. For example, the com-
monly used CNN models, including AlexNet [20], VGG [55],
GoogleNet [56], MobileNet [57], and DenseNet [58] are usually
designed for the input images with three channels. Therefore,
they cannot make full use of the spectral features of RS images
with more bands contained for learning. Furthermore, these
models usually directly use their extracted features for classifica-
tion while ignoring the difference in weights between interesting
regions and backgrounds. For this purpose, the second-order
pooling network model are proposed, such as bilinear CNN
[59], RFS CNN [60], and GSoP-Net [61]. With using quadratic
polynomial in their convolutional operations, these networks
can build more robust feature representations. These CNN
methods often use the second-order pooling to improve their
learning ability of nonlinear features, and thus, enable them
to obtain better semantic expression in the classification task.
Nevertheless, these methods are seldom used in remote sensing
image classification. In addition, existing methods usually pay
too much attention on the construction of high-order features
while ignoring the comprehensive utilization of different order
features. Therefore, how to fully use spectral information and
construct a first-order and second-order feature fusion model is
still an open question.

In this article, we proposed an object-oriented CNN LULC
classification method. Improvements from two aspects are im-
plemented in it. The first part is the improved SLIC algorithm,
which is proposed to better segment RS images. It overcomes
the input dimension limitation of the traditional SLIC algorithm
and makes full use of the multiband feature of RS images.
At the same time, the improved SLIC also uses the quick
shift segmentation results to construct texture features to better
guide cluster centers movement. Moreover, a noisy pixel filter
operation is also involved in the improved SLIC to avoid the
error guidance of gross errors during iteration. The second part
is the first-order and the second-order features fusion network,
which aims to construct more discriminative features to rep-
resent RS images. Specifically, the improved model expands
the dimensionality of its input data to four bands, and at the
same time, uses the first-order and second-order fusion feature
for the classification. Therefore, the main contributions of this
article can be summarized as follows: 1) proposing an improved
superpixel segmentation algorithm suitable for remote sensing
images with more features; and 2) constructing a CNN model to

learn the first-order and second-order fusion features for better
classification.

II. RELATED WORKS

Recently, CNN has become the most popular method to com-
plete the task of pixel-level classification for RS image. From the
perspective of the workflow of different methods, these methods
can be divided into two types. The first is to use an end-to-end
CNN model to directly predict the category of each pixel in a RS
image, such as AFNet [36], FANet [37], CGFDN [38], and HC-
Net [39]. These CNN models are usually trained with samples
that are cut out from the RS image and use their well-designed
decoder and encoder to predict a whole image. However, since
these CNN models are all highly coupled, it is hard to improve
them by modifying parts of them. Besides, due to no explicit
limitation of boundary performance in the CNN model, these
methods are usually hard to preserve the boundary of the ground
objects and may contains a lot of holes that composed of mis-
classified pixels in their classification. For these purposes, the
other methods that named object-oriented classification method
have been proposed. In contrast to these end-to-end semantic
segmentation CNN methods, object-oriented methods decouple
the classification into the segmentation and the classification
[62]–[64]. With using this strategy, these methods can easily
use state-of-the-art segmentation to limit the object boundary
and can directly use state-of-the-art classification CNN model to
improve the classification accuracy. However, there still existed
some problems that make these methods hard to be applied for
RS images.

The first problem is that there is not an appropriate segmenta-
tion algorithm can well segment RS images with more features.
Since RS images usually contain the near-infrared band and
most of segmentation algorithm are designed for nature images,
including SLIC [49], quick shift [50], SEEDS [51], CCS [52],
Felzenszwalb [53], and LSC [54], thus, it is difficult to obtain
well segmented units to represent objects. Apart from this rea-
son, the problem of oversegmentation and undersegmentation in
the current algorithms also defects the classification results [18].
Therefore, it is a challenge to design a specifically segmentation
algorithm for RS image.

As with the first problem, the classification CNN model also
suffers from the lack of utilization of images. Recently, some
researches try to construct higher order statistical features to
learn discriminative features for classification. For instance,
second-order features are extracted to train the CNN model
in bilinear CNN [59], RFS CNN [60], and GSoP-Net [61].
However, these methods usually ignore the using of the basic
first-order features in their classification. Besides, due to the
spectral particularity of RS images, the traditional network
model can also be improved from the perspective of band input.

III. METHODS

The object-oriented CNN method consisted of two steps, the
first step is to generate objects through image segmentation, and
the second step is to complete the classification using a CNN
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model. In this section, we will introduce the improved SLIC
segmentation method and the constructed CNN model.

A. Improved SLIC

1). Simple Linear Iterative Clustering: As the basis of
object-oriented CNN, the segmentation algorithm determines
the edge quality of the result. SLIC [49] is one of the most
famous superpixel segmentation methods. Compared with other
segmentation algorithms, its generated segmentation units are
more uniform and compact, while it also has faster and higher
memory efficiency. Therefore, this method is more suitable to
perform image preprocessing on large-scale images.

Specifically, SLIC is a grid search algorithm that uses K-
means to cluster and generate superpixels. By default, the input
image is first converted from RGB color space to CIELAB
color space, which aims to make the numerical differences more
prominent and easier for the computer to distinguish. Then, each
pixel of the image is first expressed as (li, ai, bi, xi, yi), where
(li, ai, bi) is the color representation in CIELAB color space,
and (xi, yi) is the coordinates of the corresponding pixel. At the
same time, the image is covered with grid mesh, and each center
in the grid will be considered as the initial clustering center. In
one iteration of clustering, each clustering center and pixels in
the rectangle around it are measured distance with the Euclidean
distance, and finally each pixel will be associated with its nearest
cluster center. Like K-means, the iteration will continue until all
the clustering centers do not move or the maximum number of
iterations is reached. Note, to avoid the problem of inconsistent
dimension between color distance and spatial distance, the two
distances are combined by the following formula:

dxy =

√
(xk − xi)

2+(yk − yi)
2 (1)

dLab =

√
(lk − li)

2 + (ak − ai)
2 + (bk − bi)

2 (2)

D =

√(
dxy
Ns

)2

+

(
dLab

m

)2

(3)

where m is a constant parameter to normalize the dimension of
the color distance dxy; Ns =

√
N / k denotes the maximum

distance between seed points and is used to normalize the
dimension of the spatial distance,N is the number of total pixels,
and k is the expected number of superpixels. Therefore, there
are two parameters that need to be set for SLIC, k, and m.

It is worth noting that SLIC usually requires postprocessing
operations to correct its clustering results. Specifically, cluster-
ing segmented units that are too small into their similar sur-
rounding superpixels and using a specific threshold to segment
the superpixels that are too large.

2) Improving SLIC Method With More Features: Generally,
SLIC only supports three-band input due to its color space
conversion mechanism. However, RS images usually contain
four or more bands, and thus, only using three of them may lead
to insufficient utilization of spectral information. In addition,
due to the limitation of the rectangle size during clustering, SLIC
also have the problem of blurred boundary.

In this article, more spectral features are used to measure the
similarity between pixels to improve the segmentation perfor-
mance. Besides, a texture feature is also constructed to guide
the movements of cluster centers for better segmentation. We
compared several current mainstream segmentation methods,
including SEEDS [51], CCS [52], Felzenszwalb [53], LSC [54],
and quick shift [50], and found that quick shift obtained the best
boundary performance with high efficiency. Unfortunately, the
segmentation results of this algorithm have obvious differences
in shape and size, which is not conducive to the training of deep
learning. In order to take advantage of the excellent performance
of the quick shift method on the segmentation boundary, we tried
to construct specific texture features based on the quick shift
segmentation result and introduce them into the SLIC method.

Specifically, the texture feature construction includes two
steps: 1) convert the input image to a grayscale image and
normalize it, and then send it to quick shift for segmentation;
2) construct texture feature by counting average value of each
superpixel. In order to control the influence of texture features
in clustering, we defined a constant parameter as ω to scale
them. As a result, the features of a pixel can be represented as
ui = (ri, gi, bi, niri, t

′
i), where (nir, r, g, b) is the value of

four spectral bands (near-infrared, red, green, and blue) in the
RS image and t′ = ω × t is the scaled value of the texture
feature, ω is the texture influence factor, and t is the value of the
original texture feature. Therefore, the distance metric changes
and is expressed as

drgbnirt = ‖uk − ui‖2 (4)

D =

√(
dxy
Ns

)2

+

(
drgbnirt

m

)2

(5)

where ui and uk denote the feature vector of a pixel and the kth
cluster center, respectively.

3). Gross Error Filtering: For SLIC method, cluster centers
need to be updated continuously during the iteration process.
Therefore, if there are some pixels with a large distance from
the cluster center, the cluster center may move in a wrong
direction. To overcome this drawback, a filtering method based
on the standard deviation is proposed to filter these noisy pixels.
Specifically, assuming an image I has been segmented into k
superpixels through one iteration and the segmented result can
be expressed as I = {S1, S2, · · · , Sk}. If the ith superpixel
Si = {pi1, pi2, . . . , pin} contains n pixels and the coordinates
of its cluster centers are denoted as {xi, yi} , and thus the
distance between a randomly selected pixel and its cluster center
can be calculated as di by (5) and the distance set from all pixels
to the cluster center can be represented as {di1, di2, · · · , din}.
Therefore, the threshold σi of the noisy pixel can be calculated
by

σi =

√
1

N

∑N

j = 1

(
dj − d̄

)2
(6)

where d̄ means the mean of distance set {di1, di2, . . . , din}.
Then, the filtered pixels set Ωi can be defined by

Ωi = (‖pij − pk‖ < λ · σi) ∩ Si (7)
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Fig. 1. Overview of the constructed CNN model.

where λ is a constant parameter that is used to control the
severity of filtering and pij is a randomly chosen pixel in the ith
superpixel Si. Finally, the true cluster center ϕj after filtering
can be calculated by

ϕi =
1

N ′

i∑
i∈Ωj

[dxy, drgbnirq]
T (8)

where N ′ denotes the number of non-noise pixels.

B. CNN Model

1) Overview of the CNN Model: Fig. 1 shows the architecture
of the reconstructed CNN model, which consists of two main
parts: the first part is the basic first-order features extractor;
and the second part is the second-order features extraction and
the fusion of these two kinds of features. In the first-order
features extraction, a dual-stream structure is constructed to
obtain convolutional features of a four-bands RS image. In the
second part, the attention mechanism and the covariance pool-
ing module are combined to extract the second-order features.
Finally, the first-order and second-order features are fused for
the classification.

2). Bands Recombination: To make full use of the spatial in-
formation of a RS image, the bands recombination is adopted in
the head of the CNN model. Let an input RS image contains four
bands (nir, r, g, b). According to the amount of information
contained in each band, the four-bands image is split into two
three-bands images with bands (nir, r, g) and (r, g, b). Then,
the two images are input into the backbone to extract features,
respectively. Finally, the mean feature of the two features is
computed through global average pooling and full connect layer
(FC) to obtain the first-order features.

3). Attention Mechanisms: For the input image of the CNN
model, most of the regions are background information that does
not need to be considered. Nevertheless, the traditional CNN
model still usually abstracts the whole image while ignoring
the hierarchical relationship between different regions. In re-
cent researches, the convolutional block attention module [65]
(CBAM) has been considered an effective way to strengthen the
semantic representation of interesting regions. This module is

Fig. 2. Structure of the channel attention module.

composed of two parts: 1) the channel attention module (CAM)
and 2) the spatial attention module (SAM).

The first module in CBAM is the CAM, its structure is shown
in Fig. 2. Let the feature extracted by the backbone be defined
as X ∈ RC×H×W , where C is the number of channels in the
convolutional features, H and W denote the height and width
of the features, respectively. In the process of this module,
X will first pass through two pooling layers, average-pooling
and max-pooling layers. The first layer is the average-pooling
layer, which is commonly used for spatial information to help
adjust the weights and biases of interesting regions [66], [67].
Then, there is the max-pooling layer, which collects clues from
distinctive regions to infer more effective channelwise attention
[68]. After these two pooling operations, two diverse features
Favg and Fmax are obtained, which can be expressed as

F(avg, c) =
1

H ×W

H∑
i = 1

W∑
j = 1

Xc(i, j) (9)

F(max, c) = max(Xc(i, j)) (10)

where F(avg, c) represents the result of global average pooling
for cth channel, F(max, c) denotes the result of global average
max-pooling cth channel, and Xc(i, j) means the feature map
of cth channel of X at spatial position (i, j).

After that, the shared multilayer perceptron (MLP) is used to
enrich the interaction between the spectral bands and promote
generalization. Finally, the features are elementwise summated
and processed by the sigmoid function. Therefore, the process
in CAM can be expressed as

Fout = σ(W′(ReLU(W(Favg)))(W
′ReLU(W(Fmax) (11)

where σ( · ) means the sigmoid function, W ∈ RC/r × C de-
notes the weight extracted by the first FC layer in MLP, and
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Fig. 3. Structure of the spatial attention module.

W ′ ∈ RC × C/r means the weight extracted by the last FC layer
in MLP.

The second module in CBAM is the SAM, which is displayed
in Fig. 3. Similar to the CAM, SAM is also composed of two
pooling layers. However, it did not have the shared MLP and just
collected clues of position. The two features extracted by two
pooling layers in this module, Favg and Fmax, can be represented
as

Favg(i, j) =
1

C

C∑
k = 1

Xk(i, j) (12)

Fmax(i, j) = max(X(i, j)) (13)

where Favg(i, j) means the result of average pooling at position
(i, j), Fmax(i, j) denotes the result of max pooling at position
(i, j),Xk(i, j) represents value in thekth channel feature map at
position (i, j), X (i, j) means values of all channels at position
(i, j), C is the total number of channels of the input.

Finally, the abovementioned two features are concatenated by
channel superposition to analyze the spatial weight comprehen-
sively and the process in the SAM can be expressed as

Fout = σ(W({Favg, Favg})) (14)

where σ( · ) means the sigmoid function, W ∈ R1×H×W de-
notes the weight of feature maps after convolution operation,
and { · } represents the concatenation to channels.

4) Covariance Matrix Analysis Module: Although CBAM
has strengthened the weight of interesting regions, its obtained
features are still the first-order statistics of convolutional fea-
tures. Recently researches proved that the second-order feature
could effectively improve the abstract ability of the model by
using the second-order statistics of convolutional features [59].
Therefore, we developed a covariance matrix analysis module
(COVM) to obtain the second-order statistics of convolutional
features. As shown in Fig. 4, this module is composed of two
steps, covariance pooling and meta-layer.

As the first step in this module, the covariance pooling is
used here to calculate the covariance matrix. Specifically, given
an enhanced feature X ∈ Rc×d×w generated by CBAM, it is
reshaped into a two-dimensional matrix X ∈ Rc×d, where d =
h × w. Then, the covariance matrix of X can be calculated by
the following formula:

Cov = XÎXT (15)

Î =
1

d

(
I − 1

d
iiT
)

(16)

where I is the identity matrix with the size of d × d, i is a row
vector with a dimension of d and all elements are 1.

Then, a meta-layer is used to compute the approximate square
root of the covariance matrix. It is composed of three parts.
The first part is the prenormalization, which is to ensure the
convergence of subsequent iteration. After that, there is the most
important calculation in this module, Newton–Schulz iteration,
which can quickly calculate the square root of the covariance
matrix. Due to the limitation of the NVIDIA CUDA platform,
fast implementation of Eigen decomposition or singular value
decomposition is often slower than their CPU counterparts
[69]. For this purpose, the optimized Newton–Shultz iterative
formula is used here to faster the computation of the matrix
square root, which can finish computation with no more than
five iterations [70]. Specifically, given the initial iteration value
Y0= A, Z0=I, where A is the covariance prenormalized by its
trace. The square root Y of A can be computed as the following
iterative forms:

Yk =
1

2
Yk−1(3I −Zk−1Yk−1) (17)

Zk =
1

2
(3I −Zk−1Yk−1)Zk−1. (18)

Then, as the last component of the meta-layer, the postcom-
pensation is used to offset the adverse effects of prenormaliza-
tion. Like the attention mechanism, its result is also multiplied
by the input feature through shortcut connection.

Finally, the resulting covariance matrix can be expressed
as Cov′ ∈ Rc×c, each row represents the statistical correlation
between one channel and all channels. Then, a convolutional
kernel with shape c× 1 is used to learn the weight of each
channel. Therefore, the process of COVM can be expressed as

Fout = σ(ReLU(Conv(BN(
√

Fcov(N))))) (19)

where σ( · ) means the sigmoid function, BN denotes the batch
normalization, and Fcov(N) is the final generated feature maps
after N times iterations. In this article, the number of the
Newton–Shultz iterations is set to 5.

5) Multiorder Feature Fusion and Loss Function: Although
the second-order features enhanced the ability of semantic ex-
pression, it is still a kind of regional enhancement information,
which may cause some unnecessary regions to be enhanced.
For this reason, the first-order and the second-order features are
comprehensively considered in the CNN model. Specifically, the
feature fusion mechanism is adopted to construct the final rep-
resentation, which chooses the maximum value of the two-order
features as the final judgment feature.

In addition, since multiorder statistical information was con-
sidered in the classification, the loss function of the model also
needs to be redesigned to help the backpropagation process. For
this purpose, the cross-entropy function was adopted to calculate
the loss of second-order and first-order features. As a result, the
loss function of the CNN model can be expressed as

loss (t, g) = −log

(
exp (max(t1, t2) [g])∑
j exp (max(t1, t2) [g])

)
(20)
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Fig. 4. Structure of the covariance pooling module.

where t1 and t2 are the first-order and second-order feature
representations, g is the true class of the input image, and j
is the sample index in each minibatch.

IV. EXPERIMENTS AND RESULTS

A. Datasets

In this article, four VFSR remotely sensed images with dif-
ferent scales were chosen as the experimental data to test our
proposed method.

The first two data, zh1 and zh9, are two small-scale remotely
sensed images derived from the Zurich dataset [71], collected
by QuickBird satellite in August 2002, available at https://
sites.google.com/site/michelevolpiresearch/. Both images have
the same ordered four spectral bands (red, green, blue, and
near-infrared) with a spatial resolution of approximately 0.6 m.
The size of zh1 is 1364×1295 pixels, and the size of zh9 is
1447×1342 pixels. There are a total of eight categories and
each image contains seven different categories. The color images
(RGB) and their corresponding ground truth images are shown
in Fig. 5.

The other two experimental images, GF4454 and GF8839, are
two large-scale remotely sensed images from the GID dataset
collected by the Chinese GF-2 satellite, which can be obtained at
https://x-ytong.github.io/project/GID.html. Both of them have
four spectral bands, with the same spatial resolution of 0.6 m
and the same size of 7200×6800 pixels. GF4454 includes 9 dif-
ferent classes, and GF8839 contains 11 different classes. Their
color images (RGB) and corresponding ground truth images are
shown in Fig. 6.

B. Sampling Rules

For the methods that using segmented algorithm, the same
sample rules are employed here to obtain samples as the input
of CNN model. In this rule, the locations of seeds of each
segmented unit are first calculated by K-means. After that,
sample images are cut out from the four-bands RS images with
these seeds as the centers. What is worth noting is that different
number of seeds are defined to correspond to oversegmented
and undersegmented algorithm. For oversegmented algorithm,
such as SLIC and ISLIC, one seed is enough to cut out an image
to represent the segmented unit. In contrast, undersegmented

Fig. 5. Experimental images from the Zurich dataset and their corresponding
ground truth images. B: Building, G: Grass, R: Roads, T: Trees, BS: Bare Soil,
RI: River, RW: Railways, SP: Swimming Pools.

algorithm, such as the method of ecognition, needs more seeds
to cut out its representative images. For this reason, the number
of seeds in the method of ecognition is calculated with the
shape and area of each segmented unit and finally determine
its category by majority voting [62].

C. Parameter Settings

During the experiment, some model parameters need to be
set. For the segmentation method, four segmentation methods
are involved, including SLIC [49], the improved SLIC (ISLIC),
quick shift [50], and ecognition [62]. For SLIC, the maximum
number of iterations was set to 10, the compactness m was set
to 10 and the expected number of the superpixels k was set to
(h × w)/100. The improved SLIC uses the same values as SLIC
for the above three parameters. Besides, the constant parameters

https://sites.google.com/site/michelevolpiresearch/
https://sites.google.com/site/michelevolpiresearch/
https://x-ytong.github.io/project/GID.html
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Fig. 6. Experimental images from the GID dataset and their corresponding
ground truth images. L: Lake, P: Pond, R: River, AG: Artificial Grassland, AW:
Arbor Woodland, Dc: Dry Cropland, GP: Garden Plot, IL: Industrial Land, IRL:
Irrigated Land, NG: Natural Grassland, PF: Paddy Field, RR: Rural Residential,
SL: Shrub Land, TL: Traffic Land, UR: Urban Residential.

ω and λ in the proposed method were tuned by the metrics of
boundary performance to ensure that they have the best seg-
mentation performance. In quick shift, the maximum clustering
distance was set to 6, and the distance balance parameter ratio
was set as 0.5. In ecognition, the best setting of segmentation
parameters were calculated by the external plugin, ESP2 tool. In
this plugin, the parameter of shape was set to 0.1, compactness
was set to 0.5, and the number of iterations was set to 10. Through
cross-validation and were finally set to 8000 and 5, respectively.
The parameters of other segmentation methods were obtained
through debugging to ensure that they have the best segmentation
performance. In quick shift, the maximum clustering distance
was set to 6, and the distance balance parameter ratio was set as
0.5. In ecognition, the segmentation parameters were calculated
by its external plugin, ESP2 tool, where the parameter of shape
was set to 0.1, compactness was set to 0.5, and the number of
iterations was set to 10.

In the classification stage, four different methods were applied
to classify images, including patchwise CNN [72], random forest
[73], ResNet-50 [74], and the improved object-oriented CNN
(IOCNN). The patchwise CNN is a common LULC classifi-
cation method that uses densely overlapping image patches to
train and predict all pixels in the image. Its most important
influencing factors are the input image patch size and the CNN
depth. As suggested by Chen [72], the number of this CNN layers
was chosen as six to balance the complexity and robustness of
the network, and its input size is 750×750 pixels. It is trained

TABLE I
TRAIN AND TEST DATA FOR ZH1 AND ZH9

TABLE II
TRAIN AND TEST DATA FOR GF4454 AND GF8839

through cross-validation, the number of epochs was set to 100,
the learning rate was set to 0.001, the drop rate was set to 0.01,
and the SGD with a momentum of 0.9 was used to optimize. For
the random forest method, the decision trees were generated by
CART and the number of learning cycles was set to 100. For our
proposed CNN model, ResNet-50 was chosen as the backbone
to extract the first-order information. During the training stage,
the learning rate was set to 0.005 to fine-tune the model, using
the SGD with a momentum of 0.9 and a weight decay of
0.0001 to optimize. All procedures for the proposed methods
and comparison methods are implemented based on python and
PyTorch (1.9.0), and all the experiments are performed on a 64
bits machine with 64 GB RAM and an NVIDIA GeForce GTX
1080ti GPU with 11 GB memory size.

The same sampling rules are used to train and test all CNN
models in the experiments. Each sample is cut out at the center
of the segmentation units, with a fixed size of 150×150 pixels.
In total, 60% of the labeled samples are selected for training the
models and the remaining samples are used as test samples. The
specific numbers of train and test samples of all experimental
data are shown in Tables I and II.

D. Results Analysis

1) Comparison of Segmentation Methods: To demonstrate
the effectiveness of the improved SLIC, several ablation experi-
ments are set up here to test the influence of the three independent
improvements in our segmentation method, including the using
of four bands, texture, and filter operation. In this section, the
zh1 is chosen as the experimental image to be segmented and
the boundary recall [75] is chosen as the metric to evaluate the
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Fig. 7. Boundary performance with different methods on zh1. For SLIC, only three of the four bands RGB are used. For ISLIC, both bands of RGB and the
infrared band are all used.

boundary performance of the segmented results. The formula of
the boundary recall used here can be expressed as

Recall =

∑
ij p

2
ij∑

k s
2
k

(21)

where p2ij is the probability of a randomly chosen pixel belongs
to the boundary of a ground truth object and also belongs to
the boundary of a segmented unit, s2k is the probability that a
randomly chosen pixel belongs to the boundary of a segmented
unit.

As shown in Fig. 7, a desirable improvement of the boundary
recall is obtained when ISLIC uses more spectral features. Com-
pared with the original SLIC that only uses three of four bands,
the boundary recall increased about 3% with using four-bands
and the highest improvement can even reach about 6%. Besides,
it can be found that the smaller the number of expected seg-
mentation units, the better boundary improvement the proposed
method can bring.

Then, with the fixed improvement of using four-bands fea-
tures, we tested the performance of adding texture in ISLIC. As
the yellow line shown in Fig. 7, it can be seen that boundary recall
increased a lot when the number of its expected segmentation
units is small. However, as the number of the expected segmen-
tation units increases, the improvement is not obvious. For this,
we think it is caused by the shrink of the slide window in ISLIC.
Specifically, SLIC uses a fixed size of slide window to cluster
pixels and the width is calculated by the size of the input image
and the number of expected segmentation unit. Therefore, when
then number of expected segmentation units increases, the width
of the slide window become smaller than before and, thus, the

segmentation process is hard to be influenced by the well-defined
texture features.

Finally, filter operation has been evaluated here. Com-
pared ISLIC uses three improvements with ISLIC uses four-
bands features and the texture, it can be seen that the fil-
ter operation can bring a slight and stable improvement to
the boundary performance. Although, there existed the prob-
lem of reduced boundary recall when the number of ex-
pected segmentation units is small, but this limitation quickly
disappeared as the number of expected segmentation units
increased.

Besides, in order to better display the advantage of the pro-
posed method, the segmentation results of ISLIC and SLIC are
labeled with red on the original image. As shown in Fig. 8, it is
evident that the segmentation units generated by ISLIC are more
uniform and compact than that of SLIC. Furthermore, ISLIC
also has a better fitting effect on the edge of the objects, such as
buildings and railways.

In conclusion, it can be seen that the proposed three improve-
ments in ISLIC can all effectively improve the segmentation
performance. Therefore, we adopt all of these improvements in
ISLIC in the remaining experiments.

2) Comparison of Methods in Classification: This section
details the classification performance of different classification
methods. The proposed CNN model was compared with ResNet-
50, as well as the benchmark patchwise CNN and the random for-
est. Two metrics of overall accuracy (OA) and Kappa coefficient
(κ) are used to measure boundary accuracy of the classification
results at the same time, three indicators of boundary recall,
boundary precision, and F1 value [75] are selected to evaluate
boundary performance. For comparison, all experimental data
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Fig. 8. Boundary performance of SLIC and ISLIC.

have been tested with different segmentation methods and dif-
ferent classification models. The metric of boundary recall is
defined as (21) and the boundary precision can be expressed as

Precision =

∑
ij p

2
ij∑

k t
2
k

(22)

wherep2ij is the probability that a randomly chosen pixel belongs
to the boundary of a ground truth object and also belongs to the
boundary of a segmented unit and t2k is the probability that a
randomly chosen pixel belongs to the boundary of a ground
truth object. The metric of F1-score is used to weight recall and
precision, which can be expressed as

F=

∑
ij p

2
ij

α
∑

k s
2
k + (1− α)

∑
k t

2
k

. (23)

We set α = 0.5 to weight recall and precision equally.
As the classification results shown in Tables III and IV, our

proposed method achieves the best performance in classification,
in contrast, the patchwise CNN got the worst performance. This
gap was particularly prominent on GF8839, for the method

TABLE III
ACCURACY COMPARISON OF ZH1 AND ZH9

TABLE IV
ACCURACY COMPARISON OF GF4454 AND GF8839

TABLE V
PARAMETER SIZE AND COMPUTATION COMPLEXITY COMPARISON

composed of ISLIC and IOCNN achieved 99.85% OA and κ
of 0.9990 while patchwise CNN achieved 87.55% OA and κ
of 0.8059. Compared with patchwise CNN, other methods that
combine the segmentation algorithm and classification model
performed more stable. Specifically, the patchwise CNN method
only achieved a relatively ideal accuracy assessment on zh1
(93.66% OA and κ of 0.8848), but the classification accuracies
on other images were consistently less than 90%. By contrast,
the SLIC and random forest method obtained higher accuracy on
three images. With the SLIC, ResNet-50, and IOCNN were also
tested, respectively. As the results show, our constructed CNN
model obtained the best classification assessments, and its ro-
bustness is more excellent. It can be seen from its higher accuracy
that it exceeds 95% on each image. The methods composed of the
same classification model (IOCNN) and different segmentation
algorithms (ecognition, SLIC, and ISLIC) were also tested and
ISLIC achieves the best results. Furthermore, by adapting the
ISLIC, the classification accuracy was successfully increased
by about 1%. All the abovementioned comparisons indicate that
the proposed segmentation algorithm and CNN model could
effectively improve the classification accuracy, respectively.

The boundary performances of the results that generated
by different methods were also evaluated here. As shown in
Tables VI and VII , it can be seen that the evaluation results
are consistent with the results of classification assessments.
Specifically, the improved method achieved the best boundary
performance, in contrast, the patchwise CNN method obtained
the worst boundary performance. Furthermore, compared with
the patchwise CNN method, the results of other methods that
use the object-oriented image analysis strategy are dramatically
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TABLE VI
BOUNDARY COMPARISON OF ZH1 AND ZH9

TABLE VII
BOUNDARY COMPARISON OF GF4454 AND GF8839

TABLE VIII
CLASSIFICATION COMPARISON OF ZH1

TABLE IX
CLASSIFICATION COMPARISON OF ZH9

TABLE X
BOUNDARY COMPARISON OF ZH1 AND ZH9

improved. Besides, it can be also seen that the methods that use
the CNN method can improve the boundary performance.

The improvements of boundary performance can be seen in
the classification maps. As shown in Fig. 9(b) , the classification
map generated by the patchwise method contained a lot of
salt-and-pepper noise, which blurred the edge of the ground
object. Turning to Fig. 9(c), the misclassification of some small
objects, especially railways, was also improved due to using of
object-oriented method. However, the problem of noisy pixels
still existed here, and there is a lot of voids in classified objects.

Fortunately, in Fig. 9(d), by using ecognition segmentation, the
problem about noisy pixels is significantly successfully solved.
Nevertheless, the problem of misclassification still existed and
some details in regions are misclassified due to the undersegmen-
tation strategy used in the method of ecognition. By using the
opposite strategy, oversegmentation, the methods objects [see
Fig. 9(f)]. Moreover, with using the proposed that composed of
SLIC and CNN seems to have a better classification performance
classification with fewer holes on segmentation algorithm, these
defects were further improved [see Fig. 9(g)], which indicated
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Fig. 9. Classification results on zh1 data set, with (a) the ground truth, the classification results based on method composed of (b) patch-wise CNN, (c) SLIC and
radom forest, (d) SLIC and ResNet-50, (e) ecognition and IOCNN, (f) SLIC and IOCNN, (g) ISLIC and IOCNN.

Fig. 10. Classification results on GF4454 data set, with (a) the ground truth, the classification results based on composed of (b) patchwise CNN, (c) SLIC and
radom forest, (d) SLIC and ResNet-50, (e) ecognition and IOCNN, (f) SLIC and IOCNN, (g) ISLIC and IOCNN. For show more details, only the left half of them
are shown here.
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the proposed method could effectively help to more accurate
classification. The same improvements can also be discovered in
the resulting classification maps of GF4454, which are shown in
Fig. 10. From these figures, it can also be seen that the problems
of misclassification and voids have been well decreased and the
object boundaries are also preserved well.

Besides, we compared the effectiveness of the improved CNN
model with ResNet-50. As shown in Table V, it can be found
that the improved CNN model increases the parameter size of the
original ResNet-50 by 0.29M, and the floating-point calculation
operations per second (Flops) is almost unchanged.

3). Comparison to General Methods: To further evaluate
the effectiveness of our method, we conducted comprehensive
experiments on zh1 and zh9. Four state-of-the-art end-to-end
semantic segmentation CNN model are compared in this section,
including U-Net [31], K-Net [35], PSPNet [32], and Segmenter
[34]. Due to the framework of these semantic segmentation
methods, 20 images of Zurich Dataset are all used as the train im-
ages to predict the classification result of zh1 and zh9. Random
crop with size of 512×512 and random flip are used to augment
samples. Each model is trained with 40 000 iterations instead
of epoch, using the SGD with a momentum of 0.9 and a weight
decay of 0.0005 to optimize an initial learning rate 0.1. Noting,
compared with these methods, our method is a kind of full pixel
classification method and thus the value of background/clutter is
not contained here. Therefore, only recall is used as the metric to
evaluate their classification performance. Besides, the boundary
performance is also evaluated here with metrics of boundary
recall, boundary precision, and f1-score.

As shown in Tables VIII and IX, apart from the classification
of railway on zh9, our proposed method achieves the highest
recall. For the railway classification on zh9, our method can
also nearly achieve the same performance. Comparisons for
boundary performance of these methods are shown in Table X.
It can be also seen that our proposed method obtains the best
boundary performance on zh1. For zh9, our method achieves the
highest boundary precision and the second best f1-socre 92.07%.
Therefore, it can be seen our method is more stable and accurate
than these state-of-the-art methods in classification, moreover,
it also has smoother boundaries in segmentation.

V. CONCLUSION

In this article, an improved object-oriented analysis method
has been presented to complete the task of land use and land
cover classification. Two basic steps in this improved method are
improved, i.e., the segmentation and classification. Specifically,
for the better segmentation of RS images, an improved SLIC
method that considers more spectral features and uses filtering
is proposed to fully utilize arbitrary bands. In addition, for the
better classification, an improved CNN model that integrates
the first-order and second-order features is proposed. By using
attention mechanism and the fusion representation of different
order features, the improved CNN model obtains better fea-
ture expression capabilities to improve the classification accu-
racy. To verify the effectiveness of the abovementioned two
improvements, the improved segmentation and classification

parts are all compared through ablation experiments. Through
these experiments on four real RS images, it is proved that
the three improvements in the proposed ISLIC are all effective
ways to improve the boundary performance and the proposed
CNN model is also an effective way to better express semantic
information to improve the classification accuracy. Besides, the
improved object-oriented method has also been compared with
some general end-to-end CNN methods and it can be found
that our method can obtain better classification performance.
However, since our method divides the process into two parts,
the computational complexity of our method will be higher
than these end-to-end methods. In conclusion, the proposed
object-oriented CNN method is an effective image classification
algorithm, and a good segmentation method and CNN model can
effectively improve the classification performance.
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