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Abstract—The rapid development of remote sensing technology
has led to a sharp increase in the amount of synthetic aperture radar
(SAR) measurements, which put forward higher requirements for
remote sensing image processing. As an important application of
SAR, fast and accurate ship detection has always been a research
hotspot. In this article, an improved lightweight RetinaNet for ship
detection in SAR images is proposed. Compared with the standard
RetinaNet, the shallow convolutional layers of the backbone are
replaced by ghost modules and the number of the deep convolu-
tional layers is reduced. The spatial and channel attention modules
are embedded into the model to enhance detectability. K-means
clustering algorithm is applied to adjust the initial aspect ratios
of the model. The effectiveness and robustness of the proposed
method is demonstrated by numerical experiments with SSDD
dataset, Gaofen-3 mini dataset, and a large-scale SAR image of
Hisea-1 satellite, it is shown that the proposed method can sig-
nificantly reduce the floating-point operations and the number of
parameters without decreasing the detection accuracy and recall
ratio. Moreover, the experimental results also show the proposed
model’s robustness and the ability to detect ship targets in small
datasets.

Index Terms—Lightweight design, Retinanet, synthetic aperture
radar (SAR), ship detection.

I. INTRODUCTION

G IVEN its advantages of working all-day and all-weather,
synthetic aperture radar (SAR) has become an important

tool for earth observation [1]. At present, SAR is widely used in
environmental monitoring, marine monitoring, resource explo-
ration, ocean monitoring, military, surveying, and mapping [2].

Ship detection is an important application for SAR images
due to its high economic and military value. SAR receives
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the information of the earth’s surface through microwave that
can penetrate water vapor and clouds, which makes SAR a
competitive tool for reliable ship detection, in contrast to limited
optical images [1], [2]. At present, ship detection is mainly based
on single-channel SAR images and polarimetric SAR images
[3], [4]. Polarimetric SAR image contains more information
than single channel SAR image, but the amount of data and
application of single channel SAR are more extensive [3], [4].

The traditional method for ship detection counting on the
statistical modeling of the distribution of background clutter re-
quires high sea surface conditions, unaffected ship surroundings,
and high-class satellite imaging quality. Constant false-alarm
rate (CFAR) is a traditional SAR ship detection method, based on
which many scholars carry out SAR ship detection research [7].
An et al. [8] proposed an improved method which reduces the in-
fluence of target returns on the estimation of local sea clutter dis-
tributions. To avoid detecting noise as ships without using spatial
domain information, a novel bilateral CFAR algorithm proposed
by Leng et al. [9] has combined the intensity distribution and the
spatial distribution together, as a result, the detection rate is effec-
tively improved and the false alarm rate is reduced. To improve
model’s ability to detect targets of different sizes, Dai et al. [10]
presented to use the target proposal generator to generate region
proposals of different sizes first, and apply CFAR on detecting
ships. Some researchers also focus on ship detection in the com-
plex backgrounds like harbors and busy shipping lines [11]–[13].
Ai et al. [11] presented a new two-parameter CFAR detector to
improve the traditional CFAR to enhance its detection ability
in complex environment. Zhai et al. [12] generated superpixel
regions and detect inshore ships based on salient region de-
tection. In addition, some researchers consider using different
distributions to deal with sea clutter. Liao et al. [14] used an
alpha stable distribution to model the distribution of sea clutter,
and image segmentation is applied to the algorithm to improve
the homogeneity of each region. To avoid the interference of
land targets on detection, some researchers consider suppressing
false targets on land before detection. In addition to the general
image segmentation algorithms, researchers have also carried
out relevant research works based on SAR images [15]–[17].
In [15], the researchers improved the standard generalized mean
shift algorithm according to the characteristics of polarimetric
SAR and verified the effectiveness of the algorithm through real
radar data. Jin et al. [16] developed a level set segmentation
algorithm for polarimetric SAR images based on a heteroge-
neous cluster model, and experiments show that it has more
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accurate segmentation results than conventional segmentation
methods.

In recent years, target detection technology has made great
progress with the development of deep learning. In 2013, the
region-convolutional neural network (R-CNN) successfully ap-
plied deep learning to target detection [18]. Since then, many ad-
vanced target detection networks have been proposed and widely
used, and target detection methods in deep learning started to be
applied to SAR image processing. Some researchers attempted
to combine the traditional method with the deep learning model
to optimize its performance. For instance, in [19], the faster
R-CNN was modified through reevaluating bounding boxes with
low scores by CFAR to gain better performance. In [20], the
researchers used CFAR to detect inshore ships on the basis of
sea-land segmentation, and the CNN network is used to iden-
tify false targets and suppress false alarms. Some researchers
have explored the improvement of target recognition network in
SAR ship detection. Li et al. [21] used feature fusion, transfer
learning, hard negative mining, and other implementation details
to improve the standard faster-RCNN, Wang et al. [22] used
RetinaNet to detect targets in a large SAR dataset and explore the
influence of different parameters. In [23], Zhang et al. proposed
a quad feature pyramid network (FPN) for ship detection in
SAR images, which suppresses the background interference and
overcomes the challenge brought by multiscale ships.

While using CFAR to detect ships in SAR images, the am-
plitude of radar signal is the main decisive factor, and the
shape of ships is difficult to be used by the model. Other extra
modules are needed to be added to further improve the model’s
accuracy. Compared with those CFAR based methods, the deep
learning-based algorithms can achieve a higher detection rate
with a lower false alarm in SAR ship detection. However,
its excellent performance is at the cost of a great amount of
calculation, which brings difficulties to the practical application
of ship detection. Image processing based on deep learning relies
on a large number of operations to reduce loss to approximate
the optimal solution. Therefore, in addition to pursuing a higher
detection rate and recall rate, the lightweight design of the model
is also a research hotspot of researchers. Many explorations
have been made in target detection of optical images [24], [25].
However, there are fewer related studies for SAR images. This
article focuses on ship detection in SAR images and explores
enhancing the detection ability of the model under the condition
of reducing the amount of model parameters. We chose Reti-
naNet as the basic framework of target detection, and made a
series of modifications to reduce the parameters of the model and
improve the detection ability of the model. The effectiveness of
the model is evidence-based and tested on multiple datasets. The
contributions of this article are as follows.

1) An improved lightweight backbone based on ResNet-50
for SAR images is proposed. In the proposed backbone,
part of the shallow convolution layers is replaced by ghost
modules, and the number of deep convolution layers is
reduced. As a result, the number of parameters of the
model is reduced by 25% compared with ResNet-50, and
the accuracy and recall rate are improved on multiple
datasets.

2) Based on the proposed lightweight backbone, a backbone
with better detection effect is proposed. Several modules
and methods are applied in the model. The spatial attention
modules and channel attention modules are embedded in
the detection model. As optional blocks, attention modules
can improve the detection effect without increasing the
computational cost. The initial aspect ratios of anchors
are reset by the K-means clustering algorithm, through
which the model adapts to the size of the targets better.

3) Compared with previous models, the proposed model has
been evaluated on several datasets. SAR ship slices in
the datasets are from Radarsat-2, TerraSAR-X, Sentinel-1,
and GF-3 of different polarization modes and resolutions.
A large scene SAR image of Hisea-1 has also been used
to test the robustness of the model.

The rest of this article is organized as follows. Section II
introduces the related work. Section III presents the specific
parts of the improvement and explains the structure of the model.
Section IV demonstrates and analyzes the experimental results.
Section V discusses the selection of model parameters and the
lightweight design of the model. Finally, Section VI concludes
this article.

II. RELATED WORK

A. Focal Loss and RetinaNet

To thoroughly learn the information of targets and attain
a good detection effect, models often need to train a large
number of samples. In order to enhance the robustness of the
models, targets of the same type in a dataset tend to have a
variety of characteristics. However, different samples have the
same impact on most detection models in the training process,
meaning that the loss weights of easy and difficult samples are
the same. Though the loss of easy samples is lower in target
detection, the huge number of easy samples will still dominate
of the total loss, which reduces the model’s ability to detect hard
samples. To reduce the impact of samples’ imbalance on the
model, Lin et al. [26] proposed focal loss and applied it to their
model: RetinaNet.

Focal loss makes the model focus on hard samples by chang-
ing the loss weight of different samples. Compared with cross-
entropy loss, an adjustment factor is added to the focal loss. The
expressions of standard cross-entropy loss and focal loss are as
follows:

Lce = − log (p) (1)

Lfl = −(1− p)β log (p) (2)

where Lce is the standard cross-entropy loss, Lfl is the focal
loss, p represents the probability that the sample belongs to the
true class, and β is the adjustment factor of focal loss. When β
takes 0, focal loss becomes standard cross-entropy loss, and as
β increases, the suppression of simple samples by focal loss also
increases, which means hard samples play a more important role
in the training of the model.

RetinaNet is a detection network that combines backbone,
FPN, and task-specific subnets together. Focal loss has been
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Fig. 1. Structure of RetinaNet.

Fig. 2. Structure of ghost module.

applied in subnets to improve the model’s detection ability.
The structure of RetinaNet is shown in Fig. 1. RetinaNet can
be divided into three parts. In its first part, input images are
processed by CNN to obtain the corresponding feature maps. In
the second part, the feature maps are entered into FPN, in which
features of different scales are extracted and recombined. At last,
the feature maps of three different scales output by FPN are sent
into “box+class” subnets to get targets’ classes and locations.
RetinaNet calculates loss of location through smooth L1 loss,
while calculating loss of classification, to improve the detecting
ability of the model, the focal loss is used to replace standard
cross-entropy loss.

Compared with the previous target detection networks, Reti-
naNet has made significant progress. However, it is mainly
used in optical images [27]. Some researchers have tried to
apply it to SAR images for ship detection, but most of these
studies are aimed at adjusting the parameters of the network,
or testing RetinaNet in different scenarios, and there are few
studies on improving the structure of RetinaNet model based on
the characteristics of SAR image, further research lacks [22],
[28].

B. Ghost Module

In recent years, with the wide application of artificial in-
telligence in the industry, many researchers have explored in
lightweight model design. GhostNet is a novel and effective,
lightweight network proposed in 2020 [24].

In CNN, images’ information is often transmitted in feature
maps in convolutional layers and pool layers. Different chan-
nels of feature maps contain different information of the input
image. According to the research, Han et al. [24] found a large
redundancy among different channels of the feature map, which
means it is unnecessary to use a convolutional layer to generate
all channels’ information of the feature map. The structure of
the Ghost module is shown in Fig. 2 [26]. To reduce resource
consumption, the researchers only use standard convolutional

layers to generate part of channels of the feature map, which
are called initial channels. For the rest channels, the researchers
use ordinary convolution filters with fewer floating-point oper-
ations (FLOPs) and parameters to generate, which is called new
channels. Since new channels are generated based on the initial
channels, they are also regarded as the “ghost” of the initial
channels. In GhostNet, ghost modules replace the traditional
convolutional layers to make the network more lightweight.

Ghost module has been proved to be an effective, lightweight
method, but most of the research on the Ghost module is based
on classification tasks. There are few researchers on the im-
provement of target detection modules based on ghost module,
especially for SAR images.

III. METHODOLOGY

As an efficient one-stage target detection network, RetinaNet
has a strong detection ability for hard targets due to the focal loss,
which is suitable for ship detection in SAR images. We choose
RetinaNet as the basic framework of the model and improved
it in several aspects. Section III-A introduces the backbone of
the proposed model, then the attention modules of the model are
presented in Section III-B. Section III-C introduces the setting
rules of the initial aspect ratios of the bounding boxes, and
Section III-D shows the whole structure of the model.

A. Lightweight Backbone: Ghost-ResNet-41

In RetinaNet, the input images are processed by the backbone
to get their feature maps first. As an efficient neural network for
feature extraction, ResNet [29] is often used as the backbone of
target detection models. A large number of residual structures
are used in ResNet to overcome the degradation of the network.
Experiments on many traditional optical datasets show that tak-
ing ResNet as the backbone of the detection model can achieve
excellent detection results [30], [31]. For SAR images, some
researchers also use ResNet as the backbone, and compared
with other backbones, ResNet can still get good result [32].
However, compared with optical images, the single-channel
amplitude images of SAR contain less information, the standard
ResNet designed for optical images is not the best choice for
the backbone. The different imaging methods of optical sensors
and SAR lead to the difference between optical images and
SAR images. Specifically, ship targets have a clear outline in the
optical image, and the optical images can directly reflect ships’
color information and shapes. However, SAR images mainly
reflect the backscattering coefficients in different regions, as a
result, it is difficult to distinguish ships from other targets in
SAR images visually, what’s more, the SAR images lack color
information, which makes the neural network designed for the
optical image cannot achieve the best effect.

To make ResNet extract features from SAR images more
effectively, the structure of standard ResNet-50 is improved in
the proposed model for SAR images.

For SAR images, the basic features extracted by the shallow
convolutional layers are not as complex as those of optical
images, therefore, it is not necessary for the shallow network to
use convolutional layers to generate all channels of feature maps.
The shallow convolutional layers of ResNet-50 can be replaced
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Fig. 3. Comparison of standard convolutional layers and group convolutional
layers. In which w, h, and c represent the length, width, and depth of the input
feature map, respectively, k and c represent convolutional kernels’ length and
depth, g represents the number of convolutional kernels/output feature maps’
depth, and a, b represent output feature maps’ length and width, respectively.
The figure shows that group convolutional kernels require fewer parameters than
standard convolutional kernels to generate a feature map of the same size.

by ghost modules, through which convolutional layers generate
only part of channels of feature maps, the rest of the channels
are generated through filters, which requires less computing
resource. In the proposed backbone, group convolutional layers
are used as the filters to generate half of the feature channels in
the ghost module. Compared with standard convolutional layers,
using group convolution to generate the same amount of feature
maps requires fewer parameters.

As shown in Fig. 3, the size of the input feature map is
w × h × c, in convolutional layers, the input feature map is
processed by g convolutional kernels, assuming that the size of
the convolutional kernel is k × k × c, and the size of the output
feature map is a × b × g. The parameter amount of the standard
convolutional layer is shown in the following formula:

pc = k2 × c× g (3)

where pc represents the parameter of the standard convolutional
kernel

pg = k2 × c

2
× g

2
× 2 =

k2cg

2
(4)

where pg represents the parameter of the group convolutional
layer. Compared with pc, pg is reduced by half. Since half
of the feature maps in ghost module are generated by group
convolutional layers, the parameter can be reduced compared
with standard convolutional layers.

The feature map generated by deep convolutional layers has
sizeable receptive fields and high-level semantic information.
Since single-channel SAR images contain less information than
optical images, the depth of the model for SAR images is
supposed to be less than that of optical images. In the proposed

TABLE I
COMPARISON OF RESNET-50 AND GHOST-RESNET-41

model, the number of deep convolutional layers is reduced. The
structure of standard ResNet-50 and the proposed backbone is
shown in Table I.

As Table I shows, compared with ResNet-50, the Conv1,
Conv3_x, and the fully connected layers are retained; the pro-
posed backbone: Ghost-ResNet-41 replaces the 3 × 3 convolu-
tional layers in the Conv2_x with ghost modules, and reduces
the number of the residual blocks in Conv4_x and Conv5_x from
6 and 3 to 4 and 2.

B. Attention Module

After being processed by convolutional layers, the input im-
ages become feature maps with multiple channels. Take some
common feature extraction networks as examples: VGG16,
ResNet-18, and ResNet-34’s output feature maps have 512
channels; ResNet-50, ResNet-101, and ResNet-152’s output
feature maps have 2048 channels [33]. These channels contain
different information that contributes to feature extraction. To
make full use of each channel’s information, greater weight is
supposed to be given to the more important channels for target
detection. Therefore, embedding channel attention modules into
the original model can improve the ability to detect.

The channel attention module usually compresses the feature
map into one-dimensional vector and processes it to obtain the
weight of each channel. In this article, we use squeeze-and-
excitation (SE) blocks to improve the model. [34] SE block is
a lightweight module that can be directly embedded into the
existing convolutional neural network. The structure of the SE
block is shown in Fig. 4.

SE block can be divided into two parts: squeeze and excitation.
In the squeeze part, the feature map will be processed by global
pooling layers to get a one-dimensional vector, in which each
channel’s information will be squeezed as a channel descriptor.
The equation of the squeeze part is as follows:

zi,j(c) =
1

W ×H

W∑

i=1

H∑

j=1

uc(i, j) (5)

where uc represents the pixel value of the original feature map,
W and H are the width and height of the feature map, and zi,j is
the channel descriptor.
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Fig. 4. Structure of SE block.

In the excitation part, the one-dimensional vector will be
processed by two fully connected layers. To enhance the model’s
ability to fit nonlinear relationships, activation functions are
added after each fully connected layer. Through the excitation
part, each channel’s weight will be obtained as an element
in the output one-dimensional vector. The output vector will
be applied as each channel’s weight to modify feature map’s
channel relationship.

Compared with ordinary optical images, targets in remote
sensing images usually occupy fewer pixels, making it more
difficult for models to detect the target in remote sensing images.
In SAR images, ships are generally small targets. After being
processed by multiple convolutional layers and pooling layers,
the information of ship targets can be easily lost, leading to
a decline in accuracy and recall. To reduce the influence of
irrelevant areas in the images on target detection, a spatial
attention module is inserted into the backbone of the model [35].

The spatial attention module can also be divided into the
squeeze part and the excitation part. Unlike the SE module, the
feature map is processed in the spatial dimension. First, in the
squeeze part, the feature map is compressed into a feature map
with two channels. As (6) and (7) show, each pixel’s information
will be squeezed as two spatial descriptors. The first spatial
descriptor is obtained by maximization, which represents the
salient feature of the pixel and the second spatial descriptor is
obtained through averaging, which means the overall feature of
the pixel

zmax(i, j) =
1

C

C∑

i=1

ui,j(c) (6)

zavg (i, j) = max [ui,j (c)] (7)

where ui,j represents the pixel value of the original feature map,
C is the depth of the feature map, and zmax and zavg are two
spatial descriptors of the feature map.

Second, in the excitation part, the two-channel feature map is
processed by a convolution layer, and the output is the weight
matrix of the input feature map. Last, the input feature map

Fig. 5. Structure of spatial attention block.

is multiplied by weight matrix. Through the spatial attention
module, the weight of the area near the target becomes larger,
which makes the model pay more attention to the target area in
spatial dimension. The structure of spatial attention module is
shown in Fig. 5.

C. Setting Priori Anchors by K-Means Clustering Algorithm

Target detection models usually set prior anchors on the last
few feature maps and get the targets’ position based on the prior
anchors. For RetinaNet, the output feature map of each scale
corresponds to 3 scales and 3 ratios, as a result, each anchor size
will generate 9 priori boxes. RetinaNet sets the initial anchor’s
aspect ratios as 0.5, 1.0, 2.0, respectively, to adapt targets of
different ratios. To make the model adapt to the aspect ratios of
the targets better, some models like YOLO-v3 and YOLO-v4
adjust the aspect ratio of the initial anchors by clustering to
achieve better detect results [31], [36].

To get the exact aspect ratios of the targets, the proposed
method follows YOLO-v4’s setting rules to reset the initial
aspect ratios of anchors by the K-means clustering algorithm.
K-means clustering algorithm is an unsupervised learning algo-
rithm that can divide datasets into several clusters according to
their similarity. The steps of K-means clustering algorithm are
as follows: First, K objects are selected from datasets randomly
as the initial centers; second, the distance between each object
and each center is calculated, and each object is reassigned
to the nearest clustering center, once all objects are assigned,
the clustering center of each cluster will be recalculated. The
algorithm will end until no clustering centers change again.

To accurately define the similarity between objects and initial
anchors’ aspect ratios, the proposed model uses Intersection over
Union (IOU) as the distance. As shown in Fig. 6, the red box
represents the ground truth of the ship target in SAR image,
and the blue box represents the bounding box of the target
detect model. To calculate their IOU, the two boxes need to
be extracted, and their upper left corners are placed at the same
position, which is set as the origin.
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Fig. 6. Schematic diagram of IOU.

To calculate the IOU, the space of intersection area and union
area need to be calculated first, as shown in the following
equations:

Si = min (w1, w2)×min (h1, h2) (8)

Su = w1×w2 + h1×h2 − Si (9)

Where w1 and h1 represent the width and the height of the ground
truth, w2 and h2 represent the width and the height of the initial
anchor, Si is the space of the intersection area, and Su is the area
of union area. The calculation formula of IOU is as follows:

IOU =
Si

Su
. (10)

Before training the model, the targets’ aspect ratios of the
training set are clustered by K-means clustering algorithm to
obtain the cluster centers, when the deep learning model is
trained and tested, the computing resources occupied by the clus-
tering algorithm will be released, which means that the clustering
algorithm will not reduce the deep learning model’s computing
resources when it is processed; then the cluster centers are set
as the initial anchor boxes’ aspect ratios.

D. Structure of the Proposed Model

The structure of the proposed model is shown in Fig. 7. The
proposed model replaces the second convolutional layer with a
ghost module, and reduces the number of convolutional layers
from 6 and 3 to 4 and 2. the SE modules are embedded at the
end of Conv_2, Conv_3, Conv_4, and Conv_5 to correct the
weight distribution of the channels; as for the spatial attention
module, to improve the detection structure without significantly
increasing the amount of calculation, it is embedded at the end
of the backbone. The feature map output by backbone is input
into FPNs, in which the fusion of low-dimensional features and
high-dimensional features helps the model to detect targets of
different sizes. The feature maps output by FPN are input into
three different modules for classification and detection. Each
module composes a subnet for classification and a subnet for box
positioning. To meet different detection requirements and adapt
to various application scenarios, we also provide a lightweight
version of the model. In the lightweight version, all attention
modules of the model have been deleted. As shown in the red box
on the left in Fig. 7, the feature map output by Ghost-ResNet-41
is sent directly into FPN.

TABLE II
HARDWARE CONFIGURATION FOR EXPERIMENT

IV. EXPERIMENTS

A. Dataset and Implementation Details

To evaluate the model comprehensively and accurately, two
datasets of ship targets in SAR images are used for detection.
The first dataset is SSDD, a common SAR ship dataset which
contains 1160 slices and 2456 targets [19]. The slices of SSDD
come from images of Radarsat-2, TerraSAR-X, and Sentinel-1,
the polarization mode of images include HH, HV, VV, and VH,
and the resolution of images is between 1 and 15 m. Some slices
of SSDD are shown in Fig. 8.

A small SAR ship dataset based on Gaofen-3 is also con-
structed for evaluation. The dataset is composed of 226 slices
with 478 targets. The resolution of the images is between 1 and
10 m, and all the slices are cut through rectangular windows
with a size of 500 × 500. Some slices of the Gaofen-3 SAR ship
dataset are shown in Fig. 9.

Pytorch 1.7.1 was used as the framework of all experiments.
Pycharm 2021.1 and JupyterLab 3.0.11 was used as the inte-
grated development environment. A work station with Ubuntu
16.04 and a laptop with Windows 10 are used as the platform for
all experiments. The hardware configuration is given in Table II.

The initial learning rates of the models are set as 0.0005 and
batch size are set as 8. Stochastic gradient descent is selected as
the optimizer and momentum is set as 0.9. We adjust the learning
rate at equal intervals. The adjustment multiple is 0.33 and the
adjustment interval is 3.

B. Selection of Adjustment Factors for Focal Loss

There are two parameters to be determined in focal loss
applied in the model. As shown in the following formula, α is
the weighting factor to balance positive and negative examples

at = a× pt+(1− a)× (1− pt) (11)

Lfl = −at × (1− p)blog(p). (12)

To confirm the best parameters, we tested on the validation
set of the SSDD dataset and selected mean average precision
(mAP) as the evaluation index. The results are shown as shown
in Table III.

As shown in Table III, mAP reaches the maximum validation
set in the fifth experiment. Therefore, α takes 0.25, and β takes
2 will be better in the model.

C. Parameters of the Model’s Structure

The specific parameters of the model’s structure need to be de-
termined by experiments. In the proposed network, the number
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Fig. 7. Structure of the proposed model.

Fig. 8. Some slices of SSDD.

of deep convolution layers is reduced. A series of experiments
were carried out to confirm the specific number of layers. We
reduce the number of convolutional layers in the last two residual
blocks of ResNet-50, and test them in the SSDD dataset. The
parameters of the model are determined according to the size
and AP of the model.

According to Table IV, the fourth structure gets the highest
AP, its FLOPs have reduced from 4.1G to 3.9G, the sixth Fig. 9. Some slices of Gaofen-3 SAR ship dataset.
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TABLE III
INFLUENCE OF α AND β ON TEST RESULTS

Fig. 10. Training loss and learning rate for RetinaNet+Ghost-ResNet-41 on
SSDD dataset.

structure also gets high AP as 58.7, only 0.2 lower than the
fourth structure, but its FLOPs has reduced from 4.1G to 3.5G.
Though the eighth structure has the lowest FLOPs, its AP is also
the lowest in the experiment. The fourth structure achieves high
AP while realizing apparent lightweight, which reaches good
balance in accuracy and size. As a result, the sixth structure is
applied in the proposed model.

D. Experiment With SSDD

The proposed method is trained and tested on the SSDD
dataset. We set the training epoch as 20, and the learning rate
was reduced at equal intervals. The training loss and learning
rate are shown in Fig. 10.

We divided the SSDD dataset into training set, validation set,
and test set. The training set contains 812 slices, the validation
set contains 174 slices, and the training set includes 174 slices.
The trained model is tested on the test set, and some results are
shown in Fig. 11.

As shown in Fig. 11, the model shows good detect ability for
ships in image slices of the SSDD dataset. Accurate detection
can be achieved for a single target in a simple background; for
dense targets and inshore targets, most targets can be detected. To
comprehensively evaluate the detection ability of the model, we
select some standard detect models and compare them with the
proposed models on the SSDD dataset. As shown in Table V,
Faster-RCNN is a famous two-stage detection network which
is proved to have high detection accuracy; SSD and YOLO-
v3-spp are common single-stage detection networks, and their
detection takes less time than two-stage models. We use the
COCO detection evaluation method to evaluate the effects of
different models [37], [38]. The results are shown in Table V.

Fig. 11. Detection results of the proposed method on SSDD dataset. In which
yellow boxes represent correctly detected targets, and red box represents missed
target.

As the evaluated results listed in Table V, RetinaNet+Ghost-
ResNet-41 achieves higher precision and recall than other
one-stage models in the experiment. Though Faster-RCNN+
ResNet-50/SE-ResNet-50 is higher than Reti-naNet+Ghost-
ResNet-41 in AP, its recall is closed to the proposed model,
and since Faster-RCNN is a two-stage model, the detect time
is higher compared with the proposed model. The results also
show that embedding attention modules into the proposed model
can enhance its detectability. RetinaNet+Ghost-ResNet-41 with
attention modules get the highest AP and AR in the experi-
ment. Proposed models have good performance in large targets
detection, while RetinaNet+Ghost-ResNet-41 is used as the
backbone for RetinaNet, the AR of large target has increased
from 50.1 to 52.9, after embedding attention modules, the AR
of the large target has increased to 55.1, which is higher than
other model’s ARL in the experiment. In addition, the AR of
small targets, the AP of small and middle targets has also
improved. Though we found that the recall rate of large-size
targets decreased, the precision and the recall rate of medium-
and small-size targets of the model has increased. Considering
the low computational cost of additional modules, it is beneficial
and acceptable to add additional modules.
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TABLE IV
TEST RESULTS AND FLOPS OF DIFFERENT STRUCTURES

TABLE V
COCO DETECTION EVALUATION FOR SSDD DATASET

TABLE VI
MAP FOR GAOFEN-3 MINI DATASET

E. Experiment With Small Sample Dataset

To test the model’s detectability on few samples, a small
dataset of Gaofen-3 was used for evaluation. In order to ac-
curately describe the performance of the model, we evaluate
models through five-fold cross validation, mAP is used as the
evaluation index. The test results are shown in Fig. 12 and
Table VI.

The detection results show that the proposed model has
good performance. The mAP of RetinaNet+Ghost-ResNet-41
reaches 91.6, which is higher than other models in experiment.
After embedding attention modules, the performance of the
model has been slightly improved, the mAP has increased from
91.6 to 91.8. The experiment results demonstrate the proposed
model’s detection ability in small datasets.

Fig. 12. Detection results of the proposed method on Gaofen-3 mini dataset. In
which yellow boxes represent correctly detected targets, and red box represents
missed target.

F. Experiment on Big Scale SAR Image of Hisea−1

To test the robustness of the proposed model, a large-scale
SAR image of Hisea-1 was used for detection. Hisea-1 is a
commercial satellite equipped with a synthetic aperture radar,
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Fig. 13. Detection results of the proposed method on Hisea-1 big-scale SAR image. In which yellow boxes represent correctly detected targets, red box represents
missed target and red circle represents the false alarm target.

TABLE VII
INFORMATION OF DETECTED HISEA-1 SAR IMAGE

which works in the C band, and the highest resolution can reach
1 m. Hisea-1 can work with three standard imaging modes in-
cluding Spotlight (SP), Strip-Map (SM), and ScanSAR (NS/ES)
[39]. Hisea-1 SAR image in the Suez Canal area is selected for
testing. The information of the image to be detected is shown in
Table VII.

To detect the large-scale image of Hisea-1, the weights trained
on the Gaofen-3 dataset are used to detect this image. The
detection result is shown in Fig. 13 and Table VIII. The test
result shows that the proposed model has good robustness and
detection ability. After training on the Gaofen-3 mini dataset,
the model can detect most of the targets on the SAR image of
Hisea-1. The precision has reached 94.5%, and the recall has
gained 80.2%. According to the test result, most missed targets
are inshore ships and small vessels. The model has also detected
some false ships, which are usually bright targets on the ground.

As shown in the small picture on the upper left, a bright spot on
the ground was incorrectly detected as a boat in the river. This
part of false targets can be suppressed after using sea and land
segmentation.

G. Ablation Experiment

To study the effect of each module on the improvement of
model detection ability, we performed ablation experiments on
SSDD dataset. In this part, we mainly carry out experiments
on channel attention module, spatial attention module, and K-
means clustering method. The results are shown in Table IX.

According to Table IX, these three modules have different
degrees of positive impact on the model. After adding K-means
algorithm, spatial attention module, and channel attention mod-
ule to the basic backbone, respectively, the detection ability of
the model will be slightly improved. Taking AP as an example,
when three modules are used, AP is improved by 0.1, 0.5, and
0.2, respectively. However, when they are combined in pairs, AP
will achieve great improvement. For example, after embedding
the channel and spatial attention modules into the basic model,
the AP has increased from 57.6 to 58.4. For other indicators, most
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TABLE VIII
TEST RESULT OF HISEA-1 LARGE-SCALE SAR IMAGE

TABLE IX
ABLATION STUDY FOR SSDD DATASET

TABLE X
SIZE OF DIFFERENT BACKBONES

have been improved. Although some indicators have declined
(such as ARM, ARL), the detection ability of the model has
been improved in general.

H. Model Analysis for Different Backbones

To measure and compare the complexity of the models, some
common backbones are selected and tested. We measure the
complexity of the models by the number of parameters, multiply-
accumulate operations (MAcc), and FLOPs. The analysis results
are as follows.

As shown in Table X, compared with standard ResNet-50,
Ghost ResNet-41 has fewer parameters and requires fewer com-
puting resources. It has 18.8G parameters, 26.56% less than
ResNet-50. The FLOPs of Ghost-ResNet-41 is 3.3G, which is
20% less than ResNet-50. Compared with other mainstream
backbones like VGG and DenseNet, the proposed backbone has
advantages in lightweight.

V. CONCLUSION

An improved ship detection network for SAR images based
on RetinaNet is proposed. To reduce the parameter of the model

and realize the lightweight design, the shallow 3 × 3 convolu-
tional kernels in the backbone are replaced by ghost modules
in the improved RetinaNet, in which the group convolutional
filters are performed to generate new feature maps based on
the initial feature maps produced by the normal convolutional
layers. Then, the number of deep convolutional layers has been
reduced to avoid overfitting in complex networks for SAR
images. To further improve the detection ability of the model,
channel attention modules are added after each residual block,
and a spatial attention module is embedded at the end of the
backbone. Besides, the K-means clustering algorithm is applied
to the training set to make the model adapt to the aspect ratio of
the target in advance. Compared with common backbones, the
backbone of the proposed model is lighter, and FLOPs and the
number of parameters is 25% lower than ResNet-50.

SSDD dataset and a small dataset of Gaofen-3 are used to
test the effectiveness of the proposed method, the experimental
results show that the proposed method can improve the detection
ability of the model while reducing the parameter of the model. A
large-scale SAR image of Hisea-1 is used to test the robustness of
the model. The proposed model achieves good detection results
using the weight trained on the Gaofen-3 dataset, which shows
the robustness and the potential for portability of the model.
In the future, the model can be trained with existing data and
transplanted to the satellite for real-time detection, which can
eliminate the training on the satellite.

Even though the proposed model shows good detection ability
for ships by SAR images in experiments, it limitations exists
since the proposed method pursues the lightweight of the model
and does not segment the sea and land before detection to
suppress the land false alarm, the model may mistakenly capture
bright nonship targets on land. Besides, due to the need for a large
number of IO operations, although it can reach a good standard
on flops, the speed advantage of depth wise convolution on GPU
has not been reflected. In GPU platform, lightweight is mainly
reflected in the decrease of parameters.



4678 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 15, 2022

In the future, studies are continued to focus on the lightweight
of the model, to overcome the shortcomings of the existing
model. The next step of follow-up research directions are as
follows.

1) To improve the model’s ability detecting ships in rivers or
inshore vessels and avoid false detection of targets on the
shore, sea and land segmentation will be considered before
detection. The traditional threshold segmentation method
and the methods based on deep learning will be further
studies separately. Multisource information will also be
considered to help to extract water body.

2) Lightweight design will be continued to carried out. We
will avoid unnecessary computing resource consumption,
improve and replace the standard convolutional layers, and
reduce the number of model parameters without reducing
the detection ability.

3) The existing backbone will be further improved to en-
hance its feature extraction and generalization capabilities,
texture information and reflection in-formation of SAR
images will also be considered to improve the model.
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