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GNSS TEC-Based Earthquake Ionospheric
Perturbation Detection Using a Novel Deep

Learning Framework
Pan Xiong , Cheng Long , Senior Member, IEEE, Huiyu Zhou , Xuemin Zhang, and Xuhui Shen

Abstract—In this article, a new method for seismic ionospheric
Global Navigation Satellite System (GNSS) total electron content
(TEC) based anomaly detection using a deep learning framework
is proposed. The performance of the proposed encoder–decoder
long short-term memory extended model is compared with those of
five other benchmarking predictors. The proposed model achieves
the best performance (R2 = 0.9105 and root-mean-square error
(RMSE) = 2.6759) in predicting TEC time series data, demon-
strating a 20% improvement in R2 and 39.1% improvement in the
RMSE over the autoregressive integrated moving average model.
To detect the pre-earthquake ionospheric disturbances more ac-
curately, a reasonable strategy for determining anomaly limits
is also proposed. Finally, the method is applied to analyze the
pre-earthquake ionospheric TEC disturbance of the 2016 Xin-
jiang Ms 6.2 earthquake. By excluding the effects of solar activity
and geomagnetic activity, obvious ionospheric anomalies could
be observed, occurring during 4–8 days prior to, and on 1 day
before, the earthquake. Negative anomalies tended to occur in the
earlier period, whereas positive anomalies occurred closer to the
earthquake time, with increasing anomaly intensity with temporal
proximity. Furthermore, confusion analysis is used in this article
to verify the reliability of the proposed model. The proposed model
achieves significant improvements in predicting GNSS TEC time
series and is shown to advance the performance of earthquake
anomaly detection technology.

Index Terms—Anomaly detection, deep learning, earthquake,
ionospheric perturbation, time series prediction.

I. INTRODUCTION

I T HAS long been recognized that electromagnetic anomalies
in the ultralow frequency, extremely low frequency, and very
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low frequency bands can be detected by ground- and space-
based measurements before major earthquakes [1], [2]. Such
anomalies may be in the form of signals caused by earthquakes
that propagate through the ionosphere and trigger variations in
the critical frequency of the F2 layer (values denoted as foF2)
and total electron content (TEC) [3]. For instance, research has
shown that ultralow-frequency magnetic noise was observed be-
fore the Ms (surface wave magnitude) 7.1 Guam earthquake [4].
Similarly, Liu et al. reported foF2 and TEC decreases a few
days prior to the 1999 Mw (moment magnitude) 7.7 Chi-Chi
earthquake [5] and the Ms 9.3 Sumatra–Andaman earthquake on
December 26, 2004 [6]. In other examples of noted ionospheric
disturbance, Pulinets reported a TEC decrease on the day before
the Ms 6.6 San Simeon earthquake [3] and on May 9, three days
before the 2008 Wenchuan Ms 8.0 earthquake, TEC inversed
by global positioning system (GPS) observations and foF2
from ionosounding were found to have increased significantly
[7]–[11]. From further research, significant TEC variations that
occurred 20–40 min preceding three recent large earthquakes
in Chile (the 2010 Maule Mw 8.8, 2014 Iquique Mw 8.2, and
2015 Illapel Mw 8.3 earthquakes) have also been reported [12].
Multiple other studies showed that clear precursory positive TEC
anomalies in the focal region of the 2011 Tohoku-Oki earthquake
were detected∼40 min before the earthquake [13]–[15]. Finally,
from ionospheric and atmospheric precursory analysis related
to three Mw > 6.0 earthquakes in Japan, Shah et al. [16] found
evidence of TEC and foF2 anomalies from 10:00 to 12:00 UT
on the day of the main earthquake.

In addition to these seismic case-based studies, seismologists
have also extensively conducted statistics-based studies on TEC
anomalies prior to large earthquakes. In such research, Chen
et al. [17] analyzed the TEC of the global ionospheric map us-
ing singular spectrum analysis to establish reliable background
variability and determine the root-mean-square error (RMSE)
of detected anomalies prior to Ms ≥ 6.0 earthquakes in main-
land China from 1998 to 2013. They found that the anomalies
were concentrated 1–5 days before the earthquakes and that the
anomalies were most obvious near the epicenter. In similar re-
search, Zhu and Jiang [18] statistically investigated ionospheric
TEC variations 15 days before and after 276 individual inland
earthquakes of Ms ≥ 6.0. After excluding the disturbance of
geomagnetic activity, they found differences in terms of spatial
distribution, with the largest differences being in the epicentral
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region, whereas the incidence of ionospheric TEC disturbances
in the five days before each earthquake was generally higher
than that after the earthquake, and both increased slightly with
the magnitude. In a comparative study across multiple latitudes,
Shah et al. [19] studied ionospheric TEC anomalies before and
after 1182 Mw > 5.0 earthquakes in three different latitude zones
from 1998 to 2019. The analysis showed that before earthquakes
of Mw ≥ 6.0 with focal depths of < 220 km (the latitude
zone of 25 °N–25 °S), the probability of TEC abnormality was
∼80%. Before earthquakes of Mw ≥ 7.0 with focal depths of
< 120 km (the latitude zones of 80 °N–25 °N and 25 °N–25
°S), the probability of TEC abnormality was 65%. From the
perspective of quartiles, Liu et al. [20] used the 15-day median
value of TEC and the associated interquartile range (IQR) as
a reference to determine anomalous signals within TEC data.
In the data from the 20 earthquakes of Ms ≥ 6.0 that occurred
in Taiwan from September 1999 to December 2002, preseismic
ionospheric anomalies were found between 18:00 and 22:00, in
the five days prior to 16 of the 20 cases. Following that study,
Liu et al. [9] used the same method to count TEC anomalies
associated with 35 Ms ≥ 6.0 earthquakes in China from May
1998 to April 2008. Statistics showed that GPS TEC above the
epicenter tended to decrease significantly 3–5 days before the
17 Ms ≥ 6.3 earthquakes.

These studies show that TEC variations before major earth-
quakes may be valuable for earthquake prediction, and thus
understanding such variations aids the comprehension of earth-
quake processes. However, these studies mainly focused on
statistical analysis based on a selected window of observations.
This represents a limitation, as no statistical method can fully
learn from previous observations and patterns. In contrast, by
using smaller window sizes to learn trends, seasonality, and
residual patterns in the data, machine intelligence-based algo-
rithms offer more powerful and robust tools for predicting future
observations and improving uncertainty components.

In recent years, statistical model and sophisticated machine
intelligence-based methods have been applied to TEC time
series for earthquake anomaly detection, including the seasonal
autoregressive integrated moving average (ARIMA) [21], [22],
deep neural network (DNN) [23], [24], random forest (RF) [25],
support vector machine (SVM) [26], and decision tree (DT) [25]
methods.

On the other hand, recent research [27], [28] showed that
claimed TEC anomalies were actually artifacts. However, their
negative response is mainly based on the criticisms to some
previous papers [29], [30]. In this article, we do not define
anomalies in the same way the criticized papers define the TEC
anomalies.

In general, machine intelligence-based methods operate by
predicting the signal at any given point and testing whether
the difference between the true value and the predicted value
is sufficient to treat it as an anomaly. This approach allows the
visualization of confidence intervals, which help validate the
occurrence of anomalies and explain why they occur. In this
study, we combine this idea with a novel encoder–decoder (ED)
long short-term memory extended (LSTME, or collectively ED-
LSTME) neural network [31] to show that it is possible to detect

TEC anomalies associated with earthquakes. For this purpose,
we collected Global Navigation Satellite System (GNSS) TEC
data from the Crustal Movement Observation Network of China
(CMONOC). TEC data from 2012 to 2015 were used to build
and train the ED-LSTME model, and data of the Xinjiang Ms 6.2
earthquake (December 8, 2016) were assessed as a case study.
The ED-LSTME model experiment was designed such that TEC
values were predicted for four weeks before and one week after
the earthquake in order to detect TEC anomalies by comparing
the predicted and true values. We also compared the prediction
performance of the ED-LSTME model with the ARIMA, DNN,
RF, SVM, and DT models, and compared the seismic anomaly
detection results of the ED-LSTME model with the classic IQR
method [20].

II. DATA AND METHODOLOGY

A. Data and Data Preprocessing

The CMONOC GNSS data used in this study were obtained
from 260 stations covering mainland China. The GNSS data
of CMONOC are available on the SHAO platform (SHA1) for
GNSS data analysis. The Ms 6.2 Xinjiang earthquake occurred
in Hutubi County, Changji Prefecture, Xinjiang; the epicenter
was located at 43.83 °N and 86.35 °E at a depth of 6.0 km. The
earthquake occurred at 13:15 on December 8, 2016. The five
GNSS stations closest to the earthquake (XJSH, XJWL, XJDS,
XJKE, and XJXY) were selected for the study. Fig. 1 shows
the spatial distribution of the five GNSS stations; the detailed
geographical locations are listed in Table I.

This research involved two phases. The first phase was to
construct and train the ED-LSTME model for the selected
five GNSS stations. The ED-LSTME model consisted of the
following three inputs.

1) Vertical TEC values with a temporal resolution of 15 min.
2) The Kp index, which was exploited to respond to solar

particle radiation, wherein the solar radio flux of 10.7 cm
(2800 MHz; F10.7 index) was used as an indicator of solar
activity.

3) The geomagnetic index ap, which was used as an indicator
of overall geomagnetic activity and magnetic storms.

We used a well-established technique for the vertical TEC
derivation, detailed descriptions of which are given by Choi et al.
[32] and Xiong et al. [31]. We used GNSS TEC data from 2002 to
2004 as the training dataset and data from 2005 as the test dataset.
The second phase was the use of the trained ED-LSTME model
to predict TEC data 28 days before and 7 days after the 2016 Ms

6.2 Xinjiang earthquake (i.e., from November 17 to December
14, 2016), and to obtain TEC anomalies by calculating the upper
(UB) and lower (LB) bounds of the predicted and true values.

We calculated the mean and standard deviation of the TEC
time series for each station and then calculated appropriate
thresholds to identify and exclude outliers, outliers were con-
sidered as values that were more than three standard deviations
from the mean. Moreover, we chose Kalman smoothing [33] to
fill in the removed and missing data.

1[Online]. Available: http://www.shao.ac.cn/shao_gnss_ac

http://www.shao.ac.cn/shao_gnss_ac
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Fig. 1. Study region and spatial distribution of GNSS stations.

TABLE I
GNSS STATIONS
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Fig. 2. Network framework of the ED-LSTME model.

Sample modeling is an important step in time series data
preprocessing that can transform data to an input for machine
learning or deep learning models. In this study, the sliding
window was used as a representative modeling technique [34],
which is designed to check the predictive power of several
sequential models. The implementation steps are described in
detail by Xiong et al. [31].

B. TEC Anomaly Detection Using the ED-LSTME Model

1) Forecasting TEC Time Series With the ED-LSTME Model:
As shown in Fig. 2, the ED-LSTME model is used to map input
and output sequences of arbitrary length [35]. Encoder compo-
nents can be obtained by applying one or more long short-term
memory (LSTM) layers. The model output is a fixed-size vector,
which is defined by the number of memory units in this layer.
Decoder components can also be implemented using one or
more LSTM layers and by converting the internal representation
into the correct output sequence. Representative features were
extracted from historical TEC data and auxiliary input data
(ap index, the Kp index, and F10.7 index) through the LSTM
layer. Specifically, time-delayed TEC historical data and current
auxiliary data of the solar flux index Kp and geomagnetic activity
index ap from all selected GPS stations were concatenated and
stacked to compose an input sequence for the LSTM layers.
The RepeatVector layer [36] was used as the adapter for the
network encoding and decoding part. For a detailed description
of the model, please refer to the work by Xiong et al. [31]. The
hyperparameters used in the ED-LSTME model in this study

were the same as the parameters in the trained model of Xiong
et al. [31].

2) TEC Anomaly Detection: After obtaining the predicted
values using the ED-LSTME model, the rolling mean and rolling
standard deviation of the difference between true and predicted
values were computed for TEC anomaly detection, which in-
volved the following three steps.

1) Calculate the error term (i.e., the difference between true
and predicted values).

2) Select the number of consecutive observations per rolling
window (the size of the rolling window), and calculate the
rolling mean (μ) and rolling standard deviation (σ); the
window size was 15 days in this study.

3) Classify data with an error of two standard deviations as
the limit for anomalies. The LB and UB are defined by (1)
and (2), respectively

Lower Bound = μ− 2σ (1)

Upper Bound = μ+ 2σ. (2)

Observed TECs exceeding the UB and LB were regarded as
positive and negative anomalies, respectively.

C. Comparison of Methods

To assess the performance of the proposed model for time
series forecasting, the ED-LSTME model was compared with
other algorithms for TEC anomaly detection (DNN [37], RF
[38], SVM [39], DT [40], and ARIMA [41]), all of which have
exhibited good performance in past studies [21], [23], [25], [26],
[42], [43]. As the investigated models are sensitive to parameter
selection, we chose parameters that yielded the best performance
using hyperparameter tuning.

To evaluate the performance of these algorithms, we imple-
mented four different statistical indicators, including RMSE, the
coefficient of determination (R2), mean absolute error (MAE),
and the correlation coefficient (ρ), calculated as follows:

RMSE =

√√√√ 1

n

n∑
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(yi − y∗i )
2

(3)
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)
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where n is the number of cases; yi is the observed value of the
ith case; y∗i is the predicted value; and y and y∗ are the mean
values of yi and y∗i , respectively.
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TABLE II
PREDICTION ACCURACIES OF SIX MODELS FOR ALL GNSS STATIONS

To compare the performance of the ED-LSTME model in
detecting TEC anomalies before and after earthquakes, we ap-
plied the IQR method, a classic anomaly detection method in
seismic ionospheric studies [5], [44] wherein TEC time series
are modeled by the mean (M) or median (M̃ ), and anomalies are
defined by the standard deviation (σ) or IQR. In our approach,
the median (M̃ ) at the corresponding time of the first 15 days
was taken as the background value, and the UB and LB of its
IQR were calculated. Here, IQR = 1.34σ, that is, the expected
value of the quartiles is 1.34 times that of the standard deviation,
to find the difference from the TEC observed on the 16th day.
The LB and UB are defined as follows:

LB = M̃ − 1.5IQR (7)

UB = M̃ + 1.5IQR. (8)

The space weather (Kp) and disturbance storm-time (Dst)
indices were also used as references to determine if the TEC
anomalies were related to the effects of space weather. The
threshold values Kp < 3 and Dst > −30 nT indicate relatively
quiet solar and magnetic ionospheric activity, respectively.

III. RESULTS AND DISCUSSION

A. Model Performance Comparison for Time Series
Forecasting

The performance of the various models over all stations is
detailed in Table II. The R2 and RMSE values varied from
0.6838 to 0.9105 and 2.6759 to 5.0302 TEC units, or TECU,

respectively. The performance of the simplest ensemble ma-
chine learning method (DT) was the worst, but RF, which
combines a set of binary DTs, delivered better performance
(28.8% improvement in R2 and 38.6% reduction in RMSE over
the DT model). The ARIMA model, which is a traditional time-
series forecasting method, also performed poorly (R2 = 0.7586,
RMSE = 4.3948). An improved R2 value (0.7586–0.8725) was
obtained for the SVM model, indicating that separating the
hyperplane with the largest geometric interval delivered better
performance.

As the DNN model can deal with scenarios that include
multiple input variables using multiple fully connected layers,
it delivered a slight improvement compared with RF and SVM,
with an increase of 0.01 for R2 and a decrease of 0.23 TECU
for RMSE. As an intelligent algorithm, the ED-LSTME model
achieved the best performance (R2 = 0.9105 and RMSE =
2.6759) among all considered models.

In addition, to visually demonstrate the forecasting perfor-
mance of each model, scatter plots of the cross-validation results
were used to show predictions and actual values. Fig. 3 provides
a visual performance comparison of the considered models;
the ED-LSTME model shows a strong, positive, and linear
association between estimated and observed TECs, with few
outliers in the data. Looking at the other models, although their
form is also linear, the association appears to moderate, and there
are more outliers.

The effectiveness of the ED-LSTME model was further
evaluated using Taylor diagrams [45]. The ED-LSTME model
performed significantly better than other models, with a stronger
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Fig. 3. Prediction results of the ED-LSTME, DNN, RF, SVM, DT, and ARIMA models.

correlation to the expected results and a lower standard deviation
in comparison (see Fig. 4). The R2 ranges of the other models
were from 0.85 to 0.95 and standard deviations were from 8.73
to 11.34. The ED-LSTME model had a higher correlation (by
0.01), and lower standard deviation (by 0.7 TECU) compared
with the next-best DNN model. Compared with other methods,
the ED-LSTME model displayed very little bias (0.03). Based on
these results, the ED-LSTME model significantly outperforms
other models.

Bar curves of the four statistical indicators were used to
assess the performance of the various models for each TEC
station (see Fig. 5 and Table II). The ED-LSTME model had the
highest forecasting efficiency at each station. The forecasting

performance at the XJKE station was the worst among all
stations, especially when using the ARIMA and DT models.
A possible explanation is that the magnetic latitude of the XJKE
station is the lowest among the five stations, and the influence of
the disturbance known as the equatorial ionospheric anomaly at
lower latitudes may have resulted in higher RMSEs. To validate
this phenomenon, stations at different latitudes were selected
to conduct experimental analyses in this article. Specifically,
the mid-latitude stations XIAA and LHAS, as well as the low-
latitude stations KMIN and QION were used (see Fig. 1 and
Table I). Fig. 5 depicts the analysis results, where both different
TEC prediction techniques and evaluating metrics show that the
prediction performance is greatly influenced by the latitude, and
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Fig. 4. Taylor diagram of model bias and standard deviation of errors of
the ED-LSTME, DNN, RF, SVM, DT, and ARIMA models. The azimuth
indicates correlation, the radial distance represents the standard deviation, and
the semicircles centered on the “Expected” label represent the error of the
standard deviation. The color scale represents the degree of bias.

the prediction performance is relatively low for stations at low
latitudes. This result is consistent with statistical results related
to ionospheric TEC forecasting [31], [46].

From Fig. 5, we could observe that the prediction accuracy
of ED-LSTME and DNN is close when each station is con-
sidered individually, whereas if all stations are included under
consideration, it is obvious that the prediction performance of
ED-LSTME is better than that of DNN. The possible explanation
for this is that the amount of data from individual stations is not
sufficient, and it is difficult to discriminate the prediction perfor-
mance. Moreover, a comparison of the prediction errors under
disturbed conditions is shown in Fig. 5, where the ED-LSTME
model yields the best predictions, probably because the model
uses solar and geomagnetic activity values as the input. Under
quiet and disturbed conditions, the ED-LSTME model could
effectively predict short-term changes in TEC during solar flux
and geomagnetic events [31].

B. Anomaly Analysis and Comparison of Earthquake Cases

We used the ED-LSTME model to analyze the ionospheric
TEC anomalies of the five GNSS TEC stations closest to the
epicenter of the 2016 MS 6.2 Xinjiang earthquake for a total of
12 days (8 days before and 3 days after the earthquake; Fig. 6).

From Fig. 6, except for the 7th day before the earthquake, the
TEC time series of all GNSS stations on the other 9 days and
the day of the earthquake had obvious anomalies detected by the

ED-LSTME model. Among them, anomalies from the 2nd day
before the earthquake (December 6), the day of the earthquake
(December 8), and the 3 days after the earthquake (December
9–11) are related to extreme weather in space, that is, it can be
confirmed that the anomalies were not caused by the earthquake
based on the Kp and Dst indices. Among the anomalies on other
days, a mild negative anomaly, which appeared beginning on the
8th day before the earthquake and was strengthened on the 6th
and 5th days before the earthquake, changed from a negative to
positive anomaly on the 4th day before the earthquake, and then
showed a gradual increase until the time of the earthquake.

To validate the anomaly detection results, we performed
anomaly detection on the same TEC data based on the IQR
method. It can be observed in Fig. 7 that the intensity of the
anomalies extracted by the IQR method is significantly weaker
than for those detected by the ED-LSTME model. The synchro-
nization anomalies of each station are mainly concentrated on
the 2nd day before the earthquake (December 6), the day of the
earthquake (December 8), and the 3 days after the earthquake
(December 9–11), all of which are days when the anomalies
appear to coincide with periods of elevated space activity; in
contrast, there are almost no anomalies when space activity is
low. Thus, it can be inferred that space activities (e.g., magnetic
storms) may contribute to larger disturbances, for which the
IQR method is more sensitive. For earthquakes of relatively
low magnitudes, the disturbances are not large and may be
easily overlooked using the IQR method. In addition, most of
the anomalies detected by the IQR method in this study are
negative.

Furthermore, a confutation analysis is used in this article
to validate the reliability of the proposed ED-LSTME model.
Data from March 27 to April 7, 2016 were selected in this
article, during this period there were no earthquakes and the
space weather was quiet. The results from Fig. 8 demonstrate
that the ED-LSTME method does not detect any anomalies,
which confirm that the method could avoid false alarms of
earthquake anomalies as well as validate its effectiveness in
detecting earthquake anomalies.

To verify our conclusions, we observed the earthquake-related
anomalies from another perspective. First, we collected outgo-
ing longwave radiation (OLR) data obtained by the NOAA-18
satellite from September 2007 to December 2016. From this
datum, OLR anomalies were detected using the robust satellite
data analysis (RST) method (see Fig. 9), which utilizes many
years of satellite thermal infrared data and is robust for detecting
seismic thermal infrared anomalies according to previous studies
[47], [48]. The implementation of the RST method is described
in detail in a previous study [49]. The main temporal and spatial
characteristics of the OLR anomalies can be described as follows
(see Fig. 9).

1) From November 30 to December 2, the thermal in-
frared anomaly was located northeast of the epicenter
and showed the characteristics of increasing enhancement
degree and expanding area of the enhancement zone.

2) From December 3 to 4, the thermal infrared anomaly
developed along the fracture zone to the southwest of the
epicenter.
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Fig. 5. Bar graph illustrating the (a) coefficient of determination R2, (b) MAE, (c) RMSE, and (d) correlation coefficient (ρ) between the measured and predicted
TEC estimated based on the ED-LSTME, DNN, RF, SVM, DT, and ARIMA models.

3) The period from December 5 to 7 was important for
seismic thermal infrared abnormal development, in that,
the total area of the isolated anomaly increased sharply
and the temperature increased along the fault zone from
west to east toward the epicenter, whereas the area and
intensity of the anomaly reached its peak on December 7,
one day before the earthquake.

4) On December 8, the day of the earthquake, the infrared
anomaly faded briefly and the directionality was not ob-
vious. Over the subsequent two days, there was a rapid
weakening of the thermal infrared anomaly. Since OLR

data are not affected by space weather, the anomalies
detected based on OLR data can be considered to be caused
by earthquakes.

In previous studies, pre-earthquake TEC anomalies have
tended to appear earlier and have a larger impact range; there-
fore, to further compare the IQR and ED-LSTME methods,
data from a longer period of time were selected for process-
ing and analysis. For this purpose, we used TEC data from
3 weeks before to 1 week after the earthquake (November
17 to December 4, 2016) from the five stations closest to the
epicenter (see Fig. 10). By visual inspection, it is clear that
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Fig. 6. Anomaly detection of ionospheric TEC variations using the Dst and Kp indices over the five GNSS stations from 8 days before to 3 days after the Xinjiang
Ms 6.2 earthquake using the ED-LSTME model.
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Fig. 7. Anomaly detection of ionospheric TEC variation using the Dst and Kp indices at the five GNSS stations from 8 days before to 3 days after the Xinjiang
Ms 6.2 earthquake using the IQR model.

most of the anomalous TEC values occurred around the day
of the earthquake, especially between 7 days before and 2 days
after.

Fig. 11 illustrates variations in the Dst and Kp geomagnetic
indices from November 17 to December 4, 2016. Anomalous Dst
values can be observed 13–14 days before and 1–2 days after
the earthquake, indicating high geomagnetic activity. The Dst
values exceeded the LB value (i.e., −30 nT) at 13:00 on the 14th
day before the earthquake, then gradually decreased, reaching
a minimum at ∼6:00 on the 13th day before the earthquake.

In addition, anomalous values of Dst can be seen 1–2 days
after the earthquake. The Kp geomagnetic index in Fig. 11
shows that strong geomagnetic activity (Kp greater than 3.0)
occurred 13–16 days before the earthquake and 1–3 days after
the earthquake. The Kp values exceeded 4.0 on the 16th day
before the earthquake and increased to a maximum value of 5.3
on the 13th before the earthquake. The high Kp values between
13:00 and 15:00 on the 2nd day before the earthquake and on
the day of the earthquake can be interpreted to indicate high
geomagnetic activity. It can be concluded that such anomalous
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Fig. 8. Confutation analysis for the period excluding earthquakes in 2016 using ED-LSTME.
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Fig. 9. Daily OLR variation curves from 8 days before to 3 days after the Xinjiang Ms 6.2 earthquake using the RST method. Black stars denote the epicenter,
red lines indicate the main active faults, and gray lines denote tectonic plate boundaries.

variations in Kp and Dst may be able to conceal pre-earthquake
and postearthquake ionospheric anomalies.

The differences between the actual observed values and pre-
dicted value limits (denoted as the “difference in TEC” or DTEC)
were extracted separately. Fig. 10 shows variations in DTEC
from November 17 to December 4, 2016.

Obvious TEC anomalies occurred from 7 days before the
earthquake to 2 days after the earthquake, and the anomaly
reached its maximum peak value 1 day before the earthquake.
In this study, three conditions (|DTEC| > 0.0, Kp < 3.0, and
Dst > −30 nt) were used to distinguish between earthquake
anomalies and space weather-related anomalies. After excluding
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Fig. 10. Comparison of detected TEC anomalies using (a) the ED-LSTME model and (b) the IQR model at five GNSS stations. The X-axis represents days
relative to the earthquake day and the Y-axis represents the universal time coordinate (UTC). The epicenter is marked by a black star.

high geomagnetic activity, the synchronization anomalies of the
five stations from 8 to 4 days before the earthquake, and on 1 day
before the earthquake, could be regarded as having been caused
by the earthquake. The characteristics of the anomalies are as
follows: negative anomalies appeared first, then became positive
and reached their maximum values 1 day before the earthquake.
Anomalies mostly appeared from afternoon to nighttime (15:00–
24:00). It can be seen in Fig. 10(a) that certain detected anoma-
lies were masked by high geomagnetic activity. It can be seen
in Fig. 10(b) that the IQR method could clearly identify TEC
anomalies from 21 days before to 7 days after the earthquake.
Relative to Fig. 10(a), the number and intensity of anomalies are
substantially reduced; the remaining anomalies appear only on
the 4th and 3rd days before the earthquake, whereas the intensity

of the anomalies is low and they do not appear at all stations.
This confirms our previous conclusion that the IQR method is
more sensitive to greater geomagnetic activity and may miss
anomalies caused by earthquakes of modest magnitudes.

To summarize, combining the effects of geomagnetic activity
and infrared anomalies around the time of the earthquake, the
highest deviations from the normal state occurred within 4–8
days and 1 day before the earthquake.

C. Discussion

Our results show that deep learning models (ED-LSTME and
DNN models) have better time-series prediction capabilities
than other models [50]. This can be explained in that, for
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Fig. 11. Variations in the Dst and Kp geomagnetic and solar indices from November 17 to December 15, 2016.

traditional models, the performance of learning algorithms often
relies on expert knowledge, whereas for deep learning models,
more complex neural networks are used to learn high-level
features of the data, without the need for expert feature clas-
sification. Although the results confirm that the ED-LSTME
model can be used for short-term predictions, future research
should focus more on the estimation of medium- and long-term
TEC. In addition, storm time ionosphere predictions are usually
associated with seasonal variations [51], which open up a new
direction for subsequent research.

The comparison of earthquake TEC anomaly detection results
shows that there are relatively large differences in detection
based on the IQR method; in particular, the number of days
with anomalies is significantly less than that detected by the
ED-LSTME method, the detected anomalies are not sensitive
to seismic activity, and there is no clear pattern of positive and
negative anomalies. This may be related to the shortcomings
of the IQR method, that is, the accuracy of the reference back-
ground value is low and the error limits are not reasonable, which
is also the reason for the inconsistent results of the preseismic
ionospheric disturbance anomalies studied by this method.

When geomagnetic activity is high during the days close to
an earthquake, the observed ionospheric disturbances cannot be
explained independently of solar-terrestrial events. However, in
this study, only pre-earthquake TEC anomalies during geomag-
netically relatively quiet periods were considered.

IV. CONCLUSION

We have proposed a new GNSS TEC-based detection model
for earthquake ionospheric perturbation using a deep learning
framework, the ED-LSTME model, and compared our approach
with other traditional time-series prediction models for seis-
mic TEC anomalies. Results show that the performance of the
ED-LSTME model for predicting time-series TEC is signifi-
cantly better than that of other traditional time-series prediction

methods. In addition, to address the shortcomings of traditional
seismic anomaly detection methods (e.g., the IQR method) in
determining the upper and lower limits of anomalies, a more
reasonable limit determination strategy was applied by using
high-accuracy prediction values and reasonable upper and lower
limits to achieve reasonable TEC anomaly detection. Finally, we
analyzed pre-earthquake ionospheric TEC disturbance of the
2016 Xinjiang Ms 6.2 earthquake using the ED-LSTME model
and drew the following conclusions.

1) On comparing the ED-LSTME model with five other
benchmarking predictors on an independent test set, the
proposed model achieved the best performance (R2 =
0.9105 and RMSE = 2.6759), and demonstrated a 20%
improvement in R2 and 39.1% improvement in the RMSE
over the ARIMA model. Overall, the proposed model
achieved significant improvement in predicting TEC time
series data.

2) Obvious ionospheric anomalies were detected 4–8 days
and 1 day before the Xinjiang Ms 6.2 earthquake; these
anomalies were not affected by external space weather
such as solar or geomagnetic activity. The analysis of
the spatial and temporal anomaly evolution of infrared
OLR before and after the Xinjiang Ms 6.2 earthquake also
confirms that these anomalies were caused by the earth-
quake. Therefore, it was shown that the pre-earthquake
ionospheric anomalous disturbances were caused, to some
extent, by the earthquake itself, suggesting that the use of
pre-earthquake ionospheric disturbances may be a means
of achieving short-term earthquake prediction.

3) The earliest ionospheric anomaly occurred 8 days before
the Xinjiang Ms 6.2 earthquake; this anomaly continued
until the earthquake occurred. Among other anomalies, the
negative anomalies were mainly concentrated in the sev-
eral days before the earthquake and occurred much earlier
before the time of the earthquake, whereas the positive
anomalies occurred closer to the time of the earthquake.
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Moreover, the intensity of anomalies increased as the time
of the earthquake approached.

Owing to it is the first case of detecting earthquake anomalies
using the deep learning model ED-LSTME presented in this
article, these findings require further investigation. In addition,
owing to the complexity of earthquake mechanisms and the
unclear physical mechanism of preseismic ionospheric distur-
bances, the use of ionospheric disturbances to predict short-term
and imminent earthquakes needs further research. However, if
verified, the results of this study can provide an important ref-
erence for more accurate predictions of earthquake occurrence.
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