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RoadSeg-CD: A Network With Connectivity Array
and Direction Map for Road Extraction
From SAR Images

Fei Gao", Jun Tu

Abstract—Road extraction from synthetic aperture radar (SAR)
images has attracted much attention in the field of remote sensing
image processing. General road extraction algorithms, affected by
shadows of buildings and trees, are prone to producing fragmented
road segments. To improve the accuracy and completeness of
road extraction, we propose a neural network-based algorithm,
which takes the connectivity and direction features of roads into
consideration, named RoadSeg-CD. It consists of two branches:
one is the main branch for road segmentation; the other is the
auxiliary branch for learning road directions. In the main branch,
a connectivity array is designed to utilize local contextual infor-
mation and construct a connectivity loss based on the predicted
probabilities of neighboring pixels. In the auxiliary branch, we
proposed a novel road direction map, which is used for learning the
directions of roads. The two branches are connected by specific fea-
ture fusion process, and the output from the main branch is taken
as the road extraction result. Experiments on real radar images
are implemented to validate the effectiveness of our method. The
experimental results demonstrate that our method can obtain more
continuous and more complete roads than several state-of-the-art
road extraction algorithms.

Index Terms—Connectivity array, direction map, neural
network, road extraction, synthetic aperture radar (SAR).

I. INTRODUCTION

OADS are valuable transportation facilities. Real-time
access to road network information is essential for many
practical applications, such as traffic management and map
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update. Synthetic aperture radar (SAR) has become an important
tool for obtaining road network information, because it can
achieve the imaging of the earth’s surface in all-weather and
all-time [1]-[3]. Therefore, in the field of remote sensing, it
has attracted considerable attention on how to accurately and
automatically extract roads from SAR images in recent years.

In early research works, people mainly focused on the linear
features of road edges or other man-made features. The extrac-
tion methods can be divided into pixel-based and object-based
methods. In pixel-based methods, road features are extracted
at the pixel level. Typical pixel-based methods are the edge
analysis methods, where road extraction process generally con-
sists of three steps. First, edge detectors are used to extract
the pixels from road edges, such as ratio of averages (ROA)
operator [4], [5], Duda operator [6], etc. Second, the high
gradient pixels are connected to generate road segments based
on Hough transform [7], [8], Radon transform [9], [10], etc.
Finally, these segments are globally connected to form a com-
plete road network. The global connection is usually the most
critical step, where there are many algorithms such as Markov
random field (MRF) model [11], [12], genetic algorithm [13],
perceptual grouping [14], etc. However, the performance is
limited by the background complexity in SAR images because
of the speckle noise and the excessive dependence on the road
edges. Meanwhile, the object-based methods are focused on the
ribbon-like structures of roads. In these methods, adjacent pixels
with similar features are merged into objects [15]. For example,
fuzzy clustering algorithms were used for road area segmenta-
tion in [16]. Grinias et al. [17] utilized a MRF-based algorithm
to achieve segmented regions and classified these regions by a
random forest algorithm to detect roads. Superpixel-based meth-
ods can also achieve merged regions [18]. In [19], an entropy
rate superpixel algorithm was used to segment the image into
small homogeneous regions. Then multiple features including
intensity and texture of superpixels were extracted, and the
superpixels with similar features were merged into large objects
based on graph model. To classify these objects into different
types, Gaussian mixture model was applied to cluster objects
and extract the road layer finally. Nevertheless, when using these
traditional methods with artificially extracted features, it is not
only difficult to give appropriate parameters related to manually
designed road features, but also requires enormous calculations.
Consequently, the accuracy of the traditional methods is limited,
and it is difficult to guarantee the real-time performance.
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Recently, with the development of deep learning technology,
deep convolutional neural network (DCNN)-based algorithms
are widely applied in image classification and segmentation
tasks [20]-[23]. In terms of semantic segmentation, it is partic-
ularly common to apply the fully convolution network (FCN)-
based algorithms [24], such as U-Net [25], SegNet [26], and
LinkNet [27]. For instance, in SegNet, a symmetric encoder—
decoder structure is constructed, and the upsampling process
in the decoding layer is simplified by the max-unpooling layer.
In LinkNet, channel reduction is introduced to reduce the pa-
rameters in the decoder. Since the road extraction task can be
regarded as segmenting roads from surrounding background,
the above mentioned networks are widely used to extract roads
from remote sensing images. For example, Li et al. [28] resplit
the various layers of U-Net and build an ensemble learning
model to extract roads from satellite images. Zhang et al. [29]
introduced the residual block based on U-Net to form ResUnet
for road extraction tasks. ResUnet promotes the dissemination of
information in the network by skip connections, which is in favor
of the extraction of road features. In [30], a cascaded convolu-
tional neural network is built based on FCN and deconvolution
layer to perform road extraction and road centerline extraction
simultaneously. Based on LinkNet, Zhou et al. [31] introduced
dilated convolution layers to form D-LinkNet. Because the
additional dilated convolution can enlarge the receptive field
without decreasing the resolution of feature maps, the continuity
of the road extracted by this network is improved. In addition
to using a single road segmentation network, Batra er al. [32]
designed a road direction branch based on the vector data of
road centerlines to form a double branch network to improve
the road extraction performance. However, it assumes that all
roads are of the same widths when constructing the direction
maps, thus it is not suitable for extracting diverse kinds of roads
in the large-scene SAR images. Ding et al. [33] also intro-
duced road direction supervision, but only four main directions
are considered and the network performance is limited. Zhou
et al. [34] proposed a method that focus on the boundary quality
but not on regional accuracy, and designed a spatial context
module to obtain complete roads. Similar to the function of the
spatial context module, a dense dilated spatial pyramid pooling
module is designed by Abdollahi et al. [35] to produce more
scale features over a broader range. Chen et al. [36] used an
atrous spatial pyramid pooling module to aggregate contextual
information in DeepLabv3+. However, these spatial modules
enlarge the receptive field, which introduces some invalid con-
text information and lead to errors in the extracted slender
roads. Tao et al. [37] designed a spatial information inference
structure with the three-dimensional convolution to capture the
local topology of narrow roads and enhance the completeness
of extracted roads.

Compared with traditional methods, the above mentioned
deep learning technologies for road extraction can automatically
extract more hierarchical features of roads from SAR images
and ensure higher efficiency. Abdollahi et al. [38] presented a
review of deep learning approaches applied to road extraction
from remote sensing images and emphasized the considerable
efficiency. Henry et al. [39] applied three FCN-based algorithms
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for road extraction in SAR images and demonstrated the
potential of deep learning techniques. Nevertheless, there are
still certain challenges in applying deep learning technology
on road extraction, and the main difficulties are as follows.
First, the widths of roads in various areas are not the same. It is
necessary to extract road features on multiple scales. Second,
compared to the surrounding environment and common objects,
roads are generally slender. It is difficult to design a network
architecture to take advantage of the linear feature. Third, since
the roads in SAR images are easily occluded by the shadows
of surrounding buildings and other obstacles, there is a lack of
guarantee on the continuity of roads extracted by ordinary neural
networks. Therefore, it is worthy of further research to extract
more complete roads with fewer fractures from SAR images.

In view of the above challenges, to improve the continuity of
road extraction results, a novel neural network-based algorithm
with connectivity array and direction map for road extraction
from SAR images is proposed in this article, namely RoadSeg-
CD. First, based on the predicted probabilities of neighboring
pixels, a connectivity array is designed to construct connectivity
loss. Next, the connectivity loss and cross-entropy loss are
integrated in the main branch of the network for supervision.
For the main branch, the SAR images are used as input and
the road networks are the output. In the meantime, the auxiliary
branch is constructed to learn road directions. For the auxiliary
branch, the local directions of SAR images are taken as input and
the road direction maps are the output. Last, the two branches
are connected by a specifically designed feature fusion process
and shared encoder. The main branch output is adopted as the
final road extraction result. The main contributions of this article
are summarized as follows.

1) A connectivity array is designed to construct a new mul-
tiscale connectivity loss. This loss focuses on the con-
nections between pixels at multiple scales because of
various road widths. After introducing the loss into the
network, the extraction of local contextual information
can be enhanced.

2) In order to learn road directions to enhance the road
extraction performance, we have designed a novel road
direction map. It refines the road network topology based
on tortuous roads with complex structure. As for linear tar-
gets like roads, the learning of directions can substantially
deepen the use of linear features to improve the extraction
accuracy.

3) A dual-branch network with dual inputs and dual outputs
is proposed. By well-designed information sharing, the
auxiliary branch is able to improve the road extraction
performance of the main branch.

The rest of this article is organized as follows. Section II
illustrates the proposed RoadSeg-CD network in detail. In Sec-
tion III, our method is evaluated on real SAR images. Finally,
Section IV concludes this article.

II. METHODOLOGY

This section details the proposed road extraction method.
First, the specific structure of RoadSeg-CD network is
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Fig. 1.

Structure of the proposed RoadSeg-CD network. It consists of two branches with similar structures. The main branch takes the road network as output to

learn the main road features including topological information. The auxiliary branch takes the road direction map as output to learn the road directions and improve

the feature extraction performance in the main branch.

introduced. Second, the calculation process of the connectivity
loss in the main branch and the direction map in the auxiliary
branch are, respectively, described. Finally, we will explain the
overall loss of this network.

A. Network Architecture

Road directions can help network learn the geometric features
of the linear targets like roads. To learn road directions, a network
branch that takes road directions as the output is indispensable.
Thus, we construct a dual-branch network RoadSeg-CD, whose
structure is shown in Fig. 1. On one side, the main branch is aroad
extraction network based on segmentation, which takes SAR
images as input and road network as output. This branch is re-
sponsible for learning the main road features such as topological
relationship, texture, context, etc. On the other side, the auxiliary
branch learns the road directions. Similar to [32], the auxiliary
branch takes road direction maps as the output, where each
pixel represents the direction of corresponding road segment.
However, the direction branch in [32] takes SAR images as input,
which is lack of pertinence to the directions. Our network takes
the local direction maps of SAR images as the input, where each
pixel value represents a direction, which is perpendicular to the
gradient direction. At the road edges, most of local directions
are relatively close to the directions of corresponding road
segments. These similar local directions are obviously clustered
in space because of the linear features of slender roads. Thus,
the auxiliary branch can learn the linear features of roads. On the
whole, by means of the feature fusion process and shared encoder
between the two branches, the auxiliary branch can fine-tune

the learning process of the main branch during training, thereby
improving the road extraction performance.

In order to facilitate the feature fusion between two branches,
similar structures are applied for these two branches. First of all,
in terms of encoders, both branches adopt the lightweight and
high-performance ResNet as the feature extraction backbone.
ResNetis widely applied in road extraction networks as it has the
advantage of balancing performance and the complexity of the
model by controlling the depth of the network [31]-[34], [40].
To connect the two branches, the parameters of both encoders
are shared with each other. Thus, the parameters in the main
branch can be influenced by the training of the auxiliary branch.
Second, a dilation module is inserted between the encoder and
decoder for each branch. The dilation module is composed of
four dilated convolutional layers, in which the dilation rates are
different so that they have diverse receptive fields [31]. Next,
we apply the same decoder as in LinkNet to decode the features.
The decoder uses 1 x 1 convolution for channel reduction to
decrease the training parameters, so as to constrain the model
complexity to alleviate overfitting on a small dataset of SAR
images. Since the outputs of two branches are different, the
decoder parameters are not shared. Finally, both branches use
the sigmoid layers to normalize the outputs. For the main branch,
the outputs represent the predicted probabilities of being road of
all pixels. For the auxiliary branch, the output data are mapped to
the full angle range to represent road direction maps. In addition,
for the connection of two branches, the decoder of the auxiliary
branch is fused with the multiscale features from the encoder of
the main branch. Different from the addition operation between
feature maps of the encoder and decoder within each branch, the
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Fig. 2. Illustration of the calculation process of the connectivity array. The
boundary of the original prediction probability matrix is padded with ones. The
adjacent probabilities are multiplied to obtain a component of the connectivity
array. For example, the top-left component of the connectivity array indicates
the connectivity strength between each pixel in the road prediction result and its
top left neighbor.

concatenation operation is adopted in the feature fusion between
two branches because the extracted features of two branches are
quite different. Due to the feature fusion and the shared encoder,
during the back propagation of the auxiliary branch training, the
learning of the encoder parameters in the main branch can be
fine-tuned by the auxiliary branch to improve the road extraction
performance during joint training.

B. Connectivity

In addition to semantic segmentation, road extraction can also
be viewed as a problem of finding connected regions. Thus,
from the perspective of connected regions, a connectivity loss
is introduced in the main branch to strengthen the learning of
local contextual information. Similar to the method of designing
connectivity loss in [41], a connectivity array is constructed
in this article. However, the connectivity array in [41] is only
composed of 0 and 1, so that the connectivity loss is too rough
to accurately reflect the difference in connectivity between the
extraction result and the ground truth (GT). Therefore, a new
type of connectivity array is designed in this article. The array is
calculated according to the predicted probabilities of being road
of neighboring pixels. In addition, a connectivity array is divided
into eight components based on eight-neighbor connectivity.
Fig. 2 illustrates how a component of the connectivity array
is calculated using a small example.

In Fig. 2, the numbers in the matrix on the left of the element-
wise product operator represent the predicted probabilities of
being road. In other word, these numbers are the output of the
main branch. First, the boundary of each output probability map
is padded with ones, which represent roads. This operation is
called “one-padding,” which can ensure the continuity of the
road at the edge of the slice. Then, the product of a pair of
neighboring pixels is defined as a component of connectivity.
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Finally, the normalized sum of all components is called the con-
nectivity between the pixel and its neighbor. The entire matrix,
which contains all connectivity values is called the connectivity
array, which is calculated by

1 1 1

Cla,y) = 3 > > Pla+iy+4)Px,y), i+ 52 #0
i=—1j=—1
(1)

where P(x,y) is the predicted probability of being road of pixel
(z,y). For the GT, the probabilities only contain binary values
0 and 1. When a pixel and its neighbors are both labeled as
road, the connectivity is the maximum value 1. When a pixel
is an isolated point, the connectivity is the minimum value 0.
For all background pixels in GT, the connectivity calculated by
(1) is zero, which reduces the influence of noises in the learning
process.

Considering the diversity of road widths in SAR images,
the connectivity under different receptive fields should not be
neglected. Therefore, the connectivity loss is calculated based
on the connectivity arrays in multiple scales, as shown in Fig. 3.

First of all, the output of the main branch of RoadSeg-CD
and the corresponding GT are both down-sampled by maximum
pooling in multiple scales, and then the connectivity arrays are
calculated by (1). Next, the MAEs of the connectivity arrays
in different scales are taken as the connectivity loss in the
corresponding scale. Finally, the weighted sum of all MAE:s is
the entire connectivity loss. The connectivity loss is specifically
defined as

k 1 ol k k
‘Cconn = NiIc Z |01 (T) - 01 (P)|
i=1

1—a m—1
‘CCOHH = m Z ak‘cfonn
k=0

where T is the GT of roads and P is the output of the main
branch. k identifies the scale. The receptive field is smaller with
a small value of k, when calculating the corresponding loss. C'¥
is the 74, value of the connectivity array at the ky, scale. N
is the number of elements in the connectivity array at the kyy,
scale. £E is the connectivity loss at the kyy, scale. Leonn is
the entire connectivity loss. m is the number of scales. « is a
weight parameter with the range of 0 < av < 1. It represents the
influence of the connectivity loss at a scale with a larger k& on
the entire connectivity loss. The value of the entire connectivity
loss reaches the maximum 1, if and only if the connectivity loss
at each scale equals the maximum 1. Therefore, the connectivity
loss defined by (2) is a normalized loss.

C. Direction Learning

The direction learning task is performed by the auxiliary
branch of RoadSeg-CD. The inputs are the local directions,
which are calculated by

Go(a,b) = 10g<1(“+17b)+1(a+17b+1)>

I(a,b) + I(a,b+1)
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first. Then the weighted sum of MAESs is the connectivity loss.

Gy(a,b) = log (I(a,b+1) +I(a+1,b+ 1))

I(a,b) + I(a+1,b)

G¢(a,b) = arctan (Cm>
where [ is the gray value of the input SAR images. G.(a,b)
and Gy(a,b) denote the horizontal and vertical gradients of
the pixel (a,b), respectively. G¢(a,b) is the local direction.
The method for calculating local directions was proposed by
Liu et al. [42] when researching the extraction of linear targets
in SAR images. As the SAR images are affected by inherent
multiplicative speckle noise, the calculation of each value in
(2) is realized by the ratio-based method. At the same time,
to distinguish the positive and negative of local directions, the
logarithmic function is introduced.

The output of the auxiliary branch is the road direction map.
Regarding the acquisition of the GT of the direction map, a
method relying on road vector data is given in [32]. It assigns the
direction of road centerline to neighboring pixels lying within
a fixed distance. However, this method not only requires the
assumption that the widths of all parts of roads are the same,
but also has difficulty obtaining orderly directions near the road
intersections. Therefore, a new algorithm for calculating of the
road direction map is designed based on the GT of roads. The
overall process is shown in Fig. 4.

The overall calculation process of road direction map con-
sists of three steps. First, the road skeletons are obtained by
skeletonizing the road GT. Second, the road skeletons are ap-
proximated with a series of line strings by the Ramer—-Douglas—
Peucker (RDP) algorithm, which is a classical and effective
algorithm for the polygonal approximation of plane curves

Connectivity Array
(Ground Truth)

Connectivity Loss

e

Calculation method of the connectivity loss. The mean absolute error (MAE) of the connectivity arrays of the output and GT in multiple scales is calculated

Skeleton

Line String

Direction Map

Fig. 4. Calculation process of road direction map. The process starts from the
road GT, and the results of each stage are road skeleton, road line strings, and
road direction map, respectively. In the direction map, various colors visually
distinguish adjacent road line strings with different directions.

[43], [44]. Finally, to obtain the direction map, the direction
of each line string is computed and assigned to the road pixels
according to the distances to the line string. By approximating
the road directions as the directions of numerous line strings con-
nected end to end, the proposed method can not only accurately
reflect the road directions on large receptive field, but also ensure
the continuity of the road directions. The skeletonization in the
first step is a classical morphological operation, which reduces
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Line String

C

Fig. 5. Example of computing the road direction map. The purple solid lines
are the road line strings. The gray area is the road. The direction value of each
point in the road area is assigned based on the nearest line string. Different colors
are used to distinguish different directions in the road direction map.

roads to one-pixel-wide representations. Because the process
of skeletonization is relatively simple, and the RDP algorithm
is well-known. The following mainly introduces the final step.
The road direction map can be calculated as shown in Fig. 5.

Fig. 5 shows a typical “Y”-shaped intersection. To be specific,
first, for a point P located in the road area, the distances between
it and the nearby line strings are calculated. If the distance
between P and the line string I is the shortest, the direction of
I is taken as the direction at point P. Finally, after traversing all
points in the road area, this area is divided into three areas with
different directions to obtain a road direction map. The algorithm
not only effectively avoids the confusion of the directions at the
road intersection, but also makes the effective area of direction
map exactly the same as the road area.

D. Loss Function

The proposed RoadSeg-CD contains three different supervi-
sions: segmentation supervision, connectivity supervision, and
direction supervision. Thus, a hybrid loss is calculated on these
supervisions and defined as

L =wn Acseg + waLeonn + W3 Lairect (2)

where L, Lconn, and Lgireer are the segmentation loss, the
connectivity loss, and the direction loss, respectively. The first
two are the losses of the main branch of RoadSeg-CD. The last
one is the loss of the auxiliary branch. w1, ws, and ws are three
weight parameters for different losses.

1) Segmentation Loss: In the main branch, the road segmen-
tation results are probability maps, while the GT of roads are
binary. Therefore, the common binary cross entropy loss is used
as a measure of the difference between predictions and targets,
calculated by

N
Lieg = — Z [tilogp; + (1 —t;) log(1 — p;)] 3)
=1

7

where t; € {0,1} is the target value of the i, pixel in SAR
images. p; is the predicted probability of being road of this pixel.
N is the total number of pixels in SAR images [45].

2) Connectivity Loss: This loss is part of the main branch
together with the segmentation loss. It has been discussed in
Section II-B and is calculated by (2).

3997

3) Direction Loss: As shown in Fig. 1, the output of the
auxiliary branch is the road direction map. The direction range
is [0, 7). Due to the continuity of directions, the prediction of
road directions is actually a regression problem rather than a
classification problem. Therefore, we build the direction loss
based on the commonly used L; loss. The direction loss is
defined as

1 s

»Cdlrect - N7- ; D'Lff (Al (T)7 AZ (P)) (4)
where A;(T) and A;(P) are the road direction GT and the output
direction on the 7,j, pixel, respectively. [V,. is the number of pixels
in roads. To avoid the influence of noises in nonroad areas when
learning of directional linear features, pixels in nonroad areas are
not considered in (4). Dif f(-,-) is the included angle between
the two directions. Since the included angle should not be greater
than 7/2, it is calculated by

(&)

It should be noted that this is not exactly the same as the
conventional L; loss. Instead of a simple numerical difference,
the included angle between the lines with two directions is
regarded as the difference.

Diff(z,y) = min (| —y|, 7 — |z — y|) .

III. EXPERIMENTS

In this section, a series of related experiments and analyses
are shown in four parts. The first part introduces the dataset used
in the experiments. In the second part, the specific details of
experiments are given. The evaluation metrics are elaborated in
the third part. The specific experimental results and analyses are
in the fourth and fifth parts. The last part discusses the influence
of parameters on the experiments.

A. Dataset

The dataset used in our experiments is the SAR images taken
from Zhanjiang and Shantou in Guangdong Province, China.
The resolutions of SAR images in Zhanjiang dataset and Shantou
dataset are 3 and 1.5 m, respectively. The polarization mode
of these images is VV. In view of the difficulty of extracting
roads from urban areas when the resolution is not high enough,
we conduct experiments in the nonurban areas of Zhanjiang
dataset and the urban areas of Shantou dataset. And then we
can explore the performance and sensitivity of our methods in
different topographic areas. Several roads in different typical
scenes are shown in Fig. 6. As shown in Fig. 6(a) and (b),
the rural and suburban roads belong to the nonurban areas in
Zhanjiang dataset. As shown in Fig. 6(c), the urban roads are
from the Shantou dataset. Zhanjiang dataset contains 144 images
with a size of 512 x 512 pixels. Among them, 109 images are
selected as the training set, and 35 images are used for testing.
Shantou dataset contains 125 images with a size of 512 x 512
pixels. Among them, 105 images are selected as the training
set, and 20 images are used for testing. All GT of roads are
manually annotated according to Google Maps. Considering the
distinguish ability of roads in SAR images and the feasibility of
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Fig. 6. Example of dataset used in this article. (a) rural road, (b) suburban
road, and (c) urban road. The top row shows the SAR images. The middle row
shows the corresponding GT of roads. The bottom row shows the optical images
from Google Earth.

all experiments, the quite narrow roads like dirt paths are not
annotated. We focus on the extraction of major roads in SAR
images. In different areas, the widths of roads vary greatly as
shown in Fig. 6. In addition, there are complex backgrounds
and shadows occluding roads in many areas. Therefore, it is
quite challenging to perform road extraction on these datasets.

B. Implementation Details

In terms of the data processing, for deep learning network,
the original small number of SAR images is likely to cause
overfitting of the network. Therefore, data augmentation is used
to increase the number of training images. The augmentation
includes six operations: horizontal flip, vertical flip, 90° rotation,
180° rotation, 270° rotation, and transposition.

In terms of the parameter setting of the network, the batch
size is 4. Refer to [31], the Adam optimizer is chosen. The
learning rate is initially set 0.0002, and divided by 5 whenever the
training loss does not decrease for three consecutive times [31].
Under the above training parameter settings, it takes about 120
epochs for our network to converge. In addition, the loss weights
wy, we, and ws in (2) are empirically set to 1, 10, and 10,
respectively. The segmentation loss is assigned with a lower
weight wl because its values are larger.

In terms of the experimental platform, all experiments in
this article are performed on a NVIDIA GeForce GTX 1070
GPU with 8 GB RAM. All networks are implemented using the
PyTorch library [46].

C. Evaluation Metrics

In the field of road extraction from SAR images, the following
three metrics are generally used to evaluate the performance of
methods: completeness (COM), correctness (COR), and quality
(Q) [47]. COM is the portion of matched road areas with respect
to the GT of roads. COR is the portion of matched road areas in
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the extracted roads. () is a comprehensive index reflecting both
COM and COR. Specifically, the three metrics are defined as

TP
COM = 757N
TP
COR = TP+ FP
0= TP
" TP + FP +FN

where TP, FP, and FN denote the true positive, the false positive,
and the false negative, respectively. For each metric, the larger
the value is, the better performance of the method achieve.
Since the resolution of the dataset is 3 m, the width of roads
corresponds to a few pixels in SAR images. Under this harsh
condition, considering the noises of road edges, the accuracy of
manually labeling all road pixels is limited. Thus, a tolerance p
is usually set up when calculating road extraction metrics [48],
[49]. Specifically, if an area predicted as road are within p pixels
of a pixel labeled as road, the area is regarded as a matching road
area. In our experiments, the tolerance p is set to 3 as in [48].
In addition to the evaluation of the geometric quality of roads
using the above three metrics, the topological quality evaluation
is also important. To evaluate the topological correctness and
connectivity of roads, the average path length similarity (APLS)
is used in our experiments [50]. This metric captures the simi-
larity in shortest path distances between all pair of nodes in the
GT graph G and the estimated graph G’. APLS is defined as

1 . |L(a,b) — L(a,"V')]|
Nme{l, T(a,b) } (6)

p

APLS =1 —

where N, is the number of unique paths. L(a,b) is the length
of path between the nodes a and b. a’,0’ denote the nodes in
the estimated graph G’ nearest the location of nodes a, b in G,
respectively.

D. Ablation Study

To verity the effectiveness of the connectivity supervision and
the direction supervision in the proposed network, related abla-
tion experiments are designed in Zhanjiang dataset. According to
the different losses introduced in Section II-D, the network that
only contains the segmentation supervision in the main branch is
called RoadSeg, which uses only L, as the loss. The entire main
branch with a loss of L, + Lconn is denoted by RoadSeg-C.
The network which uses Ly + Lairect as the loss is represented
by RoadSeg-D. The network that contains all losses is called
RoadSeg-CD, which is the proposed network.

Part of the road extraction results of the ablation study are
shown in Fig. 7. The main differences between the different
results are marked with yellow circles. From the comparison
of Fig. 7(b) and (c), it can be observed that, with the addi-
tion of connectivity supervision, the continuity of extracted
roads of RoadSeg-C is better. As shown in Fig. 7(b) and (d),
RoadSeg-D achieves better performance with the additional
directional supervision. Especially for the long straight roads
with obvious directionality in suburban areas, the completeness
of extracted roads using RoadSeg-D is significantly improved
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TABLE I
EVALUATION METRICS OF ROAD EXTRACTION RESULTS IN ABLATION STUDY

Methods . Supervisior'ls - Metrics

Segmentation Connection Direction | COM(%) COR(%) Q(%) APLS(%)
RoadSeg v 86.51 85.63 68.44 63.37
RoadSeg-C 2, v, 89.45 86.60 70.18 68.00
RoadSeg-D 2V, v 87.74 86.41 69.41 66.03
RoadSeg-CD Y, V vV 89.95 87.07 70.71 69.65

[l True Negative [ | True Positive [Jli] False Positive [Jl| False Negative

Fig. 7. Comparison of the road extraction results in ablation study. (a) SAR
images, (b) RoadSeg, (c) RoadSeg-C, (d) RoadSeg-D, (e) RoadSeg-CD. White
denotes the correct extraction parts. Red denotes the false alarms. Blue denotes
the missed alarms.

compared with RoadSeg, as shown in the first image of Fig. 7(d).
Observing Fig. 7(e), it can be observed that the RoadSeg-CD,
which comprehensively considers connectivity supervision and
direction supervision achieves the best overall performance for
road extraction.

Table I quantitatively reports the performance of the ablation
experiments. The @) value of RoadSeg-C is 1.74% higher than
that of RoadSeg, while the () value of RoadSeg-D is 0.97%
higher than that of RoadSeg. In addition, the values of COM
and COR of RoadSeg-D are greater than that of RoadSeg-C. It
can be observed that the extraction performance of RoadSeg-C is
better than that of RoadSeg-D, which indicates that the proposed
connectivity supervision can bring more significant improve-
ment to the original network than the direction supervision. As
for the APLS, RoadSeg-C improves the RoadSeg by 4.63%,
which proves that the connectivity supervision improves the
topological quality of extracted roads. RoadSeg-CD is the best
network in all metrics, and the @ value of it is 2.27% higher
than that of RoadSeg. It shows that the ingeniously designed
dual-branch connection in RoadSeg-CD enables the auxiliary
direction branch to improve the road extraction performance of
the main branch.

E. Comparative Experiments

To compare the performance of road extraction, different
methods are evaluated on the test images. As an intuitive com-
parison, Fig. 8 qualitatively shows the road extraction results
with various methods. Roads in nonurban areas and urban areas
are shown separately. As shown in Fig. 8(b), the classic FCN
is the most inferior, and the extracted roads are jagged and
rough. This is mainly caused by the following two reasons:
1) In the architecture of FCN, the final extraction results are
obtained by up-sampling the feature map with low resolution,
which is relatively rough; 2) The spatial context information of
images are hardly considered by FCN. As shown in Fig. 8(c)
and (d), SegNet and LinkNet achieve better performance than
FCN. It is mainly because the symmetrical “U”-shaped structure
in these networks can map the extraction results from the low-
resolution feature maps, when utilize the detailed information
of the high-resolution feature maps as much as possible. In the
“U”-shaped networks, the multiscale feature maps obtained by
encoders are fused into the up-sampling results of decoders,
so that the multiscale spatial context information of roads is
utilized. Among the two types of “U”-shaped networks, the road
extraction performance of SegNet is as poor as that of FCN. As
shown in Fig. 8(d), the road extraction results of LinkNet are ob-
viously better than that of SegNet. In particular, as shown in the
extraction results of the second image, the number of road parts
extracted correctly are increased significantly. Moreover, the
channel reduction adopted in LinkNet makes the decoder have
fewer parameters, which is beneficial to the training with small
number of SAR images and reduces the possibility of overfitting.
However, there are still many fragments in the road extraction
results of LinkNet, due to the shadows and the winding of some
roads. As shown in Fig. 8(e), for the ResUnet, residual units are
introduced in the decoders, so the learning ability of the network
is improved. As shown in Fig. 8(f) and (g), DeepLabv3+ and
D-LinkNet can obtain more complete roads, which are similar
to the results of ResUnet. The atrous spatial pyramid pooling
module in DeepLabv3+ and the dilated convolutional block
in D-LinkNet are able to aggregate contextual information in
SAR images, so as to improve the completeness of extracted
roads. Nevertheless, there are still some gaps in the results of
the DeepLabv3+ and D-LinkNet. These gaps are especially
obvious in urban areas. As shown in Fig. 8(h), compared to
other comparison methods, the proposed network RoadSeg-CD
shows two major advantages: 1) It can extract more continuous
and complete roads; 2) It can obtain fewer false alarms. This is
because the connectivity supervision and direction supervision
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Comparison of the road extraction results obtained by different methods. (a) SAR images, (b) FCN, (c) SegNet, (d) LinkNet, (e) ResUnet, (f) DeepLabv3+,

(g) D-LinkNet, (h) RoadSeg-CD. White denotes the correct extraction parts. Red denotes the false alarms. Blue denotes the missed alarms. The first three rows are
from the non-urban areas of Zhanjiang dataset. The last three rows are from the urban areas of Shantou dataset.

TABLE II
EVALUATION METRICS OF ROAD EXTRACTION RESULTS OF DIFFERENT
METHODS IN ZHANJIANG DATASET

Metrics(%) Time
Methods COM COR O  APLS | (ms)
FCN 7507 6931 51.70 4383 | 181
SegNet 7950 78.09 59.14 47.04 | 353
LinkNet 8331 8287 63.52 49.58 | 229
ResUnet 88.16 8521 68.50 64.66 | 234
DeepLabv3+ | 89.83 85.61 69.83 69.74 | 228
D-LinkNet | 88.05 8567 6845 61.05 | 343
RoadSeg-CD | 89.95 87.07 7071 69.65 | 622

introduced in RoadSeg-CD can enhance the continuity and
accuracy of the road extraction results.

Table II quantitatively reports the results obtained by differ-
ence methods in Zhanjiang dataset. The performance of FCN

and SegNet is relatively poor. For the two networks, the values
of COM and COR are both below 80%, and the () value is
below 60%. The poor performance makes it difficult for them to
provide effective services for the practical application about road
extraction. The results of many missed roads in Fig. 8(b) and (c)
also prove the poor performance. The performance of LinkNet
is generally better compared with the above methods. However,
the APLS is below 50% like the previous two methods, and
there are still fracture problems as shown in Fig. 8(d). ResUnet,
DeepLabv3+ and D-LinkNet are three state-of-the-art methods,
whose values of COM and COR are above 85% and APLS
are above 60%. The performance of these networks still have
room for improvement. The proposed network RoadSeg-CD is
superior to the other six methods in all metrics except APLS.
The values of COM and COR have reached more than 87%,
indicating that it can not only extract most roads correctly, but
also has fewer false alarms. Its () value reaches 70.71%, which
proves that the proposed method is the best among the above
methods. Although the APLS of our method is 69.65% which
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TABLE III
EVALUATION METRICS OF ROAD EXTRACTION RESULTS OF DIFFERENT
METHODS IN SHANTOU DATASET

Metrics(%) Time
Methods COM COR O  APLS | (ms)
FCN 81.08 8137 6331 31.08 | 180
SegNet 76.66 7628 5691 2638 | 345
LinkNet 7588 77.64 56.84 2439 | 224
ResUnet 8322 8440 6622 40.16 | 232
DeepLabv3+ | 8426 8323 6644 39.89 | 222
D-LinkNet | 82.75 8393 6519 3276 | 344
RoadSeg-CD | 86.52 86.61 69.79 42.30 | 636

is 0.09% lower than the APLS of DeepLabv3+, the topological
quality of roads extracted by our method is admirable.

Table III quantitatively reports the results obtained by dif-
ference methods in Shantou dataset. There are urban roads in
the dataset. Although the road extraction from urban areas are
difficult, the performance in Shantou dataset are not too worse
than that in Zhanjiang dataset because of the higher resolution.
In addition, for our method, the improvement of urban road
extraction is obviously higher than that of nonurban road extrac-
tion. For urban road extraction, the values of COM and COR of
RoadSeg-CD are above 86%, while these values of DeepLabv3+
and D-LinkNet are about 84%. As for the APLS, RoadSeg-CD
improves other methods by at least 2%. It is because the roads in
urban areas are straight and the road network topology is easier
to be refined to further improve the quality. It is worth noting that
the values of APLS in this dataset are generally low, indicating
that it is difficult to maintain good topological performance in
urban road extraction.

To discuss the computational cost of different methods, the
average road extraction time per image on the test setis also given
in Tables IT and I1I. It can be observed that RoadSeg-CD takes the
longest time. This is because that RoadSeg-CD consists of two
branches, which take the connectivity and direction features of
roads into consideration and slow down the test speed. However,
it is acceptable because the high computational loss brings a
substantial improvement in road extraction performance.

F. Parameter Setting

In addition to the training parameters of networks shown in
Section III-B, the experiments in this article also involve several
other important parameters. It is very necessary to explain the
relevant specific parameter settings. « is the key parameter in
the connectivity loss, as shown in (2). The connectivity loss
designed in this article is able to evaluate the road connectivity
from a multiscale perspective. a determines the influence of the
connectivity loss under the large receptive field on the entire
connectivity loss. Furthermore, it determines the influence of
the large fractures in extraction results on the entire connectivity
loss. Fig. 9 shows the () values of road extraction results under
different values of «. It can be observed that the performance is
poor when « is too large or too small. When « is too small, the
connectivity loss hardly considers the connectivity between the
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Fig. 10. Road extraction results under different values of . (a) a=0.1, (b)
a=0.5, (c) «=0.9. The continuity of extracted roads is best when « is 0.5.

road segments which are far apart from each other under the large
receptive field, so that the large gaps easily appear in the road
extraction results, as shown in Fig 10(a). When « is too large,
the connectivity between the nearby road segments has too little
influence on the overall connectivity loss, so that the extracted
roads are too fragmented, as shown in Fig. 10(c). Therefore,
« must be assigned a balanced value. In our experiments, the
specific « value is taken as 0.5. Fig. 10(b) shows the relatively
higher extraction performance under this value.

The parameter m is the total number of scales in the overall
connectivity loss in (2). The value of m is determined according
to the ratio of the image size to the road width. Since the size of
a single image in our datasetis 512 x 512 pixels and the average
width of roads is 8 pixels, the value of m is taken as log, % = 6.
In addition, all comparison methods use the default parameters
settings recommended by the origin papers.

IV. CONCLUSION

Aiming at the road extraction from SAR images, we propose
a novel DCNN-based algorithm with connectivity array and
direction map. For one thing, in order to utilize the road connec-
tivity information, a connectivity array is proposed to construct
a novel multiscale connectivity loss. For another, to exploit the
linear features of roads, a new kind of the road direction map
is designed to introduce the unique direction supervision of
linear targets. In addition, the dual-branch network is built by
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well-designed feature fusion process, so that the connectivity su-
pervision and the direction supervision can simultaneously bring
positive effects on road extraction. The experimental results on
the measured SAR images show that the proposed network can
not only extract more complete roads, but also obtain lower
false alarms compared with other comparison algorithms. Both
the values of completeness and correctness of our method reach
more than 86% in different topographic areas.

ACKNOWLEDGMENT

The SAR dataset used in the experiments are the courtesy of
Beijing Institute of Radio Measurement and Aerospace Infor-
mation Research Institute in Chinese Academy of Sciences, the
authors would like to thank them for their support.

(1]

(2]

(3]

[4]

[3]

[6]

(71

[8]
[91

[10]

[11]

[12]

[13]

[14]

[15]

[16]

REFERENCES

Q. Zhang et al., “A new road extraction method using sentinel-1 SAR
images based on the deep fully convolutional neural network,” Eur. J.
Remote Sens., vol. 52, no. 1, pp. 572-582, 2019.

F. Xiao, L. Tong, and S. Luo, “A method for road network extraction from
high-resolution SAR imagery using direction grouping and curve fitting,”
Remote Sens., vol. 11, no. 23, 2019, Art. no. 2733.

F. Gao, T. Huang, J. Sun, J. Wang, A. Hussain, and E. Yang, “A new
algorithm for SAR image target recognition based on an improved deep
convolutional neural network,” Cogn. Comput.,vol. 11,n0. 6, pp. 809-824,
2019.

R. Fjgrtoft, A. Lopes, P. Marthon, and E. Cubero-Castan, “An optimal
multiedge detector for SAR image segmentation,” /EEE Trans. Geosci.
Remote. Sens., vol. 36, no. 3, pp. 793-802, May 1998.

Y. Chen, Q. Yang, Y. Gu, and J. Yang, “Detection of roads in SAR
images using particle filter,” in Proc. IEEE Int. Conf. Image Process.,
2006, pp. 2337-2340.

F. Xiao, Y. Chen, L. Tong, L. He, L. Tan, and B. Wu, “Road detection
in high-resolution SAR images using duda and path operators,” in Proc.
IEEE Int. Geosci. Remote Sens. Symp., 2016, pp. 1266—1269.

C.Jia, K.Ji, Y. Jiang, and G. Kuang, “Road extraction from high-resolution
SAR imagery using hough transform,” in Proc. IEEE Int. Geosci. Remote
Sens. Symp., 2005, pp. 336-339.

W.Liu, Z. Zhang, S. Li, and D. Tao, “Road detection by using a generalized
hough transform,” Remote Sens., vol. 9, no. 6, 2017, Art. no. 590.

C. R. D. Silva, J. A. Silva Centeno, and M. J. Henriques, “Automatic
road extraction in rural areas, based on the radon transform using digital
images,” Can. J. Remote Sens., vol. 36, no. 6, pp. 737-749, 2010.

X. Li, S. Zhang, X. Pan, P. Dale, and R. Cropp, “Straight road edge
detection from high-resolution remote sensing images based on the ridgelet
transform with the revised parallel-beam radon transform,” Int. J. Remote
Sens., vol. 31, no. 19, pp. 5041-5059, 2010.

T. Perciano, F. Tupin, R. Hirata, and R. M. C. Junior, “A hierarchical
Markov random field for road network extraction and its application with
optical and SAR data,” in Proc. IEEE Int. Geosci. Remote Sens. Symp.,
2011, pp. 1159-1162.

F. Tupin, H. Maitre, J. Mangin, J. Nicolas, and E. Pechersky, “Detection
of linear features in SAR images: Application to road network extraction,”
IEEE Trans. Geosci. Remote Sens., vol. 36, no. 2, pp. 434-453, Mar. 1998.
Y. Guo, Z. Bai, Y. Li, and Y. Liu, “Genetic algorithm and region growing
based road detection in SAR images,” in Proc. IEEE 3rd Int. Conf. Natural
Comput., 2007, pp. 330-334.

P. Gamba, F. Dell’Acqua, and G. Lisini, “Improving urban road extrac-
tion in high-resolution images exploiting directional filtering, perceptual
grouping, and simple topological concepts,” IEEE Geosci. Remote Sens.
Lett., vol. 3, no. 3, pp. 387-391, Jul. 2006.

R. Lian, W. Wang, N. Mustafa, and L. Huang, “Road extraction methods in
high-resolution remote sensing images: A comprehensive review,” IEEE
J. Sel. Topics Appl. Earth Observ. Remote Sens., vol. 13, pp. 5489-5507,
Sep. 2020.

F. Dell’Acqua and P. Gamba, “Detection of urban structures in SAR
images by robust fuzzy clustering algorithms: The example of street track-
ing,” IEEE Trans. Geosci. Remote Sens., vol. 39, no. 10, pp. 2287-2297,
Oct. 2001.

[17]

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]

I. Grinias, C. Panagiotakis, and G. Tziritas, “MRF-based segmentation and
unsupervised classification for building and road detection in peri-urban
areas of high-resolution satellite images,” ISPRS J. Photogramm. Remote
Sens., vol. 122, pp. 145-166, 2016.

W. Zhang, D. Xiang, and Y. Su, “Fast multiscale superpixel segmentation
for SAR imagery,” IEEE Geosci. Remote Sens. Lett., vol. 19, pp. 1-5,
Sep. 2020.

J. Li, Q. Hu, and M. Ai, “Unsupervised road extraction via a gaussian
mixture model with object-based features,” Int. J. Remote Sens., vol. 39,
no. 8, pp. 2421-2440, 2018.

Z. Yue et al., “A novel semi-supervised convolutional neural network
method for synthetic aperture radar image recognition,” Cogn. Comput.,
vol. 13, no. 4, pp. 795-806, 2021.

F.Ma, F. Zhang, Q. Yin, D. Xiang, and Y. Zhou, “Fast SAR image segmen-
tation with deep task-specific superpixel sampling and soft graph convo-
lution,” IEEE Trans. Geosci. Remote Sens., vol. 60, pp. 1-16, Sep. 2021.
W. He, H. Song, Y. Yao, and X. Jia, “A multiscale method for road
network extraction from high-resolution SAR images based on directional
decomposition and regional quality evaluation,” Remote Sens., vol. 13,
no. 8, 2021, Art. no. 1476.

Y. He, F. Gao, J. Wang, A. Hussain, E. Yang, and H. Zhou, “Learning polar
encodings for arbitrary-oriented ship detection in SAR images,” IEEE J.
Sel. Topics Appl. Earth Observ. Remote Sens., vol. 14, pp. 3846-3859,
Mar. 2021.

E. Shelhamer, J. Long, and T. Darrell, “Fully convolutional networks for
semantic segmentation,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 39,
no. 4, pp. 640-651, Apr. 2017.

O. Ronneberger, P. Fischer, and T. Brox, “U-Net: Convolutional networks
for biomedical image segmentation,” in Proc. Int. Conf. Med. image
Comput. Comput. Assist. Interv., 2015, pp. 234-241.

V. Badrinarayanan, A. Kendall, and R. Cipolla, “SegNet: A deep convolu-
tional encoder-decoder architecture for image segmentation,” IEEE Trans.
Pattern Anal. Mach. Intell., vol. 39, no. 12, pp. 2481-2495, Dec. 2017.
A. Chaurasia and E. Culurciello, “LinkNet: Exploiting encoder represen-
tations for efficient semantic segmentation,” in Proc. IEEE Vis. Commun.
Image Process., 2017, pp. 1-4.

J. Li, Y. Meng, D. Dorjee, X. Wei, Z. Zhang, and W. Zhang, “Automatic
road extraction from remote sensing imagery using ensemble learning and
postprocessing,” IEEE J. Sel. Topics Appl. Earth Observ. Remote Sens.,
vol. 14, pp. 10535-10547, Jul. 2021.

Z.Zhang, Q. Liu, and Y. Wang, “Road extraction by deep residual U-Net,”
IEEE Geosci. Remote Sens. Lett., vol. 15, no. 5, pp. 749-753, May 2018.
G. Cheng, Y. Wang, S. Xu, H. Wang, S. Xiang, and C. Pan, “Automatic
road detection and centerline extraction via cascaded end-to-end convolu-
tional neural network,” IEEE Trans. Geosci. Remote Sens., vol. 55, no. 6,
pp- 3322-3337, Jun. 2017.

L. Zhou, C. Zhang, and M. Wu, “D-LinkNet: LinkNet with pretrained
encoder and dilated convolution for high resolution satellite imagery
road extraction,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit.
Workshops, 2018, pp. 182-186.

A. Batra, S. Singh, G. Pang, S. Basu, C. V. Jawahar, and M. Paluri,
“Improved road connectivity by joint learning of orientation and segmen-
tation,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2019,
pp. 10385-10393.

L. Ding and L. Bruzzone, “DiResNet: Direction-aware residual network
for road extraction in VHR remote sensing images,” IEEE Trans. Geosci.
Remote Sens., vol. 59, no. 12, pp. 10243-10254, Dec. 2020.

M. Zhou, H. Sui, S. Chen, J. Wang, and X. Chen, “BT-RoadNet: A
boundary and topologically-aware neural network for road extraction from
high-resolution remote sensing imagery,” ISPRS J. Photogramm. Remote
Sens., vol. 168, pp. 288-306, 2020.

A. Abdollahi, B. Pradhan, and A. Alamri, “RoadVecNet: A new approach
for simultaneous road network segmentation and vectorization from aerial
and google earth imagery in a complex urban set-up,” GISci. Remote Sens.,
vol. 58, no. 7, pp. 1151-1174, 2021.

L.-C. Chen, Y. Zhu, G. Papandreou, F. Schroff, and H. Adam, “Encoder-
decoder with atrous separable convolution for semantic image segmenta-
tion,” in Proc. Eur. Conf. Comput. Vis., 2018, pp. 801-818.

C. Tao, J. Qi, Y. Li, H. Wang, and H. Li, “Spatial information inference
net: Road extraction using road-specific contextual information,” ISPRS
J. Photogramm. Remote Sens., vol. 158, pp. 155-166, 2019.

A. Abdollahi, B. Pradhan, N. Shukla, S. Chakraborty, and A. Alamri,
“Deep learning approaches applied to remote sensing datasets for road
extraction: A state-of-the-art review,” Remote Sens., vol. 12, no. 9, 2020,
Art. no. 1444.



GAO et al.: ROADSEG-CD: A NETWORK WITH CONNECTIVITY ARRAY AND DIRECTION MAP FOR ROAD EXTRACTION FROM SAR IMAGES 4003

[39]

[40]

[41]

[42]

[43]

[44]

[45]

[46]

[47]

(48]

[49]

[50]

C. Henry, S. M. Azimi, and N. Merkle, “Road segmentation in SAR
satellite images with deep fully convolutional neural networks,” IEEE
Geosci. Remote Sens. Lett., vol. 15, no. 12, pp. 1867-1871, Dec. 2018.
K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for image
recognition,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., 2016,
pp. 770-778.

M. C. Kampffmeyer, N. Dong, X. Liang, Y. Zhang, and E. Xing, “ConnNet:
A long-range relation-aware pixel-connectivity network for salient seg-
mentation,” IEEE Trans. Image Process., vol. 28, no. 5, pp. 2518-2529,
May 2019.

N. Liu, Z. Cui, Z. Cao, Y. Pi, and S. Dang, “Airport detection in large-
scale SAR images via line segment grouping and saliency analysis,” IEEE
Geosci. Remote Sens. Lett., vol. 15, no. 3, pp. 434-438, Mar. 2018.

D. H. Douglas and T. K. Peucker, “Algorithms for the reduction of the
number of points required to represent a digitized line or its caricature,”
Cartographica Int. J. Geographic Inf. Geovisualization, vol. 10, no. 2,
pp. 112-122, 1973.

U. Ramer, “An iterative procedure for the polygonal approximation of
plane curves,” Comput. Graph. Image Process., vol. 1, no. 3, pp. 244-256,
1972.

P.-T. De Boer, D. P. Kroese, S. Mannor, and R. Y. Rubinstein, “A tutorial
on the cross-entropy method,” Ann. Oper. Res., vol. 134, no. 1, pp. 19-67,
2005.

A. Paszke et al., “PyTorch: An imperative style, high-performance deep
learning library,” Adv. Neural Inf. Process. Syst., vol. 32, pp. 8026-8037,
2019.

C. Wiedemann, C. Heipke, H. Mayer, and O. Jamet, “Empirical evalua-
tion of automatically extracted road axes,” Empirical Evaluation Techn.
Comput. Vis., vol. 12, pp. 172—187, 1998.

V. Mnih and G. E. Hinton, “Learning to detect roads in high-resolution
aerial images,” in Proc. Eur. Conf. Comput. Vis., 2010, pp. 210-223.

S. Saito, T. Yamashita, and Y. Aoki, “Multiple object extraction from aerial
imagery with convolutional neural networks,” Electron. Imag., vol. 2016,
no. 10, pp. 1-9, 2016.

A. Van Etten, J. Shermeyer, D. Hogan, N. Weir, and R. Lewis, “Road
network and travel time extraction from multiple look angles with
spacenet data,” in Proc. IEEE Int. Geosci. Remote Sens. Symp., 2020,
pp. 3920-3923.

Fei Gao received the B.S. degree in industrial elec-
trical automation, and the M.S. degree in electromag-
netic measurement technology and instrument from
Xi’an Petroleum Institute, Xi’an, China, in 1996 and
1999, respectively, and the Ph.D. degree in signal and
information processing from the Beihang University,
Beijing, China, in 2005.

He is currently a Professor with the School of Elec-
tronics and Information Engineering, Beihang Uni-
versity, Beijing, China. His research interests include
target detection and recognition, image processing,

deep learning for applications in remote sensing.

Jun Tu received the B.S. degree in electronic and
information engineering from the Beihang Univer-
sity, Beijing, China, in 2019. He is currently working
toward the M.E. degree in information and commu-
nication engineering with Beihang University.

His current research activities are in object detec-
tion and synthetic aperture radar image processing.

Jun Wang received the B.S. degree in communica-
tion engineering from the North Western Polytechni-
cal University, Xi’an, China, in 1995, and the M.S.
and Ph.D. degrees in signal and information process-
ing from the Beijing University of Aeronautics and
Astronautics (BUAA), Beijing, China, in 1998 and
2001, respectively.

He is currently a Professor with the School of
Electronic and Information Engineering, BUAA, Bei-
jing, China. He is interested in signal processing,
DSP/FPGA real-time architecture, target recognition

and tracking, etc. His research has resulted in more than 40 papers in journals,
books, and conference proceedings.

Amir Hussain received the B.Eng. and Ph.D. degrees
in electronic and electrical engineering from the Uni-
versity of Strathclyde, Scotland, U.K., in 1992 and
1997, respectively.

Following Postdoctoral and Senior Academic Po-
sitions at West of Scotland (1996-1998), Dundee
(1998-2000) and Stirling Universities (2000-2018),
respectively, he joined Edinburgh Napier University
as founding Head of the Cognitive Big Data and
Cybersecurity (CogBiD) Research Lab and the Cen-
tre for Al and Data Science. His research interests

include cognitive computation,machine learning and computer vision.

Huiyu Zhou received the B.Eng. degree in radio
technology from the Huazhong University of Sci-
ence and Technology, Wuhan, China, the M.S. degree
in biomedical engineering from the University of
Dundee, Dundee, U K., and the Doctor of Philosophy
degree in computer vision from Heriot-Watt Univer-
sity, Edinburgh, U.K.

He is currently a Professor with the School of In-
formatics, University of Leicester, Leicester, U.K. He
has published widely in medical image processing,
computer vision, intelligent systems, and data mining.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


