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Abstract—In the convolutional neural network, the precise seg-
mentation of small-scale objects and object boundaries in remote
sensing images is a great challenge. As the model gets deeper, low-
level features with geometric information and high-level features
with semantic information cannot be obtained simultaneously.
To alleviate this problem, a successive pooling attention network
(SPANet) was proposed. The SPANet mainly consists of ResNet50
as the backbone, successive pooling attention module (SPAM), and
feature fusion module (FFM). Specifically, the SPANet uses two
parallel branches to extract high-level features by ResNet50 and
low-level features by the first 11 layers of ResNet50. Then, both the
high- and low-level features are fed to the SPAM, which is mainly
composed of a successive pooling operator and a self-attention
submodule, for further extracting deeper multiscale and salient fea-
tures. In addition, the low- and high-level features after the SPAM
are fused by the FFM to achieve the complementarity of spatial and
geometric information. This fusion module alleviates the problem
of the accurate segmentation of object edges. Finally, the high-level
features and enhanced low-level features of the two branches are
fused to obtain the final prediction results. Experiments show that
the proposed SPANet achieves a good segmentation effect com-
pared with other models on two remotely sensed datasets.

Index Terms—Attention mechanism, convolutional neural
network, remote sensing images, semantic segmentation, successive
pooling.

I. INTRODUCTION

S EMANTIC segmentation, which classifies each pixel into
a category, is currently one of the research hotspots in the

field of image processing, especially for remote sensing images.
It now plays an irreplaceable role in many practical applications,
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such as natural disaster damage assessment [1], [2], precision
agriculture [3], [4], urban planning [5], [6], and military re-
connaissance [7], [8]. With the development of deep learning
technology [9]–[11], a fully convolutional network (FCN) [12]
was first applied to the semantic segmentation of remote sensing
images. However, this kind of direct utilization of the neural
network model [13], [14] in natural images to remote sensing
images cannot achieve appealing results. The main reason is that
compared with natural images, remote sensing images have their
own characteristics: objects with fine structures in remote sens-
ing images are either small in size or very slender in structure,
such as cars and the edges of buildings, and shadows generated
by buildings will also adversely affect them. Therefore, it is still
a challenging task to accurately segment remote sensing images,
especially for those small-scale objects and object edges.

Recently, a series of theoretically excellent research methods
have been put forward for the semantic segmentation of remote
sensing images. Some models are used for the segmentation
of single category of objects. Irwansyah et al. [15] categorized
buildings by improving the U-Net model, while Zhang et al. [16]
combined U-Net and the attention mechanism to improve the
accuracy of building segmentation. In a dense fusion classmate
network [17], the lack of features in the network was compen-
sated by joint training with a remote sensing dataset and a road
dataset, and the accurate recognition of confused pixels was,
thus, ensured. However, owing to the requirement of practical
application, more models are dedicated to multicategory seg-
mentation. Specifically, these models all exploit the continuity of
contextual information, which ensures that the network models
are extremely robust to objects at different scales in the dataset.
In [18], features at different scales extracted through the pooling
operation of the encoding stage and features at different scales
extracted during the upsampling process of the decoding stage
were fused to improve the segmentation accuracy of the road
in the dataset. In dense dilated convolutions’ merging network
(DDCM-Net) [19], the network used dilated convolution to
extract multiscale features and integrated local and global in-
formation to improve the model’s ability to recognize objects
with similar characteristics at different scales. In [20], a dense
connection and FCNs used multiscale convolution kernels to in-
crease the richness and diversity of extracted information, so that
the features extracted by the network had stronger representative
characteristics; this results in an improvement in the segmenta-
tion accuracy of semantic segmentation. In [21], the inception
network structure was adopted, and the transposed convolution
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and dilated convolution were used to extract multiscale features
to improve the performance of the network. In general, these
models are based on extracting multiscale features to enhance
the coherence of context information and the robustness of the
network.

Although the extraction of multiscale features has a good ef-
fect on the segmentation accuracy, most network models obtain
segmentation accuracy improvements at the cost of increasing
the complexity of the model and introducing a large number
of parameters; however, this often leads to excessive memory
and time consumption during the training phase. To alleviate
these problems, the attention mechanism was introduced to
extract the main features in the image, suppress noise, and other
useless information and also reduce the storage and training
time. Therefore, many scholars have applied it to the field of
semantic segmentation of high-resolution remote sensing im-
ages. For instance, in dual expectation–maximization attention
network [22], the spatial expectation–maximization attention
model simulated the interdependence of spatial features to obtain
rich contextual information. Another module of the network
enhanced the ability to express features through the interdepen-
dence between channels. In [23], a lightweight channel attention
module used average pooling and maximum pooling to extract
salient features to enhance the expressive ability of features.
A local attention network (LANet) [24] used a one-time reduc-
tion in size and enlargement of features (using average pooling)
to enhance the representation ability of small-scale object fea-
tures. In the contextual transformer (CoT) network model [25],
the authors proposed a CoT block based on self-attention, which
can enhance the continuity of context information and extract
salient features. Although those networks based on the attention
mechanism can extract key salient features, they ignore the
information contained in local small blocks in high-resolution
remote sensing images.

Therefore, in this article, we propose a successive pooling at-
tention network (SPANet) to simultaneously combine multiscale
feature extraction and self-attention mechanism. Compared to
the LANet, the SPANet utilizes a successive pooling operator
and concatenates the intermediate pooling features at different
scales to extract deeper semantic features. The information of
intermediate features is retained to prevent excessive loss of
information. The core idea of this successive pooling operation
is to continuously zoom in on high-resolution remote sensing
images as if holding a magnifying glass, more detailed and rich
salient features at different scales will be exploited; moreover,
the continuity of contextual information and the stability of the
network model will be ensured. This successive pooling oper-
ation alleviates the problem that small-scale objects in remote
sensing images are difficult to accurately subdivide. Besides,
the high- and low-level features extracted by the backbone are
subjected to in-depth feature extraction, and they are fused to
achieve the complementarity of spatial and geometric informa-
tion. This fusion approach alleviates the problem of accurate
segmentation of object edges.

The main three contributions of the proposed SPANet can be
summarized as follows.

1) In the successive pooling attention module (SPAM), an
innovative successive pooling mechanism is proposed,

which can obtain deeper features by effectively extracting
and fusing multiscale features. This pooling method plays
a very important role in the segmentation of small-scale
objects in high-resolution remote sensing images and ef-
fectively improves the accuracy of semantic segmentation.

2) The SPAM proposed for semantic segmentation of high-
resolution remote sensing images organically couples the
attention mechanism with multiscale feature extraction.
Among them, the attention mechanism can extract the
salient features in the image while suppressing noise and
useless information.

3) Using ResNet50 as a backbone, the SPANet model fully
excavates deep and shallow features through two branches
and effectively merges them to achieve the complemen-
tarity of spatial and geometric information. This feature
fusion module (FFM) alleviates the problem of accurate
segmentation of object edges. Experiments on the Pots-
dam and Vaihingen datasets verify the superiority of the
SPANet over most other advanced semantic segmentation
methods, especially in the segmentation of small-scale
objects and boundaries.

The rest of this article is organized as follows. Section II
introduces previous work related to semantic segmentation.
Section III then describes the SPANet network model in detail.
In Section IV, a detailed experimental evaluation and discussion
of the SPANet is presented. Finally, Section V concludes this
article.

II. RELATED WORKS

A. Encoder–Decoder Architecture

The encoder–decoder structure is widely used in various
computer vision tasks [26]–[29]. The emergence of encoder–
decoder structure in semantic segmentation was inspired by the
FCN [12]. The specific purpose of the encoding stage was to
extract the deeper semantic information of the image at the cost
of reducing the image resolution. The decoding stage used an
upsampling strategy to restore the low-resolution feature map
to the original size and, finally, employed image reconstruction
to output a predicted segmentation map the same size as the
original image. In the decoding stage of the U-Net [30] model,
the features of the image were introduced into the decoder using
a jump connection, so that the decoder added the geometric fea-
tures of the image in the process of image resolution restoration
to recover the lost details of the image. In the SegNet model [31],
the author recorded the location index in the process of sampling
pooling and, then, upsampled the index positions recorded in
the encoding stage to obtain sparse features. The convolution
operation was then used to transform sparse features into dense
features. The discriminative feature network model [32] inte-
grated channel attention module and averaged pooling opera-
tion based on the encoder–decoder structure to enhance feature
representation ability, so as to alleviate the problem of large dif-
ferences within classes, based on extracting features using codec
structure. The LANet [24] added other modules to enhance the
ability of feature expression. The DDCM-Net [19] also used the
encoder–decoder structure to extract the features and utilized
the dilated convolution to enhance the feature representation.
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It can be seen that the encoder–decoder structure is crucial in
the process of feature extraction. Therefore, our model structure
also uses the encoder–decoder structure to achieve preliminary
feature extraction.

B. Multiscale Feature Extraction

The continuity of context information plays a key role in the
segmentation of objects of different scales in scene semantic
segmentation. The continuity of context information requires
the network model to have robust recognition capabilities for
objects with different structural scales, and at the same time, it
can deal with the problems of large intraclass differences and
small interclass differences in different scenes. For instance, the
DeepLab [33]–[36] series of deep convolutional neural network
models have achieved good results for semantic segmentation.
The Deeplabv3+ [36] model extracted features by using dilated
convolution, while in the pyramid scene parsing network (PSP-
Net) [37] model, the author used parallel pooling to extract
features of different scales. These models have achieved good
results for semantic segmentation of natural images. Inspired
by the parallel pooling of different scales to extract features
in [37], Yu et al. [38] proposed a model, which was composed
of a convolution module and a pyramid pooling structure, to
extract features at different scales so as to improve the model’s
ability to recognize different ground object categories. In [39],
the training phase was divided into two stages. The first-stage
network extracted deep-level semantic features from the original
size image, and the second-stage network extracted low-level
features from the cropped original image blocks and merged the
features of different scales extracted into the two stages to en-
hance feature representation ability; different from the methods
in [37] and [38], in this article, the original images are cropped
at different scales and then input into the network for multiscale
feature extraction. In addition, scale features are fused to im-
prove the performance of the network. Cui et al. [40] proposed
an adaptive multiscale feature learning module. This module was
used to enhance the representation of weak boundary features,
thus improving the segmentation accuracy of the model. These
multiscale feature extraction operations are designed to enhance
the coherence of context information, thereby improving the
robustness of the network model. In those methods described
above, multiscale feature extraction from high-resolution im-
ages is not thorough. There is still big room for improvement.
Therefore, the proposed SPANet uses successive pooling op-
erations to extract multiscale features. This idea of successive
pooling is then embedded into the attention mechanism in the
two-branch deep convolutional neural network model, so that
more detailed and rich features can be extracted, and the ability
of the model to recognize ground objects of different scales can
be improved.

C. Attention Mechanism

Attention mechanism modules are added to models to empha-
size the important information of the target object and suppress
irrelevant details. Recently, an attention mechanism has been

used for semantic segmentation of natural images and achieved
good results. A squeeze-and-excitation network (SENet) [41]
enhanced network performance by using only one average pool-
ing to emphasize channel-level feature representation, which
reduced interference from unrelated features. By using a single
convolution kernel to extract a single feature, the selective kernel
network [42] used convolutional kernels of different sizes to
extract features in multiple branches and finally merged the
output of each branch to produce richer features. There is no
doubt that those methods increase the computational complexity
of the models. To alleviate the problem, lightweight network
architectures have been proposed, including convolutional block
attention module (CBAM) [43] and bottleneck attention module
(BAM) [44]. The former executed the channel attention module
and the spatial attention module on the feature map in order
and obtained the feature maps enhanced by the two modules.
The CBAM then performed element-level multiplication using
the original feature map and finally achieved the purpose of
adaptive refinement. The BAM added the parallel branch re-
sults of the channel attention module and the spatial attention
module to obtain an attention map that combines spatial and
channel information, which improved performance when clas-
sifying natural images. The dual attention network (DANet) [45]
was also an attention mechanism network divided into two
branches. The two modules obtained long-range context infor-
mation from the spatial dimension and the channel dimension,
thereby enhancing the model’s ability to express features. More
recently, the attention mechanism has also been applied to the
semantic segmentation of remote sensing images. Especially, in
the attention-guided label refinement network [46], the chan-
nel attention mechanism was used to gradually refine feature
maps of different scales to improve the accuracy of semantic
segmentation of high-resolution remote sensing images. The
gate module [47] simultaneously realized multiscale feature
extraction and boundary restoration. The spatial relationship
module and the channel relationship module proposed by Mou
et al. [48] were used to learn the global relationship between
feature maps, thus aggregating similar features to enhance the
continuity of the context and the representation of different scale
features. Compared to [48], the LANet [24] only implemented an
average pooling operation to emphasize the partial key feature
representations, which was obviously not enough for remote
sensing images.

Building on the foundation of the research described above,
the SPANet organically couples an attention mechanism with
multiscale feature extraction. The former emphasizes key fea-
tures, and the latter refines object boundaries to improve the
segmentation results of our network model.

III. PROPOSED METHOD

In this section, we describe the SPANet architecture in detail.
We will first provide a general overview of the network model
and the core idea of dealing with semantic segmentation of
remote sensing scenes and then describe the function of each
module in detail.
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Fig. 1. Overview of the proposed SPANet architecture. The output of the 11th layer of ResNet50 is used as low-level features, and its size and number of channels
are 64 × 64 and 256, respectively. The output of the 50th layer of ResNet50 is used as high-level features, and its size and number of channels are 16 × 16 and
2048, respectively.

A. Overview of the Proposed SPANet

The continuity of context information plays a key role in
improving the accuracy of the semantic segmentation of remote
sensing scenes. There is ambiguity about the features of different
ground object categories in remote sensing images. Features
extracted only by convolution and pooling operations cannot
enable the network to recognize the features of different ground
object categories; thus, the segmentation of object boundaries is
easy to become blurred. Therefore, our proposed SPANet model
uses a successive pooling method, which is much like browsing
high-resolution remote sensing images with a magnifying glass.
By analogy to the deep convolutional neural network model,
we can extract more detailed and rich features that enhance
the network’s ability to recognize different object categories in
remote sensing scenes. The architecture of the SPANet is shown
in Fig. 1. The output of the 11th layer of ResNet50 is used
as low-level features, and its size and number of channels are
64 × 64 and 256, respectively. The output of the 50th layer of
ResNet50 is used as high-level features, and its size and number
of channels are 16 × 16 and 2048, respectively. It is emphasized
that we set the stride of the 43rd layer convolution operation in
the original ResNet50 model from 2 to 1, and the purpose is to
keep the size of the feature maps as 16 × 16.

The motivation for this article is as follows.
1) To use a method of successive pooling to realize the extrac-

tion of multiscale features. The detailed and rich features
of high-resolution remote sensing images enhance the
continuity of network context information and improve the
network’s ability to recognize similar feature categories.

2) Enriching the semantic representation of low-level fea-
tures to better use spatial information.

These two points are reflected in the SPANet by the two mod-
ules: SPAM and FFM. The SPAM enhances the continuity of
contextual information by extracting multiscale information in
a modified attention module. The FFM fuses high-level semantic
features and low-level features to realize the complementarity
of spatial and geometric information. Specifically, we first use
ResNet50 as our feature extractor, which is divided into two
parallel branches after the feature extraction layer at differ-
ent stages, called low- and high-level features. Immediately

afterward, these are processed by the SPAM for the first
enhancement of the features, and then, the high- and low-level
semantic features after the first enhancement are used as the
low-level features of the second enhancement after the FFM.
Finally, the fusion of the first enhanced high-level semantic fea-
ture and the second enhanced low-level semantic feature is used
as the final prediction segmentation graph. The detailed training
framework of the SPANet model is shown in Algorithm 1.

B. Successive Pooling Attention Module

Unlike natural images, high-resolution remote sensing images
have a large field of view and cannot show all the details of the
object; in addition, some elements of the objects in the scene,
such as low vegetation and trees, may be obscured because
of the height and angle at which the image was captured. It
is, therefore, likely to confuse human visual perception. For
network models, actions should be taken to improve the model’s
ability to recognize objects with the same visual characteristics.
In order to improve network performance, we use the SPAM
to extract features at different scales in an attention module,
thus improving the continuity of the context information, and to
extract more detailed and salient features.

Fig. 2 shows a representation of the SPAM, which is inspired
by the LANet [24]. We will next describe the specific operations
of the SPAM. As shown in Fig. 2, the input 2-D feature map
is assumed as M ∈ RH×W×C . According to the structure of
the transformer, the Keys, Queries, and Values are random
matrices, and they are initialized as Key = M , Query = M ,
and V alue = M . First, the feature matrix CK1 is obtained
by using the convolution kernel with kernel size = 3 and the
convolution operation on the Key, and then, the feature matrix
A is obtained by connecting CK1 and Query after two 1 × 1
convolutions (KS1−1 with ReLU activation function andKS1−2
without activation function)

A =
[
CK1, Query

]
KS1−1KS1−2. (1)

For the Value branch, we first perform a successive adaptive
average pooling operation on Value. Then, the Value of the
feature map of multiple channels changes from the size of
H ×W to the feature matrix PFC

i of the size of PHi × PHi
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Fig. 2. Detailed design of the SPAM.

after several successive pooling operations. The value PVc of
each grid point of each channel in the PFC

i feature matrix
corresponds to the average Value of the sum of all grid points
in the size of Pi × Pi and the corresponding channel area in the
original feature maps. This can be represented as follows:

Pi = H + 2 · padding − stride (PHi − 1) . (2)

According to the method of adaptive average pooling in the
PyTorch library, stride = 1 and padding = 0. Therefore, the
value of PVc can be obtained by the following formula:

PVc =
1

PiPi

Pi∑
j=1

Pi∑
k=1

xc(j, k) (3)

where xc represents the value of a single grid point in the cth
channel in the original feature map. With the calculation method
of formula (3) and stride as 1, a feature matrix PFC

i of the size
of PHi × PHi can be obtained. In more detail, i is set to 1,
2, 3, and the corresponding PHi is 10, 8, and 6, respectively;
after the feature map is output by a pooling operation, the same
pooling operation is performed twice in succession, and each
time the output feature matrix is defined as PF1, PF2, PF3.
Next, an FU performs operation on PF1, PF2, and PF3 and
the size becomes H ×W (FU is for upsampling operation). For
the continuity of context information, we then concatenate the
feature matrix of these three stages and Value and perform a 1
× 1 convolution operation to get PV . Next, we calculate the
enhanced matrix CK2 as follows:

CK2 = PV ⊗A (4)

where CK2 is defined as the representative of the enhanced
contextual information continuity of the input feature M . The
symbol ⊗ represents channel element-level multiplication op-
eration. According to the design of the residual block, it is
conducive to the stability of the gradient backpropagation, and
the final output enhanced feature matrix AF is the fusion of the
original feature map M and CK2:

AF = M ⊕ CK2 (5)

Fig. 3. Detailed design of the FFM.

where the symbol ⊕ represents channel element-level summing
operation.

C. Feature Fusion Module

Blindly increasing the depth of the network and extracting
deep semantic features can sometimes play a negative feedback
role in the performance of semantic segmentation. Therefore,
the high-level features containing spatial information should
be superimposed on the low-level semantic features at the
appropriate stage to achieve information complementation and
improve semantic segmentation performance. In order to make
full use of low-level semantic features, our proposed FFM adds
spatial details from high-level semantic features to low-level
semantic features, so that the model realizes the complemen-
tarity of spatial detail information and geometric information.
Fig. 3 shows the details of the FFM. The FFM input is the
high-level feature AFh ∈ RH ′×W ′×Ch and the low-level fea-
ture AFl ∈ RHl×Wl×Cl after the SPAM. First, we perform an
average pooling operation on the advanced feature AFH as in
formulas (2) and (3) to get feature matrix APh [PHi is set
to 10, padding = 3, and stride = 1 in (2)]. We then get the
enhanced attention matrices ASl by convolving the APh twice
in succession

ASl = FU {[KS1−4 (KS1−3APh)]} (6)

where KS1−3 convolution is a buffer reduction of the number
of high-level feature channels. In order to perform subsequent
operations, KS1−4 convolution will change the number of chan-
nels in the middle feature matrix after KS1−3 operation so that
it has the same size as AFl (“()” and “[]” represent different
numbers of 1 × 1 convolution operations, and “{}” represents
the upsampling operation). Finally, the feature matrix AMl is
used as an enhanced low-level feature representative fused with
high-level semantic information

AMl = ASl ⊗AFl. (7)

D. Fusion of the Outputs of Two Parallel Branches

After the FFM, the enhanced low-level feature representation,
which contains rich semantic information, can be obtained.
This greatly improves pixel-level classification tasks. The two
branches of high- and low-level features maintain the same
number of channels, dimensions, and sizes after the SPAM and
the FFM. After the two branches, we use six 1 × 1 convolution
kernels to complete the classification of each branch and sum the
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Algorithm 1: Training Framework for the SPANet Model.

Input: Input a remote sensing image I ∈ RH×W×C and
ground truth G.

Output: Predicted maps of the test dataset.
1: Set batch_size = 5 the weight attenuation of all

learnable parameters is 2× 10−5, the maximum
iteration number is n = 108, optimizer Adam (learning
rate = 8.5× 10−5/

√
2), Loss

= − 1
M

∑M
k=1

∑L
l=1 o

(m)
l log(q

(m)
l )El (10);

2: After data augmentation preprocessing, images with
size of 256× 256× 3 and their corresponding labels
are obtained;

3: Train the SPANet network model;
4: for i = 1 to n do
5: Extract low-level features from the 11th layer of

ResNet50, and extract high-level features from the last
layer of ResNet50;

6: High-level and low-level features are, respectively, fed
to SPAM to obtain AFH , AFL;

7: AFH and AFL are input to FFM together to get AML;
8: Fuse AML and AFL to obtain the prediction results;
9: Calculate the loss between prediction results and

labels, and update the parameters of the model;
10: Verify the performance of this weight;
11: When there is a higher mIou or mF1, save the weight.
12: break
13: Get the optimal training weight.
14: end for
15: Use test dataset with the trained model to get predicted

maps.

feature maps of the corresponding channels in the two branches,
as our final result.

IV. EXPERIMENTS AND RESULTS

In this section, we elaborate on the experimental design and
experimental results. This section includes descriptions of the
two remote sensing datasets used in this study, image enhance-
ment methods, and evaluation indicators. In order to verify
the practicability of the modules of our model, an analysis of
ablation experiments is also included. Finally, we compare the
indicators and results with other methods, which shows that our
method is capable of better segmentation results.

A. Datasets

We used two remote sensing scene datasets captured in Pots-
dam and Vaihingen. The first dataset is Potsdam, which consists
of 38 tiles with a size of 6000× 6000, with a ground resolution of
5 cm. Tiles are composed of red–green–blue infrared (RGB-IR)
four-channel images. The dataset also includes a digital surface
model (DSM) and a normalized DSM (nDSM). In this study,
we only used IRRG data. The label data are divided into six
categories: impervious surfaces, building, low vegetation, tree,
car, and clutter/background. For evaluation, the 24 pictures were

divided with labels into training set of 19 pictures, a validation
set of two pictures, and a test set of three pictures.

The second dataset is Vaihingen, which consists of 33 tiles
with an average size of 2100 × 2100, with a ground resolution
of 9 cm. Tiles are composed of RGB-IR four-channel images.
The dataset also includes a DSM and an nDSM. In this study, we
only used IRRG data. The number of feature categories in the
label data is the same as the number of categories in the Potsdam
dataset. For evaluation, the 17 Vaihingen datasets containing
labels were divided into a training set of 11 pictures, a validation
set of two pictures, and a test set of four pictures.

B. Datasets Augmentation and Evaluation Methods

It is difficult to annotate the remote sensing dataset because
different categories of ground objects present very complex
visual effects, which is also an important reason for the small
amount of annotated datasets. Therefore, the Potsdam and Vai-
hingen training sets employ random flip or mirror for data aug-
mentation. In this study, we also used the albumentations library
to enhance the data, and all the training images were normalized
to [0.0, 1.0] following data augmentation. We applied test time
augmentation in the image inversion and mirroring stage. For
these two datasets, we used a sliding window (with a size of 448
× 448 and a step size of 100 pixels) on the test data by averaging
the prediction results of the overlapping area and stitching the
results together as the final output.

The evaluation indicators provided by the publisher of the
dataset are also used in some modeling methods. Mean IoU
(mIou), mean F1 score, per-class F1 score, and overall accuracy
(OA) are usually used as evaluation indicators for semantic
segmentation. OA refers to the sum of the correct number
of pixels predicted by all the categories divided by the total
number of pixels, which reflects the total accuracy of the model’s
prediction. MIou is a standard measure of semantic segmenta-
tion, which shows the accuracy of network prediction for each
category by calculating the average of the ratio of intersection
and union of all categories. Especially for high-resolution remote
sensing images, the level of the mIou index can better reflect the
performance of network segmentation and network robustness.
A certain type of F1 score is defined as the harmonic mean of
accuracy and recall as follows:

F1 = 2 · precision · recall
precision + recall

. (8)

It is worth noting that the mean F1 score (mF1) and mean
IoU (mIou) in these two datasets were calculated as the average
metric for all classes except the clutter class.

C. Training Details

Adam was used as the optimizer to train the network, and
except for bias, batch-norm parameter, and polynomial learning
rate (1− (cur_iter/max_iter))0.9, the weight attenuation of all the
learnable parameters was 2× 10−5, and the maximum iteration
number was 108. On Potsdam and Vaihingen datasets, we used
an initial learning rate of (8.5× 10−5/

√
2), and we reduced the

learning rate by 0.85 times after every 15 epochs. We applied
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TABLE I
RESULTS OF DATA A DISPLAY OF THE PROPOSED SPANET ABLATION

EXPERIMENT (ON THE POTSDAM DATASET)

LLF stands for low-level semantic features; HLF stands for high-level semantic
feature.

a cross-entropy loss function with median frequency balancing
weights as defined in the following:

El =
median ({rl | l ∈ L})

rl
(9)

Loss = − 1

M

M∑
k=1

L∑
l=1

o
(m)
l log

(
q
(m)
l

)
El (10)

where El is the weight for class l, rl is the pixel frequency of
class l, q(m)

l is the probability of sample belonging to class l, and

o
(m)
l denotes the class label of samplem in class l. For these two

datasets, our training set randomly sampled 5000 patches of 256
× 256 size from the original image as input and set the batch
size to 5. It is worth noting that both our model and the other
comparison models use the same data augmentation to augment
the data.

D. Ablation Study

To validate the effectiveness of our model, we conducted
ablation experiments on the two high-resolution remote sensing
datasets. The ResNet50 was used as a backbone, and all the
modules (including low-level feature, high-level feature, SPAM,
and FFM) were conducted on the features extracted by the back-
bone. The first set of ablation experiments was the fusion of the
high- and low-level features of the backbone. The second group
of ablation experiments was to extract the high- and low-level
features through the backbone and made them go through the
SPAM, and the results of the two branches were fused as the
prediction results. The third group of ablation experiments was
to integrate the high- and low-level features obtained from the
backbone into the FFM to obtain enhanced low-level features;
then, the enhanced low- and high-level features extracted from
the backbone were fused as the prediction results. The last set
of experiments was SPANet.

The results of the ablation experiment on the Potsdam dataset
are shown in Table I. The mF1 and mIou of the second group are
0.97% and 1.67% higher than those of the first group, respec-
tively. This demonstrates that the performance of the network
was improved by the adoption of the SPAM. The mF1 and the
mIou of the third group were 0.65% and 1.14% higher than those
of the first group, respectively. This shows that the high-level
features make up for the missing spatial detail information in
the low-level features, thereby improving the indicators. The

TABLE II
RESULTS OF DATA A DISPLAY OF THE PROPOSED SPANET ABLATION

EXPERIMENT (ON THE VAIHINGEN DATASET)

LLF stands for low-level semantic features; HLF stands for high-level semantic
feature.

TABLE III
DATA RESULTS BEFORE AND AFTER USING SUCCESSIVE POOLING (ON THE

POTSDAM DATASET)

TABLE IV
DATA RESULTS BEFORE AND AFTER USING SUCCESSIVE POOLING (ON THE

VAIHINGEN DATASET)

last experiment is SPANet after adding both the SPAM and the
FFM, we can see that mF1, mIou, and OA were 0.44%, 0.77%,
and 0.37% higher than those in the second set of experiments,
while 0.76%, 1.3%, and 0.45% higher than those in the third set
of experiments.

The results of the ablation experiments on the Vaihingen
dataset are shown in Table II. The comparison results of each
group of experiments show the same trend as were found for
the Potsdam dataset, and the indices of the second and third
groups were still higher than those of the first group. After adding
SPAM and FFM modules, the mF1, mIou, and OA of the SPANet
were 0.37%, 0.61%, and 0.05% higher than those in the second
group of experiments, while 0.45%, 0.74%, and 0.06% higher
than those in the third set of experiments. The above ablation
experiments validate that the use of the two modules together
improves the experimental indicators more significantly.

To prove the effectiveness of our successive pooling opera-
tion, we also conducted ablation experiments on this module.
Table III shows the results of these ablation experiments con-
ducted on the Potsdam dataset. It can be seen that the mF1 of each
category in the SPANet with no successive pooling decreased
significantly, and mIou, mF1, and OA all decreased by 3.62%,
2.12%, and 1.9%, respectively. The results of this experiment
as performed on the Vaihingen dataset follow the same trend
as the previous dataset, as shown in Table IV. After removing
the successive pooling modules, mIou, mF1, and OA decreased
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TABLE V
MIOU VALUES AS A FUNCTION OF THE SUCCESSIVE POOLING SCALES ON THE

POTSDAM (THE SECOND LINE) AND VAIHINGEN (THE THIRD LINE) DATASETS

by 1.24%, 0.78%, and 0.18%, respectively. It can be seen from
Tables III and IV that the F1 score of all categories has been
improved after successive pooling, especially the F1 score of
the car has increased by 3.55% in the Vaihingen dataset and
by 3.37% in the Potsdam dataset. It once again verifies that
our SPAM can extract deeper semantic features while extract-
ing salient and multiscale features, which is conducive to the
segmentation of small-scale objects.

Through the comparison of Tables III and IV, it is easy to
find that the increase in the indicators of the two datasets is
different, which is mainly caused by the different resolutions of
the two data. Specifically, for the Potsdam dataset, which has a
higher resolution, all the indicators increased significantly with
the addition of the successive pooling operation; this is a further
indication that the successive pooling operation has a great
contribution to the segmentation accuracy of high-resolution
remote sensing images. Besides, after integrating successive
pooling operations, the continuity of contextual information
was strengthened, and the original prediction result map was
improved.

In addition, to prove that the setting of successive pooling
size is optimal in our experiment, we plot the mIou values as a
function of the successive pooling size on the above two datasets
in Table V, where the pooling sizes are (10, 8, 2), (10, 8, 4), (10, 8,
6), and (10, 8, 7). It can be seen from Table V that the successive
pooling size used in our model with (10, 8, 6) is optimal, and the
experimental results obtained are the best. As expected, different
pooling sizes do affect the experimental results. Empirically,
we recommend setting parameters of successive pooling as (10,
8, 6), which makes SPANet achieve appealing results in most
high-resolution remote sensing images.

E. Qualitative Analysis of Features

In this subsection, we present a visualization of the partial
segmentation results of the ablation experiment to verify the
effectiveness of our proposed module. Fig. 4 shows the seg-
mentation maps after adding the SPAM and the FFM in order.
In the original backbone, there was no large receptive field
for high-resolution remote sensing images, so the prediction of
different features was very fuzzy. However, after the addition of
the SPAM, the continuity of context information is enhanced,
multiscale and salient features can be extracted, and the original
predicted results are improved for small-scale objects. After
the addition of the FFM module, the segmentation accuracy of
object edge details in the predicted results has been improved. In
general, our SPAM achieves the enhanced continuity of context
information, and our FFM achieves the complementation of low-

Fig. 4. After adding the SPAM and the FFM to the backbone in order,
segmentation results of our network. (a)–(c) were cropped from the prediction
results of the Potsdam dataset. (d) and (e) were cropped from the prediction
results of the Vaihingen dataset.

Fig. 5. Before and after adding successive pooling operation, segmentation
results of our network. (a) and (b) were cropped from the prediction results of
the Potsdam dataset. (c) and (d) were cropped from the prediction results of the
Vaihingen dataset.

and high-level features, so these two modules have made a great
contribution to the segmentation results.

To prove the effectiveness of the successive pooling oper-
ation, we also performed an ablation experiment; the visual
representation of this experiment is shown in Fig. 5. Compared
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TABLE VI
DISPLAY OF VARIOUS DATA RESULTS OF DIFFERENT MODELS (ON THE POTSDAM DATASET)

It is worth noting that the bold font is the highest score.

TABLE VII
DISPLAY OF VARIOUS DATA RESULTS OF DIFFERENT MODELS (ON THE VAIHINGEN DATASET)

It is worth noting that the bold font is the highest score.

with the prediction maps without the successive pooling oper-
ation, these maps have improved a lot from the visual effect.
Especially, the car category segmentation in rows (a) and (c) in
Fig. 5 is clear. This operation also increases the continuity of
context information through multiscale feature extraction and
has strong recognition capabilities for different scale features
in high-resolution remote sensing images, thus enhancing the
robustness of the network.

F. Quantitative Comparison With State-of-the-Art Methods

We compared our proposed SPANet with other methods. In
those methods, the backbone used to extract high- and low-level
features was also ResNet50. The models contrasted with this ex-
periment were derived from the most recent work on the attention
mechanism, including CBAMNet [43], SENet [41], LANet [24],
and DANet [45]. The experimental data results are shown in Ta-
bles VI and VII. The PSPNet [37] and DeeplabV3plus [36] mod-
els improve the accuracy of semantic segmentation by increasing
the receptive field, which is also included in the model of our
comparison experiment. Tables VI and VII show the results of
different models applied to the Potsdam and Vaihingen datasets.
From the results, we can see that for the Potsdam dataset, the
Deeplabv3plus and PSPNet models achieved higher mF1 and
mIou than the SENet and CBAMNet models. The two former
models are based on the extraction of multiscale information. In
the DeepLabv3plus model, spatial pyramid pooling and empty
convolution are used to extract multiscale features, so as to

capture clearer target boundaries by gradually recovering spatial
information. PSPNet adopts parallel and average pooling meth-
ods to extract multiscale features, which enhances the continuity
of context information and strengthens the model’s ability to
recognize objects at different scales. Although these two classic
models have good semantic segmentation effects when applied
to natural scenes, the effects are not ideal when the models are
applied to high-resolution remote sensing images. The reason
is that a parallel feature extraction is not thorough enough for
extracting features from high-resolution images. The rich and
detailed features are not extracted, so the segmentation of the
boundary details of the image is not accurate. However, when
applied to the Vaihingen dataset, the mF1, OA, and mIou of
SENet are higher than those of PSPNet and Deeplabv3plus. This
is because the Vaihingen dataset has a smaller resolution than the
Potsdam dataset. The SE block using only one pooling operation
achieved good results.

The patch attention module in the LANet uses an aver-
age pooling operation to make local features more prominent,
thereby increasing the continuity of context information. How-
ever, only using one pooling operation for extracting deeper
features from high-resolution remote sensing images is not
thorough. Therefore, three successive pooling operations are
used in the SPANet to extract deeper semantic features. Not
only are the mF1, OA, and mIou in the SPANet (as applied
to the Potsdam dataset) 0.92%, 0.86%, and 1.59% higher than
those of the LANet, but the mF1, OA, and mIou in the SPANet
as applied to the Vaihingen dataset are 0.78%, 0.4%, and 1.23%
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TABLE VIII
COMPARISON RESULTS OF COMPLEXITY, NUMBER OF PARAMETERS, AND INFERENCE TIME (MEASURED ON INPUT IMAGE SIZE OF 3 × 256× 256)

FOR DIFFERENT MODELS

Fig. 6. Segmentation maps of all competing methods. (a) and (b) were cropped from the prediction results of the Potsdam dataset. (c) and (d) were cropped from
the prediction results of the Vaihingen dataset.

higher, respectively. The DANet contains a position attention
module and a channel attention module. The function of the
former is to associate similar features of the same channel,
and the function of the latter is to integrate the correlation of
features between channels so as to strengthen the representation
of features and obtain more accurate segmentation results. The
DANet model applied to the Potsdam dataset is 0.5% and 0.11%
higher for low vegetation and tree of F1 score, respectively, than
the SPANet and 0.13% higher for building of F1 score than
our model as applied to the Vaihingen dataset. From Tables VI
and VII, it can be seen that not only our model is higher than
other methods in the comprehensive indicators, but also the F1
score of each category is almost the highest. In addition, the F1
score of car in the Vaihingen dataset is 2.15% higher than that of
the DANet. The improvement is significant. These phenomena
show that the SPANet is better than the DANet in the segmen-
tation of small-scale objects. In general, the proposed SPANet
model performed better on the Potsdam and Vaihingen datasets
than other methods, as measured in terms of mF1, OA, and
mIou.

We compared the floating-point operations (FLOPs) and pa-
rameters required by the SPANet and other models. Table VIII
shows the values of these two indicators. This calculation was
based on a three-channel image with an input size of 256 × 256.
The results clearly show that the attention-mechanism-based

models CBAMNet, SENet, and LANet are lightweight models.
DeepLabv3+ and PSPNet, on the other hand, require more
computing resources but perform poorly on high-resolution
remote sensing images. The DANet introduces a large number of
learnable parameters to improve the performance of the model,
but the number of parameters for the SPANet is much lower, and
only a small amount of calculation is added in exchange for the
improved segmentation performance of the network.

We also tested the time consumption of forward propagation
of different models. The CPU is Intel (R) Xeon (R) Silver 4210,
and the GPU is NVIDIA Geforce GTX 2080Ti. As shown in
inference time in Table VIII, the more complex the model, the
longer time required for forward propagation. Compared with
the LANet and the DANet, the SPANet greatly improves the
segmentation accuracy while reducing forward propagation time
on the GPU.

G. Quantitative Analysis of Visualization Results of Different
Models

Fig. 6 shows a comparison of the enlarged results of the
SPANet and other methods. It is clear that models based on
attention mechanisms, such as CBAMNet, SENet, and DANet,
are not ideal for the semantic segmentation of high-resolution
remote sensing images, especially for small objects and object
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Fig. 7. Segmentation maps of all competing methods. These maps were cropped from the prediction results of the Potsdam dataset.

Fig. 8. Segmentation maps of all competing methods. These maps were cropped from the prediction results of the Vaihingen dataset.

boundaries. In the PSPNet, although the multiscale feature ex-
traction method is used to increase the continuity of context
information, it can be seen from the segmentation maps that there
are misclassifications between different categories. In order
to enhance the continuity of context information and extract
more detailed and salient features, the proposed SPANet model
achieves the purpose of complementing spatial and geometric in-
formation. Thus, object boundary segmentation is more accurate
than other models. Moreover, the successive pooling operation
is also very beneficial to the segmentation of small-scale objects;
it can be seen from the comparison of the output results of
different models in rows (a), (b), and (c) in Fig. 6. In addition,
the segmentation effect of the SPANet for buildings, low-veg,

and tree categories is also improved in comparison with other
models.

Figs. 7 and 8 show large-scale prediction maps for the Pots-
dam and Vaihingen datasets. Although the DANet produces
segmentation results that are better than those produced by
other methods, it is still ambiguous for small-sized objects
and boundary parts. In the result maps of SPANet semantic
segmentation, the classification of errors between classes is very
small; this is due to the fusion of high- and low-level semantic
features. Meanwhile, the segmentation of object boundaries is
very fine, which is due to the deep multiscale feature extraction
in the SPAM. In general, the SPANet performs well in the
segmentation of small-scale objects and object edge details.
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V. CONCLUSION

In this article, we combined the attention mechanism with
deep multiscale feature extraction, so the network can not only
extract the key information from the image but also refine the
details of objects. Specifically, the SPAM is proposed to enhance
the representation of high- and low-level semantic features,
and the FFM also makes spatial and geometric information
complementary to each other.

1) The SPAM uses the attention mechanism to enhance the
extraction of useful information to suppress noise and
useless information, which is particularly important for
remote sensing images of complex scenes. The successive
pooling operation was embedded into the SPAM to extract
multiscale and salient features, just like holding a magni-
fying glass and continuously zooming in and browsing
across high-resolution remote sensing images.

2) The FFM alleviates the bottleneck problem in semantic
segmentation. By fusing the semantic information in the
deep network into the features of the shallow network, the
features of the shallow network contain not only geometric
information but also rich spatial information. The fusion
of high- and low-level features makes the boundaries of
objects more refined.

The results of the proposed SPANet on Potsdam and Vaihin-
gen datasets show that the features extracted from the backbone
were extracted into multiscale features after the SPAM so that
a stronger feature representation was obtained. Therefore, com-
pared to other models, good segmentation results were achieved,
especially for small-scale objects and boundaries. However,
the segmentation results for those parts affected by shadows
in the scene are unsatisfactory. To conquer this problem, we
plan to embed feature enhancement strategies to the SPAM for
improving the representation ability of high-level features in the
network.
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