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Abstract—The distinction of similar classes has always been the
core issue in image classification. In this article, a new hierarchical
classification process based on three-dimensional attention soft
augmentation (HC-3DAA) is proposed to improve the accuracy of
classifiers, especially for the accuracy between similar classes. In
HC-3DAA processing, the merging matrix is first constructed based
on the validation confusion matrix to measure the similarity among
different classes. Specifically, the 3-D attention soft augmentation
module combined with CutMix is designed for guiding the network
model to focus on the key discriminative features. Then, the ex-
tracted 3-D feature differences between similar classes are inserted
into the attention module for the reclassification to get higher
classification accuracy. To evaluate the performance of HC-3DAA,
CutMix models with different feature dimensions and the HC
module are separately discussed on two widely used hyperspectral
datasets. Two different classifiers 3-D convolutional neural network
and ResNet are included in the comparative analysis. Besides,
experimental results also demonstrate that the proposed HC-3DAA
outperforms several state-of-the-art attention-based methods.

Index Terms—Data augmentation, hierarchical classification
(HC), hyperspectral image, similar classes reclassification, three-
dimensional (3-D) attention neural network.

I. INTRODUCTION

HYPERSPECTRAL imagery (HSI) has hundreds of con-
tiguous bands, which provide rich spectral information

for material identification. Based on the spectral and spatial
characteristics, the HSI classification assigns each pixel of an
HSI to a certain label and has been one of the most pervasive
tasks among the applications of HSI [1]–[4].

Over the past years, numerous HSI classification methods
have been proposed aiming at effective feature extraction and
accurate classification results, such as the maximum-likelihood
classification (MLC) method [5], random forest [6]–[8], and
support vector machine (SVM) [9]–[12]. These methods have
been exploited for solving varied and numerous classification
problems. However, the MLC, random forest, and SVM are
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characterized as “shallow” models [13] as compared to deep
networks which are able to extract hierarchical, deep fea-
ture representations. Recently, deep learning, which is mainly
characterized by deep networks, has been proposed and has
been quite successful in solving a wide range of problems,
such as natural language processing [14], [15], computer vision
[16]–[19], etc.

In hyperspectral image classification, some deep-learning-
based methods, such as deep belief network [20], stacked au-
toencoder (SA) [21], recurrent neural network (RNN) [22]–[24],
and deep convolutional neural networks (CNNs) [25]–[27], have
achieved encouraging performance because of its excellent per-
formance in deep feature extraction. DBA, SA, and RNN are
usually exploited to extract only spectral features from spectral
signatures. However, it is not enough for satisfactory classifica-
tion accuracy. The CNN can extract not only the spectral features
but also the spatial features from the hyperspectral image. It has
better performance in the HSI classification task and has become
one of the most popular deep frameworks in deep-learning-based
methods. However, there are two issues in the CNN network de-
sign for hyperspectral image classification: 1) how to efficiently
get the discriminative features among different classes; 2) how
to avoid the overfitting problem to get a robust model. To tackle
these problems, many promising strategies have been proposed,
in which the attention mechanism and data augmentation are two
grateful methods and have proved to be effective for encouraging
classification accuracy.

The attention mechanism is inspired by the human visual sys-
tem to capture key features from images for classification [28]–
[30]. Zhang et al. [31] and Diao et al. [32] captured salient areas
of an image using saliency detection, which can be regarded as
the early attention mechanism. Hu et al. [33] used a squeeze-and-
excitation (SE) module to guide CNNs to automatically learn
the different importance of different channel features. However,
SENet only focuses on which layers of the channel level will
have stronger feedback ability, it does not get the attention in
the spatial dimension. Then, a convolutional block attention
module [34] was proposed and applied attention to both spec-
tral and spatial dimensions. Li et al. [35] proposed a dynamic
selection mechanism in CNNs named selective kernel unit, in
which multiple branches with different kernel sizes were fused
using softmax attention. Y. Cao et al. [36] constructed a global
context network with lightweight property, which generally
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outperforms SENet on major benchmarks for various recogni-
tion tasks. Recently, Mou and Zhou [37] designed a network unit,
which was termed the spectral attention module, that made use
of a gating mechanism to adaptively recalibrate spectral bands
by selectively emphasizing informative bands and suppressing
less useful ones. However, similar to the SENnet, this method
only used the attention module in the spectral dimension. Sun
et al. [38] proposed a spectral-spatial attention network (SSAN)
to capture discriminative spectral-spatial features from attention
areas of HSI cubes and the attention module was embedded after
every spectral and spatial kernel. It has been proved that SSAN
outperformed several state-of-the-art methods.

The attention-mechanism-based methods mentioned above
usually obtain the discriminative features by designing the struc-
ture of the CNN network. The network structure can be partic-
ularly complex. Besides, the features selected by the attention
module are poor in interpretability and intuitiveness. So, data
augmentation can be a more direct and effective way for HSI
classification.

Recently, several promising strategies of data augmentation
based on regional dropout [39]–[44] have been proposed to en-
hance the performance of CNN classifiers. The regional dropout
methods erase random regions on the input to improve gener-
alization and localization. They have proved to be effective for
guiding the model to attend to not only the most discriminative
parts of objects but rather the entire object region. However, the
informative pixels’ removal can cause information loss in the
image. To tackle this problem, Zhang et al. [45] mixed training
samples by interpolating both the image and labels, which
certainly improved the classification performance. A recently
developed strategy called CutMix [46] overcome the problem
of Mixup [45] that samples tend to be unnatural after the mix
of training samples. Instead of simply mixing pixels, it replaced
the partial region of one image with a patch region in another
image. CutMix shared similarities with Mixup which mixed two
samples by interpolating both the image and labels. But the
enhanced sample was more natural. It was shown that CutMix
had a better performance than Cutout and Mixup. However,
the original ∗∗∗∗2-D CutMix only focuses on the enhance-
ment of spatial information so the spectral information in HSI
is omitted.

Both attention mechanism and data augmentation show their
benefits in HSI classification. No matter what type of method, it
can usually achieve satisfactory results in classes with obvious
differences. Therefore, the final classification performance of
a classifier is mainly limited by the accuracy among similar
classes. These similar classes can often belong to one same
big category (tree, grass, etc.), or be made of similar materials
(roof and road that are made of concrete, etc.), or be spatial
adjacency (bare land, grassland, etc.), and so on. Then the
discriminative features to distinguish these similar classes tend
to focus on some specific spatial and spectral characteristics
and the others can be redundancy and interference, which will
affect the discrimination of the classifier. The unique assets of
hyperspectral images are their rich spectral and spatial content,
so it is more necessary for HSI to extract discriminative and
efficient features for the classification task.

In this article, the following questions are addressed based on
the research status mentioned above.

1) Since different spectral bands and spatial pixels contribute
not equally to a CNN for classification tasks, how to task-
drivenly find informative features and suppress redundant
ones?

2) Since both the attention mechanism and data augmentation
have good use in feature extraction, how to combine these
two methods to get the informative 3-D features more
effectively?

3) Since the key issue of classification tasks is the differ-
entiation of similar classes, how to design a reasonable
classification structure for these classes so that it can obtain
more accurate classification accuracy?

Motivated by the above problems, we design a three-
dimensional attention soft augmentation (3DAA) module for
analyzing the significance of different spectral bands and spatial
regions of the HSI image. Besides, we design a new classifica-
tion process named hierarchical classification (HC) to help the
classifier better focus on the distinction between similar classes
for more precise classification accuracy. The main contributions
are listed as follows.

1) The 3DAA module: A spectral-spatial (3-D) feature ex-
traction module that combines the attention mechanism
and data augmentation. The 3-D attention mechanism is
used to guide the CNN to attend to the most discriminative
features of HSI. Besides, the 2-D CutMix is expanded to
3-D CutMix and adopted into the attention part for better
performance in feature extraction.

2) The HC process: To further improve the classification
accuracy of similar classes, the HC process is designed as
a coarse-fine two steps method. HC first measures the sim-
ilarity between classes based on the initial classification
results of validation samples and then the similar classes
are precisely reclassified on the premise of avoiding inter-
ference from the other classes.

The rest of this article is organized as follows. First, Section II
introduces the proposed method named the HC based on 3-D
attention soft augmentation (HC-3DAA). Second, Section III
verifies the proposed approach and presents the correspond-
ing analysis and discussion. Finally, Section IV concludes the
article.

II. PROPOSED METHOD

A. Framework of the Proposed Method

The framework of our proposed HC-3DAA is shown in Fig. 1.
The whole framework consists of two main parts: the 3-D
attention soft data augmentation module combined with CutMix,
the HC process for reclassification of similar classes.

First, sliding windows with fixed sizes are used to divide
the HSI into patches. Then all patches are then divided into
several batches and input into the 3DAA module. In the 3-D
CutMix part, the dropped region of every patch in one training
batch is replaced by the same region of one randomly selected
sample. The trainable 3-D attention module is then applied to the
mixed patch to extract discriminative features of HSI. Second,
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Fig. 1. Framework of HC-3DAA for HSI classification. The whole framework consists of two main parts: the 3-D attention soft data augmentation module
combined with CutMix, the HC process for reclassification of similar classes.

Fig. 2. Architecture of the 3DAA module. The proposed 3DAA module consists of two main parts: the 3-D CutMix part and the 3-D feature attention part. This
module aims at generating augmented training samples, which can be effective for guiding the CNN classifier to attend on discriminative features of HSI.

the feature-weighted data are input into the CNN classifier for
training and testing to get the initial classification results on
validation and testing samples. Then, the merging matrix using
validation samples is designed to measure the similarity among
classes. Two classes with similar features will be merged into one
big category. Every category will be reclassified after retraining
and retesting. Finally, the initial coarse classification map will
be corrected using the reclassification map of every category one
by one.

B. 3DAA Module

The proposed 3DAA module consists of two main parts:
the 3-D CutMix part and the 3-D feature attention part. This
module aims at generating augmented training samples, which
can be effective for guiding the CNN classifier to focus on
discriminative features of HSI. Fig. 2 illustrates the architecture
of the 3DAA module.

Original 2-D CutMix only used spatial information in RGB
images. But for HSI, the spectral information should also be
utilized. So in this article, the CutMix method is expanded from
2-D to 3-D to get a better fit for the subsequent 3-D attention
part.

Let Xi ∈ RB×W×W denotes a 3-D training patch with B
bands and sliding window size W . y represents the label
of Xi. Then, the training batch can be represented as X =
[(X1, y1), (X2, y2), . . . , (Xn, yn)], where n is the batch size.
The purpose of 3-D CutMix is to generate a new training batch
X̃ = [(X̃1, ỹ1), (X̃2, ỹ2), . . . , (X̃n, ỹn)] by replacing a 3-D re-
gion Bb̄×x̄×ȳ in Xi(i = 1, 2, . . . , n) with the same region of
one randomly selected sample XR. The label of the new sample

X̃i(i = 1, 2, . . . , n) is also the mixed label of yi and yR. We
define the combining operation as

X̃i = M�Xi + (1−M)�XR

ỹi = λyi + (1− λ)yR (1)

where M ∈ {0, 1}B×W×W is a binary mask whose values are
0 in Bb̄×x̄×ȳ and 1 in the other regions. � is elementwise
multiplication. Like 2-D CutMix, the combination ratio λ is
sampled from the uniform beta distribution Beta (1, 1).

The position of the 3-D cropped regionBb̄×x̄×ȳ is represented
as [(rb1, rb2), (rx1, rx2), (ry1

, ry2)], in which b̄ = b2 − b1, x̄ =
x2 − x1, and ȳ = y2 − y1. The position is uniformly sampled
according to

rb1 ∼ Unif (0, B) , rb2 = B(1− λ)
1
3

rx1 ∼ Unif (0,W ) , rx2 = W (1− λ)
1
3

ry1 ∼ Unif (0,W ) , ry2 = W (1− λ)
1
3

(2)

to make the cropped region meet (b̄× x̄× ȳ)/(B ×W ×W ) =
1− λ.

The 3-D CutMix part can enhance the performance of the
3-D attention part in feature extraction by constructing new
training samples X̃i and labels ỹi. It can also avoid the overfitting
problem of CNN to some extent and make the model more
robust.

The subsequent part after 3-D CutMix is the 3-D attention
part based on the attention mechanism to capture discriminative
spectral-spatial features among classes.

To further improve the perception of features, the 3-D fea-
ture attention part is applied to every new training patch.
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Let Aspe ∈ RB and Aspa ∈ RW×W denote spectral and spatial
attention weights, respectively. Their sizes correspond to the
spectral and spatial dimensions of the patch. Both Aspe and
Aspa are trainable variables that can be optimized by CNN. The
elements in Asperepresent the different contributions of every
band for HSI classification, while the elements in Aspa represent
the different contributions of every spatial region. BothAspe and
Aspa are normalized to [0, 1] and a high value means a high
contribution to the classification task.

Before the training of these attention weights, we need to
initialize them properly. It is noted that the way of initialization is
different between the classification and reclassification process.
However, their purpose is the same, that is to increase the feature
difference among classes. The weight initialization method of
preliminary classification will be introduced below and that of
reclassification will be introduced in the subsection of the HC
process.

Assuming that PCi
∈ RB×W×W means the average training

samples of class i, then the average spectral and spatial infor-
mation can be defined as SpeCi

∈ RB and SpaCi
∈ RW×W ,

respectively.

SpeCi
= Avgspa(Pci) =

[
ECi

1 ,ECi
2 , . . . ,ECi

B

]

SpaCi
= Avgspe(Pci) =

⎡
⎢⎣

aCi
11 . . . aCi

1W
...

. . .
...

aCi

W1 . . . aCi

WW

⎤
⎥⎦ (3)

where operators Avgspa(•) and Avgspe(•) mean to get the value
average in spatial and spectral dimensions. ECi

j means the
average spectral value of the ith class in band j and aCi

pq means
the average spatial value of the ith class at the position (p, q).
To measure the spectral and spatial differences among classes,
we define the difference factors σspe and σspa as the following:
(4) shown at the bottom of this page, where var(•) means to
calculate the variance of the variables and N is the number of
classes. So, if there is much spectral feature difference among
classes in band j, the value var({SpeC1

j , . . . ,SpeCN
j }) must be

high. The same goes for the spatial feature difference.
Aspe and Aspa are initialized as the normalized σspe and σspa,

respectively, which can be expressed as

Aspe = N (σspe) =
σspe−min(σspe)

max(σspe)−min(σspe)

Aspa = N (σspa) =
σspa−min(σspa)

max(σspa)−min(σspa)

(5)

where N (•) is the linear normalization operator.

Then, both of the weights are expanded to the same size of
X̃i ∈ RB×W×W :

Aspe = (Aspe)
B×W×W

Aspa = (Aspa)
B×W×W .

(6)

The final 3-D attention weight Aw and the attention weighted

patch
�

Xi are represented as

Aw = N (Aspe �Aspa)

�

Xi = (1+Aw)� X̃i. (7)

Both Aspe and Aspa are trainable parameters. They will be
optimized with the training of the CNN.

C. HC Process

The HC process is a coarse-fine two steps method to help the
classifier attend to the differentiation between similar classes.
Fig. 3 illustrates the architecture of the HC process.

The purpose of the HC process is to measure the similarity
between classes and then get more precise reclassification results
of these categories. Because it is easier and more efficient for
the CNN model to catch the discriminative features between
similar classes without the interference of the other classes. It can
effectively solve the problem of information inequality between
classes by transforming the classification task from the “one
against others” problem to the “one against one” problem.

The HC process mainly includes the following four parts.
1) Coarse classification on validation samples to get the

merging matrix for similarity measure among classes.
2) The initial attention feature weights are obtained for each

group of similar classes.
3) Coarse classification on testing samples to get the initial

classification map.
4) Fine classification for each group of similar classes to

correct the initial classification map.
First, we need to define the “similar” classes. The “similar”

means the feature difference between the two classes is too
small and is difficult for the classifier to perceive. Because
characteristics of features extracted by different classifiers can
be different, “similar classes” may not be all the same for these
classifiers even for the same image. So a classifier needs to
determine its own “similar classes”. In this article, we use the
validation samples to determine which classes are “similar” for
a specific classifier.

σspe = var ({SpeC1
, . . . ,SpeCN

})
= [var({SpeC1

1 , . . . ,SpeCN
1 }), . . . , var({SpeC1

B , . . . ,SpeCN

B })]
σspa = var ({SpaC1

, . . . ,SpaCN
})

=

⎡
⎢⎣
var({SpaC1

11 , . . . ,Spa
CN
11 }) . . . var({SpaC1

1W , . . . ,SpaCN

1W })
...

. . .
...

var({SpaC1

W1, . . . ,Spa
CN

W1}) . . . var({SpaC1

WW , . . . ,SpaCN

WW })

⎤
⎥⎦ (4)
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Fig. 3. Architecture of the HC process. The HC process measures the similarity between classes based on the merging matrix and merge similar classes into
different categories. Then, every category will be reclassified to correct the initial testing map.

After testing on validation samples in the coarse classification
process, the merging matrixG is defined based on the validation
confusion matrix M ∈ RN×Nof the initial validation classifica-
tion result as

G = M+MT (8)

where N is the number of classes. It is obvious that G is a
symmetric matrix. Its nondiagonal elements gi,j represent the
confusion degree between class Ci and Cj. The element value
represents the degree of similarity between the two classes. If
there is a higher similarity between the two classes Ci and Cj,
the corresponding element gi,j of the merging matrix will have a
greater value. Then the elements will be selected based on their
values from high to low and the corresponding classes will be
merged into categories Ri,j two by two.

Rk
i,j = {Ci ∪ Cj

∣∣g
i,j

= gj,i = kth_max(G), i �= j} (9)

where Rk
i,j means the category containing class i and j in the kth

mergence. kth_max(G)means kth largest value in G. It is noted
that two categories Rm

i,p andRn
i,q may contain one of the same

class i. However, it is common and reasonable because they will
meet the definition of similar classes from different views. For
example, Ci and Cp may be made of similar materials, but Ci

and Cq can also be spatial adjacency.
If the two similar classes are regarded as one same category,

the original samples of misclassification between these two
classes can be also regarded as correctly classified from the
perspective of category. It is obvious that the overall accuracy
(OA) is improved continuously with the continuous mergence.
When the Ci and Cj are merged, the improved OA of the
validation set ΔOA(Ri,j) will be represented as follows:

ΔOA(Ri,j) =
gi,j
NVal

(10)

where NVal is the number of samples in validation set.
In the extreme case, if all classes that may lead to misclas-

sification have been merged into some categories, the overall
classification accuracy will be 1, but this case is meaningless. To
improve the classification accuracy more simply and efficiently
and save computing resources, we expect to get a satisfactory im-
provement of overall classification accuracy (OA) on the premise
of merging as few categories as possible. So, the merging times
T is limited as

T = argmin
T

{
ΔOA(T ) <

ΔOA(1)

2

}
(11)

where ΔOA(i) means the improvement of OA after i times
merging. Because classes are merged based on the values in G
from high to low, it is obvious that ΔOA(1) is the biggest. The
more times of mergence, the less obvious in the improvement
of OA.

Second, these categories need to be reclassified for more
precise accuracy. In the HC process, the initialization of the
3DAA module is different from that in the “coarse” classifi-
cation mentioned in Section II-B. To make the features more
discriminative, we use the feature difference of similar classes
to initialize the attention weights in the 3DAA module.

The feature differences normalization module is used for
getting the spectral ΔRi,j

spe and spatial differences ΔRi,j
spa in every

category.

Δ
Ri,j
spe = N (

∣∣Avgspa(PCi
)− Avgspa(PCj

)
∣∣)

Δ
Ri,j
spa = N (

∣∣Avgspe(PCi
)− Avgspe(PCj

)
∣∣) (12)

where Avgspe and Avgspa denote the value average of patches in
spectral and spatial dimensions, respectively.

The last step is to recalibrate the initial classification results.
After the coarse classification of the testing samples, we can

get the coarse classification map MapIni, in which there are many
misclassification samples in each category. It is assumed that
MapIni

Ri,j
represent the test samples classified into Ci or Cj in the

coarse classification process. In the HC process, these samples
will be reclassified. For each category, this process is a binary
classification and we just need to judge which of the two similar
classes these samples belong to without the interference of the
other classes. The reclassification results of these samples will
correct the labels in the coarse classification map MapIni

Ri,j
, which

can be expressed as:

MapCor
Ri,j

= HC (Ri,j) = HC
(

MapIni
Ri,j

)
. (13)

Every category will be reclassified one by one. In the reclassi-
fication ofRk

i,j in the HC process, the attention weights Aspe and
Aspa in the 3DAA module will be initialized as the normalized
spectral and spatial feature differences of each category, ΔRi,j

spe

and Δ
Ri,j
spa , respectively.

After the correction on MapIni with the fine classification
results of every category one by one, the final fine classification



4222 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 15, 2022

Fig. 4. False-color image of PU and its ground-truth map.

Fig. 5. RGB image of DFC data and its ground-truth map.

map can be expressed as

MapCor
R =

{
HC

(
MapIni

Rk
i,j

)
R ∈ Rk

i,j k = 1, 2, . . . , T

MapIni R /∈ Rk
i,j

(14)

where T means the number of categories.
The reasons why the HC process can better distinguish similar

classes can be summarized as follows.
1) From the perspective of data enhancement, the reclas-

sification process of similar classes belongs to binary
classification, and the samples between these classes can
be mixed more fully.

2) From the perspective of feature attention, the trained fea-
ture attention weights are more targeted for distinguishing
similar classes in each category.

3) From the perspective of classifier design, it is easier for
the classifier to find the appropriate decision boundaries
for distinguishing the two classes without the interference
of other classes.

III. EXPERIMENTS AND DISCUSSION

A. Data Description

Three publicly available hyperspectral datasets were used for
experiments, i.e., the Pavia University (PU) dataset, the 2014
IEEE GRSS Data Fusion Contest (DFC) dataset, and the SV
dataset. Figs. 4 –6 illustrate the false-color image, RGB image,
and its corresponding ground-truth map for the PU, the DFC,
and the SV datasets, respectively.

1) PU Hyperspectral Dataset: The PU dataset is acquired by
the ROSIS sensor during a flight campaign over the University
of Pavia, northern Italy. The size of PU is 610× 304 pixels
and the number of spectral bands is 115, of which 12 bands
were removed before being processed because of the noise. The

Fig. 6. False-color image of SV and its ground-truth map.

band ranges from 0.43 to 0.86 μm. The spatial resolution is
1.3 m/pixel. Besides unknown pixels, nine classes are manually
annotated in the reference data.

2) 2014 IEEE GRSS DFC Dataset: DFC involves two image
sources acquired at different spectral ranges, namely the hyper-
spectral image in the long-wave infrared region (LWIR) (7.8–
11.5 μm) with 84 bands and the RGB image in the visible (VIS)
region. The LWIR image was acquired using the “Hyper-Cam,”
an airborne long-wave infrared hyperspectral imager based on a
Fourier-transform spectrometer. The two data sources cover an
urban area near Thetford Mines in Québec, Canada. The spatial
resolution is 1 m/pixel in LWIR data and 0.2 m/pixel in RGB
data. In this article, we combine the RGB data and the LWIR data
of the DFC dataset as a complete HSI image. All data are resized
to 795× 564 pixels and 1 m/pixel. There are seven classes in
the scene.

3) Salinas Valley Hyperspectral Dataset: This scene was
collected by the 224-band AVIRIS sensor over Salinas Valley
(SV), California, and is characterized by high spatial resolution
(3.7-m pixels). The area covered comprises 512 lines by 217
samples. We discarded the 20 water absorption bands, in this
case bands: [108-112], [154-167], 224. This image was available
only as at-sensor radiance data. It includes vegetables, bare soils,
and vineyard fields. Salinas ground-truth contains 16 classes.

B. Experimental Setup

To evaluate the performance of HC-3DAA, different kinds of
CutMix modules with different feature dimensions and the HC
module are discussed separately on two hyperspectral datasets
mentioned above. All datasets are normalized in the range [0, 1].
It is noted that the RGB image and LWIR image are normalized
separately in the DFC dataset.

In this article, we use the merging matrix G to determine
which classes are “similar” for a specific classifier. The element
value of G represents the degree of similarity between the two
classes. So the number of each class in the validation set must be
equal to ensure that the confidence among classes is balanced.
If we select samples of the validation set in proportion, classes
with a large sample base are more likely to be judged as “similar”
classes. Therefore, we cannot judge the similarity among classes
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TABLE I
AMOUNTS OF TRAINING, VERIFICATION, AND TEST DATA ON THE PU DATASET

TABLE II
AMOUNTS OF TRAINING, VERIFICATION, AND TEST DATA ON THE DFC

DATASET

TABLE III
AMOUNTS OF TRAINING, VERIFICATION, AND TEST DATA ON THE SV DATASET

by the element value of G. So the number of validation samples
of each class should be a fixed value.

However, we have no requirements for the selection way of
the number of samples in the training set. The samples of the
training set can be selected in proportion or a fixed value. In
this article, we want to keep the number of training samples
consistent with that of the validation samples, so both the training
and validation samples are fixed at 200. Of course, this is not
a must. The number of training, validation, and testing samples
for each class are detailed in Tables I–III. It is noted that when
measuring the similarity among classes, only the samples and
labels of the validation set are used. When evaluating the overall
classification accuracy, all samples and labels in the data are
used for testing. In other words, training and validation samples

are included in the testing samples, which can also be reflected
in Tables I–III.

We adopt four quantitative evaluation indices to assess the
classification performance and they are listed as the following.

1) OA: This criterion is calculated as the fraction of test
samples that are differentiated correctly.

2) kappa coefficient (κ): To assess the performance concern-
ing each class in a data set, we also compute per-class
accuracy (PA). This measurement is particularly useful
when class labels are not uniformly distributed.

3) PA: This criterion is computed as the classification accu-
racies of each class.

4) Confusion Matrix: The confusion matrix is used to analyze
the misclassified classes for the assessment of intraclass
classification performance.

In this article, we insert the 3DAA module and HC process into
a 3D-CNN and a 3D-ResNet [47] to evaluate the improvement
of our proposed method. We use the Pycharm framework to
implement and train networks. The Adam optimization function
[48] with an initial learning rate of 1× 10−4 has been adopted
in the “coarse” classification process and 1× 10−3 in the HC
process. The batch size is set to 5 because a small batch size is
more conducive to the full mixing of training samples among
different classes. The epochs are set to 2000 in the “coarse” clas-
sification process and 1000 in the HC process. For comparison,
the window sizes (the spatial size of the input patch) are set to
5× 5 (W-5) and15× 15 (W-15) for experiments. Finally, we
train networks on an NVIDIA GeForce RTX 2080 Ti 11 GB
GPU.

In this article, the structure of 3D-CNN is detailed as follows.
First, the data patch with a specific spatial size is input into
the 3DAA module to get the feature-weighted data. Then the
feature-weighted data is input into several 3-D convolution lay-
ers with no padding and the input patch will be finally convoluted
into a 1-D vector. The convolution layer is followed by two
full connection layers. For example, the 3D-CNN architecture
with a spatial size of 15 is shown in Table IV. There are seven
3-D convolution layers with ReLU active functions. Two fully
connected layers are after the convolutional layers. The stride
value of the convolutional layer is set to 1.

To quantitatively compare different models for hyperspectral
data classification tasks from various aspects, the following three
experiments are designed.

1) Effectiveness of the Proposed 3DAA Module: To evaluate
the performance of the proposed 3DAA module, we compare
the experimental results of two different classifiers (3D-CNN
and ResNet) combined with different types of modules (2-D
CutMix with attention soft augmentation and 3-D CutMix with
attention soft augmentation). Thus, the followings are methods
included in this experiment: 3D-CNN, ResNet, 3D-CNN with
2D/3DAA, and ResNet with 2D/3DAA. Besides, two window
sizes 5× 5(W-5) and 15× 15(W-15) are also considered in the
experiment.

2) Effectiveness of the HC Process: To evaluate the perfor-
mance of the HC process, the classification results of two classi-
fiers before and after the HC process are compared. We choose
the window size setting that can better reflects the advantages of
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TABLE IV
CONFIGURATION OF A 3DAA-BASED 3-D CONVOLUTIONAL NETWORK FOR THE PU DATASET WITH W-15

TABLE V
ACCURACY COMPARISONS OF 3DAA MODULE FOR THE PU DATASET WITH W-5

Note: Bold numbers indicate the best performance.

TABLE VI
ACCURACY COMPARISONS OF 3DAA MODULE FOR THE DFC DATASET WITH W-15

Note: Bold numbers indicate the best performance.

our proposed method. The confusion matrices with the window
size of 5 (W-5) on the PU dataset and with the window size of
15 (W-15) on the DFC dataset and SV dataset are also used to
analyze the improvement in the classification of similar classes.
The results before and after the HC process are compared in
confusion matrices.

3) Performance Comparison of HC-3DAA With Other State-
of-the-Art Methods: In this experiment, we compare the per-
formance of our proposed HC-3DAA method using 3D-CNN
classifier with some state-of-the-art attention-based methods:
deep feature fusion network (DFFN) [30], spectral-spatial
residual network (SSRN) [27], spectral attention network
(SpecAttenNet) [37], and SSAN [38].

For a fair comparison, the proposed method and compared
methods adopt the same experimental settings. The spatial

window size of HSI cubes for all methods is set to 15× 15.
The batch size is set to 5. The number of training epochs is set to
2000 and weight parameters of all methods are optimized with
the Adam. The learning rate is set to 1× 10−4.

C. Results and Discussion

1) Effectiveness of the Proposed 3DAA Module: Tables V–
VII give information about PA, OAs, and kappa coefficients with
W-5 on the PU dataset and with W-15 on the DFC dataset
and SV dataset. In the experiments, the accuracy of classifiers
with no attention module, 2DAA module, and 3DAA module
are compared. Tables V–VII list the results with W-5 on the PU
dataset and with W-15 on the DFC, and SV datasets, respectively.
Table VIII shows the OA and kappa coefficients in all cases.
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TABLE VII
ACCURACY COMPARISONS OF 3DAA MODULE FOR THE SV DATASET WITH W-15

Note: Bold numbers indicate the best performance.

TABLE VIII
CLASSIFICATION RESULTS OF DIFFERENT TYPES OF MODULE ON THREE DATASETS

Note: Bold numbers indicate the best performance.

On the whole, on the PU dataset, using 3D-CNN and ResNet
classifiers, the 3DAA module is capable of achieving OA incre-
ments of 4.18% and 3.82% with W-5 for 3D-CNN and ResNet, of
1.24% and 0.8% with W-15 for 3D-CNN and ResNet. Regarding
the DFC scene, OA increments are 4.17% and 3.57% with W-5
and 1.01% and 1.54% with W-15. As for the SV dataset, OA
increments are 3.36% and 3.96% with W-5 and 2.33% and 2.06%
with W-15. Similarly, the improvements in kappa coefficients in
all cases are also very obvious.

Concerning the obtained classification results, attention-
based modules, including the 2DAA module and 3DAA mod-
ule, can improve the classification performance of classifiers
regarding OA and the kappa coefficient. It is because the
attention-based module can help the classifier attend to the
discriminative features of HSI. So the classifier can be more
robust in finding appropriate decision boundaries to separable
different classes. The significant accuracy improvements of
both 3D-CNN and ResNet show that the proposed attention
module has good portability. Besides, the 3DAA module is more

effective than the 2DAA module because of the use of informa-
tion in spectral dimensions of HSI.

Furthermore, to more intuitively show the effectiveness of the
3DAA module in feature extraction, we use t-SNE [49], [50] to
visualize features of training and validation samples before and
after this module on the PU dataset, the DFC dataset, and the SV
dataset in Figs. 7 –9, respectively. As is shown in Fig. 7, in the
original samples, some classes are mixed together (e.g., class 2
and class 6), while they are separated in recalibrated samples.
This means that recalibrated samples can be easier to classify. At
the same time, it is known that class 2 (“Meadows”) and class
6 (“Bare Soil”) are similar in characteristics because they are
spatial adjacency. So they are similar classes. Similarly, we can
get the same conclusion in Fig. 8. The mixed classes (e.g., class 2
and class 6) are separated after the processing of the 3DAA mod-
ule. In the DFC scene, class 2 (Trees) and class 6 (Vegetation)
can belong to the same big category (Vegetation). So, they are
similar classes too. Fig. 9 shows that class 8 (Grapes_untrained)
and class 15 (Vinyard_untrained) are features mixed in original
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Fig. 7. Visualization of (a) original training and validation samples and
(b) recalibrated ones by the 3DAA attention module with W-5 of the PU dataset
by t-SNE. Different colors represent nine different classes. It is shown that, in
the original samples, some classes are mixed together (e.g., class 2 and class 6),
whereas they are separated in recalibrated samples. This means that recalibrated
samples can be easier to classify.

Fig. 8. Visualization of (a) original training and validation samples and
(b) recalibrated ones by the 3DAA attention module with W-15 of the DFC
dataset by t-SNE. Different colors represent seven different classes. It is shown
that, in the original samples, some classes are mixed together (e.g., class 2 and
class 6), whereas they are separated in recalibrated samples. This means that
recalibrated samples can be easier to classify.

SV data. Just judging by common sense, these two classes are
very similar. After the feature attention of the 3DAA module,
the two classes are obviously separated.

2) Effectiveness of the HC Process: Tables IX–XI show the
confusion matrices of validation samples with W-5 on the PU
dataset, with W-15 on the DFC dataset and with W-15 on the SV
dataset using a 3DAA classifier after the coarse classification.
The nondiagonal elements in the confusion matrix represent

Fig. 9. Visualization of (a) original training and validation samples and
(b) recalibrated ones by the 3DAA attention module with W-15 of the SV dataset
by t-SNE. Different colors represent 16 different classes. It is shown that, in the
original samples, some classes are mixed together (e.g., class 8 and class 15),
whereas they are separated in recalibrated samples. This means that recalibrated
samples can be easier to classify.

TABLE IX
CONFUSION MATRIX OF VALIDATION SAMPLES WITH W-5 ON THE PU

DATASET AFTER COARSE CLASSIFICATION

TABLE X
CONFUSION MATRIX OF VALIDATION SAMPLES WITH W-15 ON THE DFC

DATASET AFTER COARSE CLASSIFICATION

TABLE XI
CONFUSION MATRIX OF VALIDATION SAMPLES WITH W-15 ON THE SV

DATASET AFTER COARSE CLASSIFICATION
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Fig. 10. Visual classification results of different approaches with W-5 on the PU dataset before and after the HC process. (a) False-color image of PU and
its ground-truth map. (b) 3DAA with 3D-CNN classifier. (c) HC-3DAA with 3D-CNN classifier. (d) 3DAA with ResNet classifier. (e) HC-3DAA with ResNet
classifier. The regions in white boxes show the main accuracy improvement of the HC process between similar classes.

Fig. 11. Visual classification results of different approaches with W-15 on the DFC dataset before and after the HC process. (a) False-color image of DFC and
its ground-truth map. (b) 3DAA with 3D-CNN classifier. (c) HC-3DAA with 3D-CNN classifier. (d) 3DAA with ResNet classifier. (e) HC-3DAA with ResNet
classifier. The regions in white boxes show the main accuracy improvement of the HC process between similar classes.

TABLE XII
MERGING MATRIX OF VALIDATION SAMPLES WITH W-5 ON THE PU DATASET

AFTER COARSE CLASSIFICATION

Note: Bold numbers indicate the merged classes with top confusion errors.

the number of misclassified samples. Besides, the merging
matrices based on the confusion matrices are shown in Tables
XII–XIV, respectively. As mentioned in Section II, the merging
matrix is used to determine the similarity between classes. It is
the symmetric matrix and classes with top values are defined
as similar classes. Similar classes will be merged into a big
category Ri,j.

According to Tables XII–XIV, selected categories are R2,6

and R3,8 in the PU dataset, R1,6 and R2,6 in the DFC dataset,
and R8,15 and R8,10 in the SV dataset. These categories are
consistent with the conclusion obtained in Figs. 7–9. They all
meet the definition of similar classes in Section I. As we can see
in Tables IX–XI, the classification performance of a classifier is
mainly limited by the accuracy among these similar classes. The
goal of the HC process is to better distinguish these categories
through HC.

For every category, the improvements in PA are shown in
Tables XV–XVII. It is obvious that the HC process can guide
the classifiers to distinguish similar classes more efficiently.
The PAs of C2 and C8 have increased by 3% and 1.8% in the
reclassification of R2,6 on the PU dataset. The PAs of C6 and
C2 have increased by 3.00% and 1.10% in the reclassification
of R1,6 and R2,6 on the DFC dataset. The PAs of C8 and C15

have increased by 6.43% and 1.37% in the reclassification of
R8,15 and R8,10 on the SV dataset. It is noted that although the
reclassification of R3,8 on the PU dataset doesn’t achieve ideal
results, the OA has also been improved and the results in other
cases are all in line with expectations.

Figs. 10–12 demonstrate the visual classification maps of
different approaches with W-5 on the PU dataset, with W-15
on the DFC dataset, and with W-15 on the SV dataset before
and after the HC process, respectively. The regions in white
boxes show the main accuracy improvement of the HC process
between similar classes.

Table XVIII lists the OA and kappa coefficients before and
after the HC process in all cases. Table XVIII also shows the
categories Ri,j in these cases. It is shown in Table XVIII that,
even on the same image, the merged classes in different cases
are sometimes inconsistent because of the randomness of the
training process. But they are all reasonable, such as meadows
and trees R4,2 in PU belonging to the vegetation category,
meadows and bare soil R6,2 in PU being spatial adjacency, self-
blocking bricks and gravel R8,1 being made of similar materials,
and so on. The effectiveness of the HC process on all datasets is
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TABLE XIII
MERGING MATRIX OF VALIDATION SAMPLES WITH W-15 ON THE DFC DATASET AFTER COARSE CLASSIFICATION

Note: Bold numbers indicate the merged classes with top confusion errors

TABLE XIV
MERGING MATRIX OF VALIDATION SAMPLES WITH W-15 ON THE SV DATASET AFTER COARSE CLASSIFICATION

Note: Bold numbers indicate the merged classes with top confusion errors

TABLE XV
CONFUSION MATRIX OF HC PROCESS WITH W-5 ON PU DATASET

Note: Bold numbers indicate the improvements of HC process

very encouraging. On the PU dataset, the OAs increase by 0.75%
and 0.66% for 3D-CNN and ResNet with W-5 and increase by
0.27% and 0.04% for 3D-CNN and ResNet with W-15. The OA
improvement is more significant on DFC data that increased by
0.61% and 0.90% for 3D-CNN and ResNet with W-5, increased

TABLE XVI
CONFUSION MATRIX OF HC PROCESS WITH W-15 ON DFC DATASET

Note: Bold numbers indicate the improvements of HC process

by 1.03% and 1.51% for 3D-CNN and ResNet with W-15. As for
the SV dataset, the OAs have also been significantly improved.
OAs increase by 2.14% and 1.44% for 3D-CNN and ResNet with
W-5 and increase by 1.52% and 0.48% for 3D-CNN and ResNet
with W-15. The main reason why the HC process can be effective



MIAO et al.: HIERARCHICAL CNN CLASSIFICATION OF HYPERSPECTRAL IMAGES BASED ON 3-D ATTENTION SOFT AUGMENTATION 4229

TABLE XVII
CONFUSION MATRIX OF HC PROCESS WITH W-15 ON SV DATASET

Note: Bold numbers indicate the improvements of HC process

Fig. 12. Visual classification results of different approaches with W-15 on the SV dataset before and after the HC process. (a) False-color image of SV and
its ground-truth map. (b) 3DAA with 3D-CNN classifier. (c) HC-3DAA with 3D-CNN classifier. (d) 3DAA with ResNet classifier. (e) HC-3DAA with ResNet
classifier. The regions in white boxes show the main accuracy improvement of the HC process between similar classes.

is that discriminative features between similar classes are easier
to be caught by the attention model without the interference of
the other classes.

Throughout all the experiments, the proposed HC-3DAA
module improves the OA of the 3D-CNN classifier from 92.11%
to 97.04% with W-5 and from 98.27% to 99.78% with W-15 on
the PU dataset, whereas from 92.75% to 97.23% with W-5 and
from 98.82% to 99.66% with W-15 for the ResNet classifier.
The improvements on the DFC and SV dataset are also very
considerable and the classification accuracy has been improved
by more than 3% in all cases.

3) Performance Comparison of HC-3DAA With Other State-
of-the-Art Methods: In this experiment, some state-of-the-art
attention-based methods, namely DFFN, SSRN, SpecAttenNet,
and SSAN, are used as compared methods to verify the effec-
tiveness of HC-3DAA.

Table XIX and Fig. 13 report the classification results con-
ducted on the PU dataset. The proposed HC-3DAA method

with the 3D-CNN classifier outperforms several state-of-the-
art methods. For most classes, our proposed method has the
superior PA. Especially for some classes with similar char-
acteristics, such as “Meadows,” “Gravel,” “Bare Soil,” and
“Bitumen,” the superiority of this algorithm is particularly en-
couraging. HC-3DAA achieves an OA of 99.78% and a kappa
coefficient of 99.70%, which are the highest among compared
methods.

As for the DFC dataset, Table XX and Fig. 14 show the
quantitative evaluation results and visual results, respectively.
The HC-3DAA method also achieves superior performance. In
the experiment, all methods achieve very high accuracy in the
“Road” and “Bare Soil” because these classes have specific
radiation characteristics in LWIR and are easy to be distin-
guished from the other classes. The HC-3DAA outperforms
other methods in the classification of similar classes. It achieves
the highest OA of 98.61% and the highest kappa coefficient of
98.27%.
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TABLE XVIII
CLASSIFICATION RESULTS BEFORE AND AFTER THE HC PROCESS

Note: Ri,j is the merged category containing similar classes i and j

TABLE XIX
ACCURACY COMPARISONS FOR THE PU DATASET WITH W-15

Note: Bold numbers indicate the best performance

Fig. 13. Visual classification results of different approaches with W-15 on the PU dataset. (a) Ground-truth map of PU. (b) DFFN. (c) SSRN. (d) SpecAttenNet.
(e) SSAN. (f) HC-3DAA with 3D-CNN classifier.

Table XXI and Fig. 15 show the accuracy comparison for
the SV dataset with W-15. It is shown that all compared
methods have good performance in classification for most
classes. Their difference is mainly reflected in the distinction
of similar classes, such as class 8 and class 15. The clas-
sification accuracy of these similar classes seriously restricts

the OA. Our proposed HC-3DAA method has the best per-
formance in the distinction between class 8 and class 15. It
achieves the highest PAs of 96.78% and 93.89% for class 8
and class 15, respectively. Besides, the OA and kappa co-
efficient of HC-3DAA are also the best among compared
methods.
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TABLE XX
ACCURACY COMPARISONS FOR THE DFC DATASET WITH W-15

Note: Bold numbers indicate the best performance

Fig. 14. Visual classification results of different approaches with W-15 on the DFC dataset. (a) Ground-truth map of DFC. (b) DFFN. (c) SSRN. (d) SpecAttenNet.
(e) SSAN. (f) HC-3DAA with 3D-CNN classifier.

TABLE XXI
ACCURACY COMPARISONS FOR THE SV DATASET WITH W-15

Note: Bold numbers indicate the best performance

All the experiments on the PU, the DFC, and the SV datasets
illustrate the advantages of our proposed method in similar
classes’ differentiation.

To analyze the computational complexity of the proposed
network and other methods, we calculate the average training
and testing time (on GPU) on the PU dataset with W-15.
The calculation results are shown in Table XXII. Because
the parameters of each model are different and the average
time is positively correlated with the number of parameters,
the time consumption of the proposed network is more than
that of other methods, which means that the improvements

in classification performance increase the computation
complexity.

IV. CONCLUSION

In this article, a new classification module named HC-3DAA
is proposed to improve classification accuracy, especially for
similar classes. Our HC-3DAA method is mainly divided into
two parts, namely the 3DAA part and the HC process part. The
3DAA part aims to guide the classifiers to attend to discrimina-
tive features between classes and the HC process part can help
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Fig. 15. Visual classification results of different approaches with W-15 on the SV dataset. (a) Ground-truth map of SV. (b) DFFN. (c) SSRN. (d) SpecAttenNet.
(e) SSAN. (f) HC-3DAA with 3D-CNN classifier.

TABLE XXII
AVERAGE TRAINING AND TESTING TIME (ON GPU) ON THE PU DATASET WITH W-15

the classifiers distinguish similar classes more efficiently. The
obtained results on the PU, DFC, and SV datasets demonstrate
that the proposed method can significantly improve the perfor-
mance of 3D-CNN and ResNet classifiers in HSI classification.
It is also shown that our HC-3DAA method outperforms some
state-of-the-art attention-based methods in similar classes’ dif-
ferentiation.
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