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Feasibility Study for an Ice-Based Image Monitoring
System for Polar Regions Using Improved Visual

Enhancement Algorithms
Yuchen Wang , Yinke Dou , Jingxue Guo, Zhe Yang , Bo Yang, Yang Sun , and Weixin Liu

Abstract—Melting and evolution of Arctic Ocean sea ice in
summer are one of the main factors affecting sea ice albedo and
climate. At present, remote sensing images of sea ice are mainly
acquired with the help of payload platforms, such as aircraft or
satellites. The above methods have a large measurement scale and
a short period. Sea ice research also requires suitable equipment for
fine-scale, visualized long-term tracking observations of target sea
ice regions. This article investigates the feasibility of measuring
interannual variability in sea ice morphology in the Arctic sea
ice environment using a low-power gimbal camera automated by
satellite communications. Year-round observational data from the
arctic field were used. The sea ice images were defogged and edge-
enhanced by a newly developed algorithm with the help of human
visual enhancement principles. During the 11th Chinese National
Arctic Science Expedition, the system was placed on perennial ice in
the northern Beaufort Basin to monitor sea ice appearance changes
and the external state of the ice mass balance buoy. The system fuses
visually enhanced sea ice images with ice balance buoy data from
the same ice floe in a multi-scale environmental sequence to obtain
sea ice observations with image sequences. The data complement
the need for long-duration, fixed-ice, and short-visual-range obser-
vations in sea-ice studies. The equipment design methods and image
processing algorithms involved in the experimental process have
accumulated engineering experience for this application area. The
research methodology provides a new framework for long-term,
and visualized sea ice observation methods.
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I. INTRODUCTION

THE arctic is a crucial component of the Earth’s climate
system, affecting the energy balance, atmospheric and

oceanic circulation, ecology, and natural resources [1], [2].
Arctic sea ice cover is both an indicator and an amplifier of
climate change [3]. Changes in sea ice are macroscopically
manifested as sea ice thickness and sea ice coverage area. Sea
ice thickness affects processes related to arctic climates, such
as climate change, freshwater balance and ocean circulation,
and maritime security [4]–[6]. Sea ice research is a broad,
interdisciplinary scientific topic with many subdisciplines and
processes at play [7]. In particular, ice extent, thickness, and
age are often used as indicators of climate change. Over the
past few decades, Arctic sea ice has changed dramatically, as
evidenced by trends such as shrinking ice extent, decreasing ice
thickness, replacement of multiyear ice by younger first-year
ice, and decreasing ice concentration [8]–[10]. Projections from
climate models suggest that a reduction in the extent of summer
sea ice could lead to no summer ice in the Arctic for the next
25–30 years [11]. The databases for the above discussion and
prediction models are based on various observations obtained
in situ. There are multiple types of arctic sea ice observation
data, broadly classified into two categories according to the
observation load platform. One type is remote sensing data with
aerial platforms as the central observation platform. The other
type is physical sensor data with in-situ sensors such as buoys
and submersible sensors as the central observation platform.

Since 1970, satellite optical infrared and microwave sensors
have matured as observational tools for cold regions. Optical
infrared sensors are well suited for mapping environmental
variables over heterogeneous landscapes due to their relatively
high resolution (submeter to 1 km). However, the signal-to-noise
ratio of the observations may be degraded by cloud atmosphere
aerosol contamination, low solar altitude, and prolonged sea-
sonal darkness at high latitudes [12]. Microwave remote sensing
is less affected by atmospheric conditions and provides diurnal
earth observations in almost all-weather conditions [13]. The
two types of observation methods described above are suitable
for monitoring large areas of sea ice, but microwave remote sens-
ing does not provide access to atmospheric and oceanic parame-
ters collected by in situ sensors on the sea ice being observed. For
microwave payloads carried on satellites, the observation time
is relatively fixed. Researchers cannot obtain data at a specific
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scale at an arbitrary time. Unmanned airborne remote sensing
observations were born out of this need. Such platforms provide
the flexibility to choose the appropriate data acquisition period
and data type (multispectral, hyperspectral, thermal, microwave,
and LIDAR) [14]. The advent of lightweight, low-cost UAVs
and various remote sensing products has changed the outlook of
glaciological research. Due to the continuous thickness variation
of Arctic sea ice, drift trajectories and surface morphology
observations are limited by remote sensing data’s coarse spatial
and temporal resolution. Therefore, ground data are needed to
validate and complement satellite products [15]. The use of
autonomous ice mass balance buoys (IMBs) has dramatically
expanded the opportunities for long-term sea ice mass balance
observations. These buoys can address local ice mass balance
changes by measuring snow depth and time series of ice surface
and bottom locations [16].

The first IMB was developed by the US Cold Regions Re-
search and Engineering Laboratory in conjunction with Ocean
Weather Canada Ltd. The IMB is anchored to the ice floe at
a fixed location, and the buoy makes automated measurements
at predetermined intervals along the ice drift track (measure-
ment parameters include ranging acoustic sonar of snow and
ice bottom, temperature data from the air-ice-sea profile, and
atmospheric parameters) The data are transmitted via the Iridium
satellite. This type of IMB is widely used in the arctic ocean [17].
In addition, a high-resolution material balance buoy (Simba) was
developed by the Scottish Marine Science Association of the
Scottish Marine Institute, U.K. This type of buoy is a basic func-
tional unit to realize the Arctic Ocean buoy observation network
grouping. In Liao et al.’s study, mathematical and physical-based
algorithms were used to process SIMBA temperature data, and
the model automatically calculated snow depth and ice thickness
[17], [18]. Simba data have been used for monitoring snow depth
and ice thickness in seasonally frozen lakes and energy balance
studies [19] and polar ocean studies [20], [21].

A vital observation tool is in situ image acquisition of ice
and snow and visualization of ice cores after removal. The
appearance and disappearance of melting ponds in the arctic
and the associated parameters also reflect the seasonal and ther-
modynamic processes in the ice cover. No mature buoy system
can achieve fixed optical camera observations of perennial ice in
high-latitude sea ice regions. The combination of morphological
sea ice appearance image data from optical cameras working in
the central arctic throughout the year, material balance data from
IMB buoys, and sea ice light flux data may provide more com-
prehensive support for explaining sea ice change mechanisms.

In this article, a miniature serial camera was selected as the
image acquisition sensor and mounted on a cold and wet-proof
head to monitor the surroundings of its location. Filming during
extreme nights can be accomplished during the test period. The
performance of the sea ice camera was evaluated over an oper-
ating temperature range of −40 °C to 10 °C, including signal in-
tegrity output, low light conditions output, and defogging image
output. These reference attributes support further construction of
sea ice refinement research methods. The overall performance of
the sea ice camera buoys was evaluated during the 9th and 11th
Chinese National Arctic Research Expedition. The methodology

employed and the design of this article provides a general
framework for this observational tool. This assessment provides
a feasibility check for the long-term operation of visible and
infrared cameras in arctic sea ice areas, and provides data to
support the material balance characteristics corresponding to
the changing cycles of sea ice surface morphology.

II. IMAGING SYSTEMS AND DRIVE ELECTRONICS

In the arctic high latitude ice floes, both buoys and ma-
rine sensors face multiple tests. Systems with optical imaging
capabilities operating on polar sea ice require a higher level
of protection than optical systems operating in other common
operating conditions, which is the first challenge in the design
process of this article. On the Arctic sea ice, the long-duration
automated observation equipment deployed by the researchers
has less use of motion joints, especially those with movable
joints, such as robotic arms and heads. This type of equipment
faces seawater corrosion of the kinematic joints and the problem
of limited joint movement due to freezing. This is the second
challenge that needs to be encountered in the design process
of this article; the amount of image data taken by the optical
camera at one time is hundreds to thousands of times more
than the amount of data observed by an ordinary IMB buoy
at one time. The camera and gimbal power consumption for a
single observation are higher than other field sea ice observation
equipment. If long-term observations are needed, the design of
energy planning and data delivery methods becomes one of the
biggest challenges in this article.

A. System Composition

Considering the above kind of problems relative to the equip-
ment for the operation in the arctic site, the system is designed in
order to face different situations. The whole image monitoring
system contains four subsystems, i.e., image acquisition, motion
head, renewable energy, and a central controller. Due to the very
high relative humidity of the arctic air (i.e., the average annual
rate can reach to 85%,and in summer it can reach to 100%)
[22], the renewable energy subsystem and the central controller
subsystem are encapsulated in a waterproof insulated instrument
case with IP67 protection. The motion head is IP66 rated, and
the image acquisition subsystem is in the head’s enclosure.
The optical camera is in the environmental maintenance system
inside the head and can work stably during extreme nights
at −40 °C.

The overall structure of the system is shown in Fig. 1. The
designs with observation functions and the central control sys-
tem are relatively high in the centre of the whole network. The
splashing and erosion of seawater are prevented from affecting
the equipment. The photovoltaic (PV) panels are coated with
a hydrophobic coating to avoid hang-ups of ice. A triangular
façade is used to ensure that snow and ice can slide smoothly
when the snowfall is less than the height of the box to ensure
the efficiency of the PV output. A square white anti-melting
board with a side length of 2 m is used as a flat base for
installation, and the functional modules described above are
placed on top of this antimelting board. The buck circuit supplies
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Fig. 1. Schematic diagram of sea ice monitoring system structure.

TABLE I
CAMERA HEAD PARAMETERS

the voltage generated by the PV to the summer battery bank
for charging, and the PV output is kept above the threshold for
floating voltage to the wintering battery bank to prepare for the
extreme night energy supply. The buoyant material on the lower
part of the anti-melt plate and the steel cable suspension weight
are calculated. The water level remains at the plate position after
the sea ice melts into a melt pool.

B. Motion Head and Camera

Each part of the head is customized with specialization, and
the specific performance parameters are given in Table I.

The most important of the system’s components is the camera
section. The designers modified Spinel USA LLC’s SC03MPA
series cameras inside in order to ensure high definition, low noise
and unobstructed images in the central arctic region.

As shown in Fig. 2, mainly heating and lens decontamination
functions were added. By adding a servo with a brush head
and a lens barrel heating assembly, the designers attempted
to remove the small amount of water vapor condensation in
the lens that causes unclear shots during operation while also

Fig. 2. Camera modification schematic.

TABLE II
IMPROVED CAMERA PARAMETERS

heating the chip to ensure that chips such as the SP3232E on the
board, which require operating temperatures above −30 °C, can
function appropriately in ambient temperatures below −30 °C.

The information in Table II shows the relevant electrical
parameters of the improved camera.

C. Data Parsing and Return Method

Researchers generally use satellite communication to con-
struct communication links in the equipment placed in the arctic.
Some of the closer offshore observation units will use land-based
contact, and some of the closer offshore but beacon-capable
storage observation units use manual recovery of data readings.

Each year, during the northern hemisphere summer, re-
searchers are able to reach areas north of 83°N by means of
vehicles, such as icebreakers or ice-zone carriers and deploy
observation instruments on the sea ice. First, the equipment in the
area cannot communicate directly through land-based stations.
Second, the cost of manual salvage is high and difficult to reach
by icebreakers below the PC3 [23] level in some ice areas.
Therefore, the observation equipment in the central arctic region
is primarily long-duration observation units that can be collected
autonomously and can communicate in both directions.
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Fig. 3. Introduction of image data transmission principle.

The communication link medium of the arctic ice-based im-
age monitoring system is the satellite communication method.
This is shown in Fig. 3. The transmission of images is different
from other forms of data transmission. The traditional Trans-
mission Control Protocol/Internet Protocol (TCP/IP) or User
Datagram Protocol (UDP) network protocols often suffer from
incomplete data due to packet loss in poor network conditions.
This situation seriously affects the transmission of sequences
with large data volumes and sequencing rules. The integrity
of data transmitted by satellite is affected by the method of
compression and decompression. The selection of a suitable
data compression and decompression method is crucial when
transmitting large amounts of bytes of data such as hydroacoustic
signals and images in polar regions. The data transmission
method of this system is shown in Fig. 3, which can be roughly
divided into four parts: data acquisition; data compression and
decomposition; data transmission; and data decompression and
reconstruction.

The serial camera does the data acquisition process on-site
with the moving head. The acquired images are transmitted to
the Raspberry Pi part of the central control unit for processing.
After image target detection and photo quality monitoring, select
whether to carry out the transmission of images. To ensure the
quality of the transmitted images, the images are screened by the
Raspberry Pi computer before they can be compressed and sent
to the satellite. To ensure the continuous operation of the system,
the microcontroller, which is more resistant to low temperature,
becomes the highest priority decision unit in this system, and the
whole system can still complete the image transmission work in
case the Raspberry Pi is down. Before the data is transferred to
the microcontroller, the image has been converted to a distortion-
free compressed image [24].

The compressed file is divided into multiple short data of
0.99k size by sub-packaging. The microcontroller processing
unit communicates with the satellite communication module
through the serial port to transfer each data packet into SBD
format files. The workflow diagram of the central controller
communication link is shown in Fig. 4. Each data packet is
continuously transmitted to Iridium’s server through the global
satellite network. The subpacket and compressed data are reor-
ganized on the user-side software in IP port access. The target

Fig. 4. Main controller communication control flow chart.

outline is made more evident by a defogging enhancement
algorithm.

III. IMAGE DEFOGGING AND ENHANCEMENT ALGORITHMS

The recovery of images acquired by outdoor systems un-
der unfavorable weather conditions is a challenging topic in
computer vision, and the application value and prospect of
the topic are auspicious. In the long time image monitoring in
unmanned areas in the polar field, the acquired images are often
affected by the weather, such as snowy and foggy days. This
article investigates an improved computer method for recovering
images affected by unfavorable weather, and a theoretical basis
is provided.

A. Retinex Theory

The earliest proposed theory of the retinal cerebral cortex was
presented byLand and McCann in Ohio on December 30, 1963
[25]. Retinex theory is a theory based on the constancy of colour.
According to Retinex theory, the color of an object is determined
by the object’s ability to reflect long-wave (red), medium-wave
(green), and short-wave (blue) light, rather than by the absolute
value of the intensity of the reflected light. Moreover, the object’s
color is not affected by the nonuniformity of the light and is
consistent, i.e., Retinex is based on color sense consistency.
Unlike traditional linear and non-linear image enhancement,
the Retinex method can balance dynamic range compression,
edge enhancement and color constancy. This results in enhanced
adaptiveness for most images. According to Retinex theory,
the image acquired by the sensor is considered the product of
the ambient incident light and the object’s reflection, and the
mathematical model is shown in (1) [26]

I(x, y) = L(x, y) ·R(x, y) (1)

where I(x,y) is the acquired image matrix, (x,y)represents the
pixel cells of the image matrix, i.e., the spatial position of
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the pixels, L(x,y) is the ambient incident light, and R(x,y)is the
reflected light from the object’s surface. The core idea of the
Retinex algorithm is to minimize the influence of the incident
light in the original image to obtain a reflective image that reflects
the characteristics of the image as ultimately as possible.

B. Single-Scale Retinex Defogging Enhancement Algorithm

Depending on the method of approximating the brightness
of the image, many different Retinex algorithms have sprung
up. The single-scale algorithm was developed based on Jobson
and Rahman’s proposed centre-surround theory [27], [28]. The
mathematical form of the single-scale Retinex algorithm is
shown as

ri(x, y) = logLi(x, y)− log [S(x, y) ∗ Li(x, y)] (2)

where r(x, y) is the output of the single-scale Retinex algorithm
at the ith colour channel, the log is the natural logarithm and
S(x, y) is the surround function. Equation (2)S(x, y) ∗ Li(x, y)
is considered an estimate of the luminance image L(x, y). In
general, the wrap-around function we choose S(x, y)is a Gaus-
sian function with the expression

S(x, y) = K exp

[
−
(
x2 + y2

)
c2

]
. (3)

In (3), c describes the scale of the Gaussian function. It is
from it that the range of the convolution operation is determined.
In other words, when the value of c is increased, the overall
effect of the image obtained after processing is enhanced, and
the colours are closer to the natural effect. However, the prob-
lem of minor detail enhancement arises. Conversely, when the
value is reduced, the detail enhancement is enhanced, and the
dynamic range of the gray scale values is increased, where K
is the normalization factor, S(x, y) subject to the normalization
condition ∫ ∫

S(x, y)dxdy = 1. (4)

From the above presentation, the steps for the implementation
of the single-scale Retinex algorithm can be obtained as follows.

1) Logarithmic Domain Transformation of Images: The
original image is obtained, and the three colour components
are converted to the logarithmic domain if it is a colour image;
if the input image is a gray-scale image, each pixel of the image
is converted to the logarithmic domain.

2) Constructing a Gaussian Kernel Function: Determine
the scale parameter c and construct a Gaussian kernel while
estimating the value of the parameter K.

3) Output Image: The program converts r(x, y) to the real
field and the result R(x, y) is the output image.

The key to Retinex theory is that by assuming the image’s
composition, the observer sees the image as an image with mul-
tiplicative noise. The incident light component is a multiplica-
tive, relatively uniform noise. The Retinex algorithm reasonably
estimates the noise at each location and removes it.

C. Multiscale Retinex Defogging Enhancement Algorithm
With Colour Recovery Factor C

As can be seen from the image enhancement results, the
single-scale Retinex algorithm is difficult to balance between
dynamic range compression and colour consistency, so the
multiscale Retinex algorithm was created. This allows colour
enhancement, local dynamic range compression, and global
dynamic range compression.

The multiscale Retinex algorithm is generated after weighting
the single-scale Retinex algorithm by several scales

RMSRi
=

N∑
n=1

wnRni (5)

In (5), the number of scales is described by N (the general
case takes the value of three). Rni is used to describe the results
of the single-scale Retinex algorithm for the ith colour channel
at the nth scale,wn is used to describe the weighting coefficients
at the nth scale, andRMSRi

is the result of the multiscale Retinex
algorithm at the ith colour channel. It can be seen that the scale
and number of surround functions have a significant impact on
the Retinex algorithm results.

In general, an image with significant differences in brightness
within an image subjected to Retinex enhancement is prone to
halos. In addition, abrupt shadow boundaries, insufficient edge
sharpening, unclear textures, partial colour distortion, lack of
significant improvement in detail information in highlight areas
and minor sensitivity to highlight areas are some of the more
common disadvantages of the Retinex algorithm.

The choice of the number of scales and the scale size of
the surround function is an essential factor in determining the
enhancement effect of the multiscale Retinex algorithm. As the
main focus of this article is on low-quality sea ice images in
foggy conditions in ice areas, such images are characterised.
Images affected by different weather conditions can produce
blurred foreground or background.

As can be seen from the Fig. 5 of the experimental results, the
Retinex algorithm expands the range of gray values. It improves
the image’s contrast so that the detailed information is well
preserved, but the processed image still shows some degree of
colour distortion. For some small targets, i.e., melting ponds of
sea ice or equipment on sea ice, the Retinex multiscale algorithm
can defog the image for enhancement.

Based on the above comparative analysis, Fig. 5 shows the
processing results with the single-scale Retinex algorithm and
with the multiscale Retinex algorithm (where the Gaussian func-
tion has scales of 128, 256 and 512), respectively. Fig. 5(a) and
(b) shows the original image and its gray-scale image; Fig. 5(c)
and (d) shows the image and its gray-scale image after single-
scale Retinex processing; Fig. 5(e) and (f) shows the image
and its gray-scale image after multiscale Retinex processing.
Fig. 5(g)–(i) shows the gray-scale histograms corresponding to
the original image, the single-scale Retinex algorithm and the
multiscale Retinex algorithm images.

In the Retinex defogging enhancement algorithm described
above, both single and multiple scales cause the ratio of the R,
G, B channels to change so that the enhancement results will be
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Fig. 5. (a) Original image. (b) Gray-scale image. (c) Original image after single-scale Retinex processing. (d) Original gray-scale image after single-scale
Retinex processing. (e) Original image after multi-scale Retinex processing. (f) Original gray-scale image after multi-scale Retinex processing. (g) Gray scale
histograms corresponding to the original image. (h) Gray scale histograms corresponding to single-scale Retinex algorithm. (i) Gray scale histograms corresponding
to multiscale Retinex algorithm.

distorted to varying degrees. To balance the relationship between
the R, G, B channels of the colour image and solve the problem
of color distortion in the multiscale Retinex algorithm, a color
recovery factor C [29] is added. The expression for C is shown
as

Cn(x, y) = F

(
Ln(x, y)∑3
n=1 Li(x, y)

)
(6)

where F is the mapping function. Where Ln(x, y) represents the
average luminance information of the nth scale. The multiscale
Retinex mathematical expression with a colour recovery factor
C is shown as

Rmsrcri(x, y) =

N∑
n=1

Cnωn log

(
Li(x, y)

Sn(x, y) ∗ Li(x, y)

)
. (7)

D. Combined With the Intelligent Optimized Defogging
Enhancement Algorithm ECS-MSRCR

Various swarm intelligence optimisation algorithms exist for
the appropriate optimisation of various mathematical problems.
2009 saw the development of the algorithm by Yang and Deb
[30] based on the breeding behavior of the cuckoo bird. The
cuckoo algorithm focuses on solving optimisation problems
by modelling the cuckoo’s nestling parasitism and the Levy
flight mechanism of specific bird species. Cuckoos rely on other
parasitic nests to lay their eggs, and the host bird incubates the
eggs as if they were it is own. If the host bird recognises the
foreign egg, two events occur; either the egg is thrown away, or
it leaves the nest and builds a new one. The cuckoo algorithm
is a theory of finding cuckoo by randomly wandering around
to find the best nest to incubate the eggs. There are three basic
idealised rules involved.

1) Cuckoos arrive at a random nest to lay one egg at a time.

2) The parasitic nest with the highest egg production rate will
be carried over to the next generation among randomly
selected nests.

3) The number of nests available to the host is fixed, and the
probability that the host bird will find an egg laid by a
cuckoo is Pa.

Based on the idealized rule, the mathematical expression used
by the cuckoo for each generation of the search for an optimal
nest location is shown as

x
(t+1)
i = x

(t)
i + α⊕ Levy(λ), (i = 1, 2, . . . n). (8)

x
(t)
i represents the position of the ith nest at generation t, ⊕

represents point-to-point multiplication, and α represents the
step size factor, which controls the step size and usually takes
the value 1. Levy(λ)is a random search path generated by a
Levy flight obeying the parameter λ. Its move step size obeys
the Levy stable distribution. The mathematical expression for
Levy is given as

Levy ∼ μ = t−λ, 1 < λ ≤ 3. (9)

From (9), it can be seen that the CS algorithm’s optimisation
path consists of two parts, namely frequent short jumps and
occasional long jumps, which makes it easier for the algorithm
to jump out of the local optimum.

This article focuses on the defogging and enhancement of
images taken on sea ice by the cuckoo search algorithm. In the
multiscale Retinex study mentioned above, the determination of
the colour recovery factor C is a major parameter in improving
the defogging and enhancement of the images. The CS algorithm
selects the colour recovery factor C to enhance the sea ice
images.

The study draws on the ECS-enhanced cuckoo search al-
gorithm proposed by Kamoona and Patra [31]. The algorithm
achieves automatic image contrast enhancement by optimising
the parameters of the local/global transform. Their proposed
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Fig. 6. Flow chart of the intelligent optimised mist elimination enhancement
algorithm ECS-MSRCR.

ECS algorithm improves the ability to develop CS to achieve
the best solution. In the ECS image enhancement algorithm, an
objective function is constructed using entropy, the sum of the
number of edges (edge pixels) and the intensity of the edges. The
ECS algorithm makes use of the greedy selection method of the
ABC [32] algorithm to improve search power. The same esti-
mation of the choice of the global optimum solution is required
in the optimization process of searching for the local optimum
solution [33]. The algorithm has shown good diversification
and enhancement capabilities since its introduction. The image
processed by the MSRCR algorithm is again subjected to ECS
image enhancement to obtain the final target result image.

The general framework of the enhanced approach is shown in
Fig. 6.

IV. EXPERIMENT

The present visually enhanced long-duration sea ice monitor-
ing system requires many of the functions mentioned above in
order to be able to complete a year-long observation of drifting
movements with sea ice in the central arctic region. In this article,
domestic experiments were conducted to address several of
these important functions. The experiments cover the following
points.

1) Equipment Working at Low Temperatures: The range of
low temperatures that the equipment can withstand.

2) Photo-taking in Extreme Night Conditions: The ability to
monitor the status of the device during extreme night.

3) Quality Assurance of Image Transmission: Experiments
in image sub-packaging and compression.

4) Enhancement Experiments on Polar Return Images: en-
hancement based on live images.

Fig. 7. Low temperature photographic experiments in lighted environments.

A. Systematic Low Temperature and Low Light Conditions
Experiments

Having a stable centre of gravity and the necessary buoyancy
is necessary for equipment on sea ice in polar regions. In addi-
tion, the designer’s testing of the low temperature performance
of the equipment’s improved sensors is a necessary part of the
equipment before it is put into service.

In this section, experiments are carried out on self-heating
cameras for effective photography in low temperature environ-
ments. There are two main types of heated objects, the first
targeting the imaging sensor itself for the imaging ambient tem-
perature experiments. The second object is the system controlled
heating in addition to the image sensor. As shown in Fig. 7,
experiments with a camera simply with a thermistor wire in a
refrigerator at low temperatures are demonstrated. The camera
in the field is mounted in an IP66 head cover, so in this cryogenic
simulation experiment, the camera is placed directly inside the
cryogenic refrigerator.

In the low-temperature experiments with the camera, the pro-
cedure was to heat the camera when the temperature fell below
−25 °C. As shown in Fig. 7, when the ambient temperature
reaches −60 °C, the camera’s chip is unable to produce an
effective image output. The camera therefore meets the ambient
temperature operating conditions for the central Arctic region
where the temperature is maintained at −40 °C to 5 °C all year
round [34].

The second heating object is the heating of the device con-
troller and the battery. The heating method is based on an
electric heating plate, where the heating power and the heating
strategy are designed with reference to the heating method used
by the authors for space environmental sensors in the antarctic
interior. The simple thermal network structure of the device is
first constructed, and then the heating power strategy is roughly
determined for the temperature difference of the device. This
is because similar experiments have obtained good precedents
for application in Antarctic environments below −50 °C. A
related approach can be found in the work of Wang et al. [35].
The corresponding heating power as well as the temperature
difference (difference between controller temperature and air
temperature) are given in Table III.

The power heating stages given in Table III are roughly
divided into seven segments. The heating plate has four heating
resistors on the front and back sides (eight heating methods).
Due to the good thermal conductivity of the heating plate, the
battery on one side and the controller on the other side can be
heated evenly.
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TABLE III
IMPROVED CAMERA PARAMETERS

Fig. 8. Cryogenic photographic experiment in a dark environment.

For the low temperature experiment in Fig. 7, the light source
inside the fridge was switched off separately and infrared pho-
tography was carried out as shown in Fig. 8. It can be seen that
the group with infrared filming corresponds to the group with
external light sources that could not be filmed at an ambient
temperature of −65 °C. This is the case for the group with the
external light source.

Combined with the two parallel experiments at low tempera-
tures, the results show that the equipment can operate normally
at the ambient temperature of the arctic sea ice and the ambient
light level.

B. Experiments in Image Packetization and Compression

The acquisition of images was experimented with in the
following section. The acquired images need to be transmit-
ted back to the cloud server side in the country by means of
satellite communication. There are corresponding tests in terms
of decomposition and reconstruction of the image. This means
that the reconstructed image meets the normal image format
and that there are no discrepancies between the reconstructed
image and the original captured image due to misalignment.
Typically, during the domestic experiments, there are several
cases where the image reconstruction fails and the program
will either repackage the image or resend the image package
in response to the failure.

1) First Type of Situation: An error occurs before the image is
subpackaged, i.e., a file that does not meet the JPEG format
is generated, this situation will recommand the camera to
take a picture.

2) Second Scenario: There are two ways to send the process
by satellite, one is the voice dialling method (prone to
packet loss) and the other is the SBD short message
method (more reliable). For the voice dialling method of
image transmission, a lack of data is encountered when
transmitting large size images (usually over 30 kb).

Fig. 9. (a) Successfully transmitted image. (b) Image after one byte missing
in the middle of the image data. (c) Image with one byte missing at the end
of the image data. (d) Images missing a whole packet (this case is for SBD
transmissions and the program is set to 1 kb per packet), which is located in
the middle of the data. (e) Images missing a whole packet (this case is for SBD
transmissions and the program is set to 1 kb per packet), which is located in the
end of the data. (f) Image with one wrong byte.

In this article, simulated experiments were done for the fail-
ure of voice dialling as well as SBD transmission methods.
By setting up an experimental result filtering procedure, the
server side was able to filter and classify the failed images.
Such unsuccessful transmissions are broadly classified into the
following five categories as shown in Fig. 9, which contains
the following cases: successful transmissions; one byte missing
from the middle of the image data; one byte missing from the
end of the image data; images missing a whole packet (this case
is for SBD transmissions and the program is set to 1 kb per
packet), which is located in the middle of the data; a whole
packet of images is missing (this is for SBD transmission and
the program is set to 1 kb per packet) and the packet is located at
the end of the data; and an image with an error byte is present.

In order to improve the efficiency and quality of image
acquisition in the field, this system uses image compression
technology. The advantages of using this technique are that
more images are acquired at a certain point in time with a
limited transmission length of communication bytes, and that
the compressed data has a low probability of image failure
due to packet loss because of its short length. The compressed
image is one-tenth the size of the original image. This results
in a significant saving in communication costs and transmission
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Fig. 10. Schematic of image compression comparison from the field.

time. A comparison of the images before and after compression
is shown in Fig. 10.

C. Defogging Enhancement Comparison Test

Experiments were conducted to enhance post-return im-
ages for different sea fog, low brightness, and unclear edges.
The authors’ aim was to select a suitable defogging algorithm to
highlight the unmanned integrated sea-ice profiling system/sea-
ice melt pond. The images used in the experiments were arctic
field acquired data and images with similar characteristics.

The author used two performance metrics in order to measure
the quality of the ECS-MSRCR enhanced images proposed
in this article and to compare it with other algorithms. These
performance measures are: peak signal-to-noise ratio (PSNR)
and feature similarity index mersure (FSIM).

Mean square error (MSE) is a relatively common quality
evaluation method that measures the quality of the image to
be evaluated statistically by calculating the difference between
the gray scale values of the corresponding pixel points of the
image to be evaluated and the reference image. The formula for
calculating MSE is as follows:

MSE =
1

N

N∑
i=1

E2
i =

‖ E‖2
N

(10)

where E is the difference between the reference image and the
image to be evaluated, Ei is the ith pixel difference and N is
the number of pixels in the image. However, the MSE does not
reflect the visual quality of the image well because it does not
take into account the visual characteristics of the human eye.

As higher values of quality indicators generally mean better
quality, the MSE is transformed to obtain the PSNR indicator.
The formula is as follows [36]:

PSNR = 10log10

(
(2n − 1)2

MSE

)

= 20log10 (2
n − 1)− 20log10

(‖ E ‖√
N

)
. (11)

A higher PSNR value indicates less distortion.
FSIM indicates the similarity of features between the ref-

erence image and the image to be measured. The higher the
FSIM value, the more similar the reference image and the image
to be measured are, the higher the quality of the image to be

Fig. 11. (a) Experimental control group—fog diagram. (b) Experimental
control group—sea ice equipment diagram. (c) Experimental control group—sea
ice diagram.

measured is, and vice versa, the poorer the quality of the image
to be measured is. If f1(x) represents the original image,and f2(x)
represents the enhanced image. FSIM [37] defined as

FSIM =

∑
x∈Ω SL(x) · PCm(x)∑

x∈Ω PCm(x)
(12)

SL(x) = SPC(x) · SG(x) (13)

PCm(x) = max (PC1(x), PC2(x)) (14)

SPC(x) =
2PC1(x) · PC2(x) + T1

PC2
1 (x) + PC2

2 (x) + T2
(15)

SG(x) =
2G1(x) ·G2(x) + T1

G2
1(x) +G2

2(x) + T2
(16)

where Ω denotes the entire null field. SPC (x) represents the
feature similarity of images f1 (x) and f2 (x). SL (x) represents
the local similarity of f1 (x) and f2 (x) at pixel location x. SG (x)
represents the gradient similarity of images f1 (x) and f2 (x).
The phase consistency information of images f1 (x) and f2 (x) is
represented by PC1(x) and PC2(x), respectively. Gi(x) denotes
the gradient amplitude of the reference image and the image to
be measured; T1 and T2 are constants.

Both the reference image and the image to be measured were
evaluated for quality according to the gray-scale image. The
experiments in this section are divided into a total of three
control groups for the single scale Retinex (SSR) proposed
in Section B, the multiscale Retinex (MSR) proposed in Sec-
tion III-C and the ECS-MSRCR image enhancement method
proposed in Section III-D. The evaluation criteria refer to the
two criteria proposed in this section. The reference images used
for the control group, respectively, were.

1) Common foggy sky image.
2) Image of sea ice equipment taken by this system.
3) Image of a sea ice melting pond taken by this system.
The RGB and gray-scale plots of the three images are shown

in Fig. 11.
Nine sets of experiments were conducted in this experiment

with three control groups as shown in Fig. 12. The results for
control group one are given in Table IV, the results for control
group two are given in Table V and the results for control group
three are given in Table VI. The results of the image enhancement
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Fig. 12. Comparison of image enhancement results.

TABLE IV
COMPARISON OF FOG MAP ENHANCEMENT RESULTS-GROUP1

TABLE V
COMPARISON OF FOG MAP ENHANCEMENT RESULTS-GROUP2

TABLE VI
COMPARISON OF FOG MAP ENHANCEMENT RESULTS-GROUP3

comparison of the nine sets of experiments for the three control
groups are shown in Fig. 12.

It can be seen that the ECS-MSRCR method results in less
distortion and more structural similarity in the enhancement of
images with fog or unclear contour features. As shown in Fig. 12,
MSR is more effective than ECS-MSRCR for contour enhance-
ment, but the corresponding structural similarity decreases and
distortion increases. The choice of MSR or ECS-MSRCR en-
hancement method is based on the actual requirements. The
algorithm proposed in this article is used if enhancement is
required and distortion is not too high.

V. FIELD INTERANNUAL MONITORING

A. Systematic Overall Drift Trajectory and Start/Stop
Information

The system spent 356 days in the polar region and arrived at a
sea area at 86.0456832°N, 162.5763456°E on August 21, 2020

Fig. 13. Sea ice monitoring system with information on the drift paths and
starting systems of the larger systems in which it operates.

with the 11th Chinese Arctic scientific expedition and carried
out the deployment mission. It experienced an ice age in the
Arctic, drifting with a fixed ice floe between 83°N and 86°N.
In total, 40.21 M of image information was returned, along
with status information. Due to the collapse of the sea ice and
melting of the ice in the following summer, the system returned
several successive short alert messages of falling voltage values
after the last image was returned on August 11, 2021, and then
lost communication before returning no more data. The starting
and ending positions are marked by stars as shown in Fig. 13,
and the system reaches a northernmost point of about 86°N, a
southernmost point of about 83°N, an easternmost point of about
105°E and a westernmost point of about 165°E during the year.

B. Summary of Representative Images Captured During
Interannual Monitoring

A total of 273 photographs were taken of the system between
the official launch and the mechanical damage to the system
caused by the collapse of the sea ice. Of these, very low tem-
perature conditions resulted in heavy ice and snow cover on the
equipment (which could not be cleared by lens wipers as well
as head rotation). A selection of images from the monitoring
during different periods of sea ice are summarised in Fig. 14.
Each image is labeled with the time it was taken in the top
left hand corner and the geographical location of the sea ice at
that time in the bottom right hand corner. August 21, 2020 the
installer left the system to begin operation under the control of
in-country personnel. On September 21, 2020 polar bear foot-
prints were photographed walking from the monitoring device
to the monitored device. When the system enters the northern
hemisphere winter, i.e., the period from January 27, to May 2,
2021. Snow and ice cover buried the viewport and can be seen
covering the equipment being photographed in the photograph
from May 2, 2021. In the images from November and around
May, it can be seen that the images are progressively blurred and
then gradually clarified. It is possible to speculate that the frost
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Fig. 14. Excerpts from interannual photographs taken by the sea ice image monitoring system.

may have covered the viewport. The first time a melting pond was
seen on the image was on July 15 and the following month, the
pattern of the melting pond changed rapidly and the image taken
on August 8, 2021 shows that the equipment being monitored
was already tilted. After the voltage status was transmitted back
on August 15, 2021, no response from the system.

VI. CONCLUSION

In this article, the feasibility of using real-time image mon-
itoring equipment in a cold sea ice environment is assessed.
Throughout the experimental and theoretical description sec-
tions, the feasibility of using small to medium sized image
monitoring devices in a cold arctic sea ice environment is
evaluated and validated. In conjunction with domestic and arctic
field implementations, the ambient operating temperatures for
the visible output of the CMOS serial camera and the infrared
output in dark environments are below the temperature range
band described in the equipment manual. For small size (a few kb
to tens of kb) images, the article proposes a visual enhancement
algorithm suitable for this type of image. Two approaches and
means were derived in the experiments that are applicable to
image processing. These are the MSR algorithm model and
the ECS-MSRCR algorithm model proposed in this article.
The structural similarity of the relevant enhanced experimental
images done in the captured images is maintained above 0.87.
The work done on the breakpoint transmission of images sent in
packets has not yet found a similar solution in a similar product
for the relevant arctic sea ice centre region. Three modes of
photo transmission were used in this article: small-scale image
transmission (3 kb); medium-scale transmission (30 kb); and
large-scale transmission (300 kb). The small and medium scale
image transfer is used predominantly in routine monitoring
to meet the image requirements for identifying the state of
the structure outside the equipment as well as changes in the
physical state of the sea ice. The power consumption of the image
detection device and its accompanying drive unit is around 12 W
in full operating mode, 245 mW in normal shooting mode (no
rotation of the head) and 1.2 mW in sleep mode. Every three

days, four images (with different angles of gimbal rotation and
35–40 s of rotation time) are taken and returned in 3 kb, during
which time the battery power is evaluated and the choice is made
whether or not to transfer medium to large scale images. So, the
battery equipped is 1800 W hours. The estimated PV output
in summer varies from 0.3 to 1 W, so the power for system
work in summer can be covered by the PV unit. The whole
system can theoretically achieve at least one year of operation
without the structure being damaged by sea ice. Future work will
focus on evaluating the stability of the sea ice image monitoring
equipment during long-term operation and the ability of the
system to learn to capture points of interest autonomously. In
order to further determine the feasibility of this sea-ice drift
image observation system. To provide closer, more interesting
to researchers and more complete time series of sea ice imagery
observations.
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