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Mapping Coastal Wetlands Using Transformer iN
Transtormer Deep Network on China ZY 1-02D
Hyperspectral Satellite Images

Kai Liu"”, Weiwei Sun
Xiangchao Meng

Abstract—Coastal wetlands mapping is a big challenge in remote
sensing fields because of similar spectrum of different ground
objects and their severe fragmentation and spatial heterogeneity.
In this article, we propose a hyperspectral image transformer iN
transformer (HSI-TNT) method for mapping coastal wetlands on
ZiYuan1-02D (ZY1-02D) hyperspectral images, which uses two
transformer deep networks to fuse local and global features. First,
we put forward the idea that each hyperspectral pixel can be
considered as a superpixel in spectral dimension, and subsequent
position encodings are employed aiming to retain spatial infor-
mation. After that, in each HSI-TNT block, the local information
between pixels is extracted by inner T-Block, and added to the patch
space by linear transformation to extract the global information
by outer T-Block. Finally, the stacked HSI-TNT block, also known
as HSI-TNT framework, is used for classification and mapping.
Experimental results show that HSI-TNT achieves the best results
on both Yancheng and Yellow River Delta wetlands data, with
overall classification accuracy of 95.57 % and 93.69 %, respectively.
The HSI-TNT combined with ZY1-02D satellite hyperspectral data
has huge potentials in mapping coastal wetlands.
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1. INTRODUCTION

OASTAL wetlands are transition zones between terrestrial
C and marine ecosystems [1], consisting of plants, animals,
microorganisms, and associated environments. They have great
ecological and economic value in regulating runoff, nitrogen fix-
ation, preventing seawater intrusion, and supplementing ground-
water [2]-[4]. However, coastal wetlands are facing serious
threats such as sea level rise [5], land use conversion [6], and
invasion by alien plants under the condition of accelerated global
warming and population growth [7], which put many coastal
wetlands at risks of degradation or even disappearance [8], [9].
Therefore, it is of great significance for mapping coastal wet-
lands and for further resource utilization and ecological protec-
tion.

Remote sensing with the advantages of high temporal and
spatial resolution, could effectively eliminate the limitation of
time and labor consuming of in situ investigation [10]. Panchro-
matic image has been extensively used in ground objects obser-
vation, but it has only a single spectral channel, which restricts
the accurate detection of ground objects. Multispectral image
only contains several discrete spectral channels in the visible
to near-infrared [11], [12], making it impossible to distinguish
objects with highly similar spectrum (e.g., Suaeda and reed).
In contrast, hyperspectral image (HSI) contains hundreds of
continuous spectral channels, which has both rich spatial infor-
mation and spectral features of ground objects, and is widely
used in fields such as classification and oil spill detection
[13]-[16]. Accordingly, applying hyperspectral remote sensing
has a greater potential to identify complex coastal wetlands
objects.

Currently, supervised classification is the most commonly
used method for mapping coastal wetlands by HSI, which is to
classify unknown pixels by establishing a discriminant function
from the labeled samples [17]. For spectral methods, features are
extracted (e.g., by PCA) [18] or selected (e.g., by Bhattacharyya
distance) [19] and then passed to classifiers (e.g., SVM) [20]
for classification. For spatial methods, extended morphological
profiles [21] and gray level co-occurrence matrix [22] implement
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spatial filters to extract the spatial dependence of ground objects.
Although a dual spatial information fusion HSI classification
framework is proposed to improve the classification results in
[23], these methods only consider the spectral or spatial infor-
mation separately while ignoring their global spatial-spectral
structure. In contrast, three-dimensional (3-D) wavelet filters
[24] and 3-D Gabor filters [25] utilize the spatial-spectral fea-
tures to improve classification accuracy. Unfortunately, they
are constrained by the underlying or middle layer features of
HSI data and have scant feature characterization capability.
That accordingly bring about “semantic gap” especially for
the complicated coastal wetlands environment. Moreover, they
are only applicable to certain specific scenarios and have poor
generalization capability.

Recently, deep learning models have also been applied to HSI
classification, such as deep belief network (DBN) [26], stacked
autoencoder (SAE) [27], and convolutional neural networks
(CNNs) [28], [29]. Nevertheless, DBN and SAE require to flatten
the input image block into a 1-D vector, which would destroy
spatial structure of original images [30]. CNNs have the charac-
teristics of sparse connection, parameter sharing and equivariant
mapping, which reduces the network complexity and the training
parameter sizes, and can extract spatial-spectral features through
sliding convolution [31]. Double-branch dual-attention mecha-
nism network uses a unified convolution to extract the spectral-
spatial information directly from the original HSI, avoiding the
loss of information [32]. In [16], a multilayer global spatial-
spectral attention network based on UAV-hyperspectral dataset is
proposed for coastal wetlands mapping and achieves the optimal
performance. In addition, multisource remote sensing data as the
input of deep learning method can further improve the accuracy
of land cover classification, such as asymmetric feature fusion
network based on hyperspectral and SAR [33], depthwise feature
interaction network based on hyperspectral and multispectral
[34], and interleaving perception convolutional neural network
(IP-CNN) based on hyperspectral and LiDAR [35]. These mod-
els all show remarkable performance in HSI classification.

Despite the great success of CNN-based models in HSI, the
implementation in coastal wetlands mapping still suffers from
the following serious problems. First, CNNs use convolutional
kernels to extract high-level features, but the convolutional
kernels are limited by the local receptive fields, which makes
it difficult to capture sequence information, especially middle-
and long-term dependencies, which would increase the difficulty
of extracting features in complex coastal wetlands. Although
deeper convolutional layers can be superimposed for feature
extraction, e.g., VGG16 [36], that would make the model more
complex and computationally expensive. Moreover, CNNs have
good spatial information extraction capability, but since the
mixed components of coastal wetlands, they are inevitably
susceptible to the influence of adjacent pixels when convolu-
tionally extracting local features, which will largely limit the
performance of HSI image classification.

The transformer network can solve the above-mentioned
problems well [37], and has been initially applied in HSI
classification, such as HSI classification bidirectional en-
coder representation from transformers [38], spatial-spectral
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transformer [39], and spatial-spectral vision transformer [40]
models. These successful application of the transformer models
in HSI classification benefits from the parallelization between
modules and the self-attention mechanism. Parallel operation
increases the efficiency of model training and conforms to the
modern distributed GPU framework; the self-attention mech-
anism connects the distance between any two positions of the
given data and retains long-distance information. Satellite hyper-
spectral data provides large-scale wetlands images with over 100
continuous spectral bands, but a patch usually has 7 x 7 or even
more pixels, so multiple ground objects are commonly present
in a patch. The local and structural information of hyperspectral
data is particularly important for mapping coastal wetlands.
However, the abovementioned models need to project the patch
into a vector, and hence, local spatial structure information is
corrupted, which limits the classification performance in large-
scale complicated wetlands areas.

In this article, we propose the HSI transformer iN transformer
(HSI-TNT) framework that fuses local and global features for
mapping coastal wetlands with hyperspectral data. Our idea is to
split the input patch into mini-patch sequences, each mini-patch
is in turn reshaped to superpixel sequences, and then position
encodings (PE) are added to preserve spatial information. The
method contains two transformer blocks, named inner T-block
and outer T-block, for extracting local features of the superpixel
sequences and global features of the mini-patch sequences, and
the local features are then added to the global features by linear
projection, which can increase the local information of the input
patch. In inner T-Block, all channels of an HSI pixel are regarded
as a superpixel sequence, which effectively avoids the influence
of the adjacent pixel interference and help to extract spectral
sequence features. Our main contributions can be summarized
as following.

1) We propose an innovative HSI-TNT classification frame-
work based on structural nesting. Outer T-block models
the relationship between mini-patch and inner T-block
models the relationship between pixels. After linear trans-
formation, the pixel-level features are projected into the
space where the mini-patch is located and added them
together to avoid the local information lost in regular
transformer-based HSI classification.

2) The HSI-TNT framework uses position encodings to pre-
serve the position information of the input data, which
solves the problem of the irrelevant order of CNN-based
models, and avoid the spatial feature loss in the network.
Moreover, pixel-by-pixel unfold degrades the negative
influence of surrounding pixels on target pixels because
of spectral divergences.

3) Experimental results on Chinese hyperspectral data
demonstrate that the HSI-TNT is easy to parameterize,
robust, and has good generalization capabilities.

II. METHODOLOGY

A. Overview

In this article, we propose an HSI classification framework
named HSI-TNT, as shown in Fig. 1(a). First, we use unfold
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from a patch, which can retain the spectral information of the
pixels. After that, PE is implemented on them to get mini-patch
embedding and pixel embeddings to preserve spatial position
information. Third, pixel embeddings are input to the inner T-
Block of HSI-TNT to extract local information, which is added
to the mini-patch embedding by linear transformation, in order to
extract global information by outer T-Block, where outer (inner)
T-Block is the transformer shown in Fig. 1(b). Finally, the class
token is classified by softmax.

B. HSI-TNT Framework

In this section, the process of HSI-TNT is first described
in detail, as shown in Fig. 1(a). Then, we introduce the basic
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components of outer (inner) T-Block, including layer normal- framework, each patch needs to be further subdivided into
ization (LN), multihead self-attention (MSA), and multilayer 7 mini-patch X' = [X}, X,,..., X, ] € R™*P*P*d Then,
perceptron (MLP), as shown in Fig. 1(b). Finally, the process of  pixel-by-pixel UL projection of X’ is performed to preserve
unfold and linear (UL) and PE are presented in Fig. 2. spectral sequence information [see Fig. 2(a)], showing as

1) Hyperspectral Image Transformer iN Transformer: For
a given hyperspectral data X € RP*P*? where p and d are

the spatial size and the number of bands, respectively. In this Yy = [Y{, Y, ..., Y] = UL(X') € R (1)
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Fig. 9.

Classification maps obtained by different methods of YC with the corresponding OCA. (a) SVM, OCA = 87.29%. (b) SGD, OCA = 91.14%.

(c) CD-CNN,OCA = 91.79%. (d) 3D-CNN, OCA = 92.91%. (e) SSFCN-CRF, OCA = 93.81%. (f) ViT, OCA = 93.46%. (g) HSI-TNT, OCA = 95.57%.

where Y{ € R™* i = 1,2,...,n, m, and d'are p2and the
dimensions after linear projection, respectively. We regard each
mini-patch Y} as a sequence of pixel embeddings

Vi = [ ] @

In HSI-TNT block, a two-step data processing is proposed
for the inner T-Block and outer T-Block, defined as T}, and 1y,
respectively, where outer (inner) T-Block denotes transformer
block. For T;,,, we use a transformer to study the relationship
between pixels

Y/ =Y}, + MSA (LN (Y}",)) @
Y/ = Y/i + MLP (LN (/")) @

where [ = 1,2,...,L is the [th layer, and L is the total
number of layers. All Y{ after T;,, are y, = [V, Y}2,...,Y"].
This procedure establishes the relationship between pixels by
calculating the interaction between any two pixels.

For T,,, we create the mini-patch embedding memories
to store the mini-patch level representation sequence: Zp =
(Zetass; 28, Z8, ., 28] € ROFUXT where Zas (ie., class
token) is a learnable sequence embedding and they are all

initialized as 0. In each layer, Y{ is linearly transformed
and added to the embedding domain of the mini-patch
level

Zi =2} +Vec (Y )) Wit + b (5)

where Vec(-) flattens the data into a vector, b, and W;_; are
the bias and weights, respectively. We use a standard mini-patch
embedding transformer to establish the relationship between
mini-patch embeddings

Z/'=Z{_ + MSA (LN (Z]_,)) (6)

Zj = Z;' + MLP (LN (Z]")) . )
To summarize, the input and output of HSI-TNT are as

Vi, Zy = HSLINT (Vi-1, Z1-1) - (8

In HSI-TNT, inner T-Block is used to establish the relationship
between pixels to extract local features, and outer T-Block is
used to establish the relationship between mini-patch to extract
global features. By stacking the HSI-TNT block L times, deep
features are extracted and HSI-TNT network is built. Finally,
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Classification maps obtained by different methods of YRD with the corresponding OCA. (a) SVM, OCA = 80.97%. (b) SGD, OCA = 84.93%.

(c) CD-CNN, OCA = 80.54%. (d) 3D-CNN, OCA = 90.27%. (e) SSFCN-CRF, OCA = 91.35%. (f) ViT, OCA = 90.79%. (g) HSI-TNT, OCA = 93.69%.

class token is classified as the representation of the patch by the
softmax.

2) Basic Components:

1) LN: In the transformer network, the samples are normal-
ized by LN, which not only reduces the computation time,
but also alleviates the problem of vanishing or exploding
gradients. It is applied to all samples 2 € R?, showing as

LN (z) = 2 #

oy +p 9

where J, 1 € R are the standard deviation and mean of the
features, respectively, o is the elementwise dot, v, 3 € R? are
learnable affine transformation parameters.

2) MSA: The MSA algorithm is the central component of the
transformer, which aims to capture the relevant importance
of the input sequence, as shown in Fig. 3(a). Queries
Q € R values V € R™*% and keys K € R™* are
linearly transformed from X’ € R™ 4, where n is the
length of the input sequence, d, d,,, dj, are the dimensions
of the inputs, values, and queries (keys), respectively.

Scaled dot-product attention [see Fig. 3(b)] is applied to

combine @, K,V as
T

K
Attention (@, K, V') = softmax (Q
Vi

The output is computed as a weighted sum of the values, where
the weight assigned to each value is computed by a compatibility
function of the query with the corresponding key [41]. Different
and learned projections are used to project queries, keys, and
values repeatedly (h times), and then these results are connected
as given in

MultiHead (Q, K, V) = concat (head, . .., head;,) W©

(11)
where head; = Attention(QWS, KWX VWY), WE, Wk
e R¥&de WYV € R¥*dv and WO € R'*dv*d are parameter
matrix.

3) MLP: MLP is used for feature transformation and nonlin-

earity between self-attention layers, shown as

MLP (XI) = O’(X,W1 +b1) Wa + by

) V. (10)

12)
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where T, € R¥n and W, € R%*4 are weights of the two
fully-connected layers, respectively. b; € R% and by € R? are
the bias terms, and o (+) is the Gaussian error linear units activa-
tion function.

3) UL and PE:

1) UL: The UL operation is performed on a patch with a size
of 9 x 9 pixels, so that T},, and T4 can extract local and
global features, respectively, as shown in Fig. 2(a). Unfold
will perform pixel-by-pixel operation on the mini-patch in
the form of left-to-right, top-to-bottom, and project it to a
vector with d’ dimension through linear. That process can
preserve the spectral sequence information. In addition,
each pixel in mini-patch is directly projected to a vector
with r dimension to store the mini-patch level sequence
information. In this article, d’ and r are set to 64 and 128,
respectively.

2) PE: The spatial information of the input data can be pre-
served by adding PE, which details are shown in Fig. 2(b).
UL is used to get the mini-patch sequence based on patch
and pixel sequence, then corresponding standard learnable
1-D PE are added to retain the spatial information, and
finally get the mini-patch embedding and pixel embed-
dings. It is worth noting that for the pixel sequence,
the mini-patch sequence is unfolded by pixel, which is
more conducive to the inner T-Block extracting spectral
features. A PE is assigned to each mini-patch

ZO — ZO + Eminifpatch

13)

where Fyini—patch € ROHDXT gpe mini-patch PE. For pixels in
a mini-patch, pixel encodings are added to pixel embeddings

Y0i<_ybi+Epixelai = 1,27...,71 (]4)

where Epixel € R™*d are pixel PE. In this way, the mini-patch
encodings can obtain global spatial information, while the pixel
encodings are used to obtain local relative information.

III. EXPERIMENTAL DATA AND STUDY AREA

A. ZYI1-02D Hyperspectral Data

The ZiYuan1-02D (ZY 1-02D) satellite, launched on Septem-
ber 12, 2019, is the first self-built commercial hyperspectral
satellite in China [42]. It can be utilized to large-scale ob-
servation and quantitative remote sensing missions with high
spectral resolution and medium spatial resolution. The advanced
hyperspectral imager (AHSI), a payload of the satellite, has an
imaging band of 0.4 to 2.5 pm and 166 spectral bands, including
76 spectral bands in visible near-infrared (VNIR) and 90 spectral
bands in short-wave infrared (SWIR) [17]. The spatial resolution
of AHSI is 30 m and the spectral resolution of VNIR bands is
10 nm while that of SWIR is 20 nm, respectively.

B. Yancheng and Yellow River Delta Coastal Wetlands

The Yancheng (YC) and Yellow River Delta (YRD) in Fig. 4
are well-known coastal wetlands in China. YC is located in
Yancheng City, Jiangsu Province, and adjacent to the South
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TABLE I
TRAINING AND TESTING SAMPLE INFORMATION OF THE YC

Number of samples

Class number Ground objects

Training Testing
1 bare land(bal) 24 211
2 suaeda 27 242
3 dry land(drl) 15 130
4 beach 33 298
5 river 21 193
6 fish pond(fip) 92 828
7 idle land(idl) 65 585
8 reed 24 220
9 sea 208 1868
10 paddy field(paf) 303 2723
11 salt pan(sap) 90 811
12 pond 7 61
13 shallow sea(shs) 156 1402
14 ditch 33 295
15 spartina alterniflora(spa) 31 275
16 building(bui) 45 406
Total 1174 10548

China Sea. Itis a typical muddy coastal wetland on the west coast
of the Pacific Ocean with the largest area and the most complete
ecosystem in the world [43]. Due to its unique geographical
environment, the wetland has become the main growing area
for wetland vegetation such as reed and Suaeda. The ZY1-02D
hyperspectral dataset for YC was collected on September 6,
2020, and the sampling survey was a combination of visual in-
terpretation of high-resolution images and field surveys. Table I
shows the detailed information for 16 types of ground objects.

YRD is situated on the coast of the Bohai Sea in the north-
eastern part of Shandong Province, China [44]. It is the most
complete, broadest and comprehensive warm temperate zone of
young wetland ecosystem in China [45]. Natural wetlands such
as river, reed, and saline wetlands account for about 68.4%,
while the other is artificial wetlands such as pond and reservoir
[46]. The acquisition date of the ZY 1-02D hyperspectral data in
YRD was June 28, 2020. There are 23 ground objects and the
details of the dataset are shown in Table II. Similar to YC sample
collection, samples are selected through field investigation and
visual interpretation of Google Earth.

C. Hyperspectral Data Preprocessing

The ZY1-02D hyperspectral data (L1-A product) is prepro-
cessed by ENVL. First, the Global Digital Elevation Model Ver-
sion 2 and rational polynomial coefficient are used to correct the
7Y 1-02D hyperspectral data. Second, radiometric calibration is
conducted to convert the digital number into a radiance value by
alinear function. Third, the atmospheric correction is performed
by MODTRANS radiative transfer model. Fourth, bad bands and
bands contaminated by clouds or water are removed. Finally, the
images are masked by the vector data of our study areas. The
data size of YC and YRD is 1398 x 942 pixels and 1147 x 1600
pixels, respectively.
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TABLE II
TRAINING AND TESTING SAMPLE INFORMATION OF THE YRD

Number of samples

Class number Ground objects

Training Testing

1 salt pan filter pool(sfp) 25 222
2 spartina alterniflora(spa) 19 168
3 dry pond(drp) 14 126
4 salt pan evaporation pool(sep) 30 270
5 suaeda 22 196
6 tamarix 13 114
7 sea 469 4225
8 salt pan(sap) 31 275
9 river 58 526
10 tidal ditch(tid) 7 60
11 mud flat(muf) 2 14
12 idle land(idl) 46 413
13 locust 11 100
14 ecological restoration pool(erp) 31 279
15 building(bui) 40 358
16 fish pond(fip) 12 112
17 pond 13 115
18 paddy field(paf) 51 457
19 bare land(bal) 9 78
20 soybean(soy) 7 64
21 cotton 33 299
22 maize 10 93
23 reed 31 279
Total 984 8843

IV. EXPERIMENTAL RESULTS AND ANALYSIS

A. Experimental Setup

The proposed HSI-TNT is evaluated in two independent
experiments. The first experiments explores the effects of dif-
ferent parameters on the model, including model depth, spatial
patch size, and percentage of training samples. Second, the
classification (mapping) performance and training time of the
proposed HSI-TNT are compared with several common and typ-
ical classification approaches, including SVM with radial basis
function and stochastic gradient descent (SGD), contextual deep
CNN (CD-CNN) [47], 3D-CNN [48], and spectral-spatial fully
convolutional networks conditional random field (SSFCN-CRF)
[49]. Moreover, vision transformer (ViT) [50] is also included,
which is compared with HSI-TNT as ablation experiments, due
to ViT is composed of multilayer transformer models, while
HSI-TNT is composed of multilayer nested dual transformers.

The experiments are implemented on the PyTorch platform
installed on the Windows 10 computer. The learning rate is
initialized at le-4 and decays by 0.5 times after the epoch
size (50 epochs in total) reached 25, and loss function is the
cross-entropy loss function. Each experiment is repeated 5 times
independently. The overall classification accuracy (OCA), av-
erage classification accuracy (ACA), Kappa coefficient (KC),
and training time are employed to quantify the classification
accuracy.

B. Effects of Different Parameters

1) Effects of Model Depth L: Model depth is a key parameter
that controls HSI-TNT complexity. High complexity with bigger
L may lead to overfitting and waste of resources, while lower
L may result into underfitting. Therefore, it is necessary to find
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a compromise L that can guarantee classification accuracy and
avoid underfitting at the same time. With other parameters fixed,
the parameters L are set from 2 to 10 for both datasets with an
interval of 2. In Fig. 5, the training time increase sharply as L
increase, while the optimal OCA up to 95.57% and 93.69% for
YC and YRD when L is set to 6, respectively. The experimental
results further prove that a moderate L is sufficient for optimal
classification accuracy with limited resources.

2) Effects of Spatial Patch Size of the Sample: For both data,
patchsizes are setfrom 5 x 5 x dto 15 x 15 x d (dis the number
of bands) with an interval of 2. Due to the model’s restrictions
on the input data, the input size must be a composite number.
However, if the input size is a prime number, it could become a
composite number by adding 0. For example, if the input patch
size is 5 x 5 x d, 0 is added to both right and bottom sides,
and then it becomes 6 x 6 x d. The OCA and training time
with different spatial patch sizes are shown in Fig. 6. The results
show that when the patch size is 9, the highest OCA of YC and
YRD are 95.57% and 93.69%, respectively. As for the training
time, slowly increased first and then rapid growth are observed,
especially when patch size greater than 9. And when the OCA
is optimal, the training time for YC and YRD is 119.32 s and
102.53 s, respectively.

3) Effects of Percentage of Training Samples: Training sam-
ples are critical to the classification results. However, in HSI, in
situ sampling is time consuming and labor intensive, and if an
appropriate training samples percentage could be determined,
researchers could save time and manpower without losing clas-
sification accuracy. Therefore, we explore the relationship of
training sample percentage and OCA and training time and the
results are shown in Fig. 7. We could see that, as the percentage
of training samples increases, the classification performance
gradually improves first, and at the same time the training
time increases almost linearly. But OCA remains stable when
more training samples are involved (e.g., 10%, 12%, and 14%),
which largely indicates the proposed HSI-TNT could have good
performance even with little training samples (10%).

C. Classification Accuracy and Mapping Results

In the experiments, L and patch size on both data are set to 6
and 9 for HSI-TNT, respectively. Of these, 10% of the samples
are randomly selected for model training, and the remaining
samples are used for testing. For the two datasets, the proposed
HSI-TNT outperforms the other six methods with highest ACA
(88.75%, 81.25%), KC (94.86%, 91.62%), and OCA (95.57%,
93.69%). Table III shows the classification results of YC, and
OCA is improved by 8.28% and 4.43% compared to SVM
and SGD, respectively. As for KC, HSI-TNT is 2.44% higher
than ViT, which proves the importance of local features for
classification. Moreover, HSI-TNT can well identify paddy field,
sea, and shallow sea, which are also better than other methods.

HSI-TNT achieves the optimal accuracy for 12 of 23 classes,
especially for salt pan evaporation pool and river, which are
fully identified, as shown in Table IV. In addition, HSI-TNT
increased by 3.13% for salt pan filter pond compared to 3D-CNN
and increased by 6.36% compared to SSFCN-CREF for building,
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TABLE III
CLASSIFICATION ACCURACY (%) OF DIFFERENT METHODS FOR YC

Class SVM SGD CD-CNN 3D-CNN SSFCN-CRF ViT HSI-TNT
bui 97.53+0.39 97.47£0.76 88.10+6.46 97.76+1.37 93.89+2.80 83.90+4.39 95.31+0.85
suaeda 88.434+2.31 89.58+2.33 72.75£19.57 78.54+17.04 76.20£9.18 76.11x6.86 90.27+0.60
river 9.75+10.44 56.63£14.37 60.13£12.08 92.96+4.80 81.97+5.67 98.23+1.82 94.59+5.74
beach 00 0.27+0.53 87.89+8.74 42.29420.33 76.71£18.38 85.05+8.56 86.60+5.65
bal 98.25+0.77 96.66+3.32 59.81+33.97 95.83+1.32 97.82+1.91 90.71+2.79 89.29+4.60
paf 98.19+0.39 98.34+0.11 98.52+0.47 98.17+1.66 99.49+0.35 99.36+0.34 100+0
idl 98.25+1.14 96.80+1.19 96.31+2.75 98.10:£0.80 98.12+2.09 97.27+1.41 96.22+0.13
fip 57.07+3.39 78.07+1.21 83.2942.64 78.15+14.43 92.37+0.54 81.19+4.82 87.49+0.97
sea 97.17+0.63 99.23+0.23 99.90+0.10 99.20+0.22 99.99+0.02 99.82+0.24 100+0
drl 68.31+18.81 69.90+6.23 58.24+22.54 86.33+18.63 85.1945.91 67.23+3.02 78.62+5.85
sap 77.40+2.43 94.68+0.90 95.51<1.88 96.1420.72 77.93+9.52 92.99+4.50 95.95+1.58
reed 86.95+0.34 97.55+1.48 72.56+25.38 82.32+13.31 84.00+17.59 84.93+7.62 86.12+1.37
shs 89.28+0.23 90.51+0.23 97.87+1.38 92.71£1.66 97.27+1.29 96.41+2.69 100+0
pond 0+0 0+0 00 37.50+16.50 4.26+6.19 28.85+6.36 40.29+5.62
spa 95.75+0.91 94.76+0.84 83.42+7.95 90.74+9.32 93.24+10.81 85.31+4.01 90.55+1.51
ditch 45.14£1.76 57.31+2.61 48.1049.91 76.32+13.58 73.83+4.27 86.71+2.64 88.44+2.63
ACA 69.22+2.75 76.11£2.27 75.15+9.74 83.94+8.48 83.27+6.03 84.63+3.88 88.73+2.32
KC 85.15+0.70 89.67+0.58 90.46+0.64 91.80+2.81 92.81£1.39 92.42+0.58 94.86+0.26
OCA 87.29+0.59 91.14+0.50 91.79£0.55 92.95+2.40 93.81+1.19 93.46+0.50 95.57+0.22
TABLE IV
CLASSIFICATION ACCURACY (%) OF DIFFERENT METHODS FOR YRD
Class SVM SGD CD-CNN 3D-CNN SSFCN-CRF ViT HSI-TNT
reed 23.49+4.70 36.79+6.80 40.25+8.48 54.36+11.84 72.47+14.76 56.49+5.61 67.89+£5.91
spa 90.12+2.77 79.91+4.98 70.20+12.11 94.09+4.25 91.31+11.42 82.5045.13 90.36+5.34
sfp 0+0 66.86+6.62 51.69+8.12 91.54+6.33 33.15£25.24 88.83+2.00 94.67+2.14
sep 62.59+7.32 79.90+6.72 39.53+22.50 93.81+2.20 95.26+6.91 97.63+1.81 1000
drp 57.87+4.93 23.36+28.63 6.60+9.30 87.49+9.26 93.33+1.47 67.62+8.82 78.57+7.63
tamarix 47.20424.76 62.88+2.58 22.04+27.01 58.59+29.66 84.21+12.87 55.44+11.06 72.81+2.78
sap 99.56+0.09 99.71+0.15 97.13+2.87 99.52+0.65 96.15+2.77 96.58+0.85 98.84:0.84
suaeda 83.46+2.29 78.32+1.86 76.02+9.27 94.24+3.05 96.23+3.50 94.59+2.00 97.98+1.29
river 98.21+0.33 98.71+0.15 98.14+0.79 98.69+0.37 99.81+0.24 99.54+0.31 1000
sea 90.67+0.24 95.67+0.68 96.28+0.74 97.51x1.06 99.03+1.38 99.53+0.27 99.94::0.06
muf 0+0 0+0 0+0 30.36+37.38 27.69+28.62 13.34+4.08 41.67+18.26
tid 0+0 1.74+2.51 1.31£1.61 52.24+16.14 58.00+14.88 66.33+8.05 77.67+4.42
idl 88.06+1.58 87.63+2.47 80.17+2.24 93.38+2.31 96.27+2.79 86.78+3.59 91.82+3.54
erp 18.53+7.27 67.56+4.78 61.68+2.93 86.04+11.00 90.68+4.05 80.65+5.42 88.60+3.96
locust 0+0 0+0 0+0 55.23+28.24 0+0 40.20+12.30 57.78+12.67
fip 0+0 8.23+16.45 0+0 77.81+7.80 96.07+7.86 76.04+3.25 82.88+7.30
pond 0+0 0+0 0+0 36.16+33.20 12.00+24.00 54.78+5.36 65.30+9.20
bui 82.41+3.72 79.30+3.64 73.53+8.07 91.08+6.29 90.06+6.11 91.23£2.22 96.42+1.44
bal 0+0 0+0 0+0 68.35+34.85 73.33425.04 62.82+10.03 77.95+7.23
paf 86.29+0.32 87.13+0.42 85.12+0.74 87.90+0.97 99.30:1.40 93.61+3.19 94.62+0.90
cotton 61.57+0.86 65.44+4.15 49.16+4.01 32.37+28.93 91.04+8.42 78.79+10.26 73.02+3.69
soy 0+0 0+0 0+0 32.504+20.20 32.06+29.58 24.76+10.07 35.94+8.12
maize 88.33x1.72 94.82+1.84 11.21£22.42 97.95+2.76 75.24+37.80 77.61£5.08 84.139.11
ACA 46.89+2.73 52.78+4.15 41.74£6.23 74.40£12.99 74.03£11.79 73.29£5.25 81.25+4.86
KC 73.13+0.62 79.43+0.79 73.58+2.19 86.98+2.83 88.49+0.52 87.75+0.54 91.62+1.00
OCA 80.97+0.43 84.93+0.54 80.54+1.57 90.27+2.05 91.35+0.41 90.79+0.41 93.69+0.75
TABLE V

TRAINING TIME (S) OF DEEP LEARNING METHODS FOR YC AND YRD

CD-CNN  3D-CNN  SSFCN-CRF  ViT = HSI-TNT
YC 102.15 115.45 1311.82 56.94 119.32
YRD 85.00 95.42 960.02 47.49 102.53

which indicates the importance of global sequence features.
The training time (see Table V) of HSI-TNT for two datasets
is an acceptable result compared to other methods. Since the
training samples of the YC are larger than that of YRD, the
time of the YRD is shorter. Fig. 8 gives the OCA and training
loss convergence curves of the two datasets, which depicts that
good convergence can be achieved after 50 iterations with no
overfitting.

In addition, to assess the statistically significant between
HSI-TNT and the other six methods, we evaluate the different

methods by McNemar’s test [51]. The classification results of
all samples of YC data are used for the test, and the |Z|-statistics
results are obtained, as shown in Table VI. The null hypothesis
is that HSI-TNT is not significantly differences with the other
methods. The level of significance is 5% and the null hypothesis
can be rejected if |Z|>1.96. Therefore, we can conclude that
HSI-TNT is statistically significant with other methods from
Table VL.

Figs. 9 and 10 further show the mapping results of different
methods, which are in line with the results given in Tables III
and IV. For example, other six methods easily misclassify reed
as Suaede due to the similarity of them (elliptical in Fig. 9).
Analogous results can be found in the rectangle in Fig. 10, where
HSI-TNT can well recognize reed and Suaede, while other meth-
ods misclassify Suaede into fish pond and salt pan evaporation
pool. In addition, combined with Tables III, IV and Figs. 9, 10, in
the comparison of ablation experiments, HSI-TNT is superior
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TABLE VI
STATISTICAL SIGNIFICANCE (|Z]) OF THE MCNEMAR’S TEST ON YC
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SVM SGD

CD-CNN

3D-CNN SSFCN-CRF ViT

HSI-TNT 29129 7.8102 12.6557

24182 21.9721 8.0570

to ViT in both accuracy and mapping results, which indicates
the critical contribution of inner T-Block and outer T-Block to
HSI classification. In general, HSI-TNT has better applicability
in large-scale HSI wetlands land cover classification and can
better map the distribution of ground objects in coastal areas.

V. CONCLUSION

This article proposes a classification framework, named HSI-
TNT, for mapping coastal wetlands using ZY1-02D HSI. The
HSI-TNT utilizes position encodings and pixel-by-pixel unfold
strategies to minimize the loss of spatial and spectral features;
and then uses outer T-Block and inner T-Block to extract global
and local features, also avoiding the loss of local information.
Experimental results show that the method is robust and has good
generalization ability, which can be applied to large-scale com-
plex wetland scenes, and has the highest classification accuracy
and moderate training time. We successfully applied this method
to two independent coastal wetland areas, and in the future, we
will investigate the generalization ability between different HSI
scene data.

REFERENCES
[1] X. Wang et al., “Mapping coastal wetlands of China using time series
landsat images in 2018 and Google Earth Engine,” ISPRS J. Photogramm.
Remote Sens., vol. 163, pp. 312-326, 2020.
H. Su, W. Yao, Z. Wu, P. Zheng, and Q. Du, “Kernel low-rank represen-
tation with elastic net for China coastal wetland land cover classification
using GF-5 hyperspectral imagery,” ISPRS J. Photogramm. Remote Sens.,
vol. 171, pp. 238-252, 2021.
M. J. McCarthy, K. R. Radabaugh, R. P. Moyer, and F. E. Muller-Karger,
“Enabling efficient, large-scale high-spatial resolution wetland mapping
using satellites,” Remote Sens. Environ., vol. 208, pp. 189-201, 2018.
J. Wang et al., “Estimation of aboveground vegetation nitrogen contents
in the Yellow River estuary wetland using GaoFen-1 remote sensing data,”
J. Coastal Res., vol. 102, no. SI, pp. 1-10, 2020.
Y.Mao, D. L. Harris, Z. Xie, and S. Phinn, “Efficient measurement of large-
scale decadal shoreline change with increased accuracy in tide-dominated
coastal environments with Google Earth Engine,” ISPRS J. Photogramm.
Remote Sens., vol. 181, pp. 385-399, 2021.
N. J. Murray, R. S. Clemens, S. R. Phinn, H. P. Possingham, and R. A.
Fuller, “Tracking the rapid loss of tidal wetlands in the Yellow Sea,” Front.
Ecol. Environ., vol. 12, no. 5, pp. 267-272, 2014.
P.Zuo, S. Zhao, C. A. Liu, C. Wang, and Y. Liang, “Distribution of spartina
spp. along China’s coast,” Ecological Eng., vol. 40, pp. 160-166, 2012.
R. Liu et al., “Ecosystem service valuation of bays in east China Sea and
its response to sea reclamation activities,” J. Geographical Sci., vol. 30,
no. 7, pp. 1095-1116, 2020.
Z. Lin et al., “OBH-RSI: Object-based hierarchical classification using
remote sensing indices for coastal wetland,” J. Beijing Inst. Technol.,
vol. 30, no. 2, pp. 159-171, 2021.
X. Wang et al., “Tracking annual changes of coastal tidal flats in China
during 1986-2016 through analyses of landsat images with Google Earth
Engine,” Remote Sens. Environ., vol. 238, 2020, Art. no. 110987.
A.-L. Balogun, S. T. Yekeen, B. Pradhan, and O. F. Althuwaynee, “Spatio-
temporal analysis of oil spill impact and recovery pattern of coastal
vegetation and wetland using multispectral satellite landsat 8-OLI imagery
and machine learning models,” Remote Sens., vol. 12, no. 7, pp. 1225,
2020.
S. Li, R. Dian, L. Fang, and J. M. Bioucas-Dias, “Fusing hyperspectral
and multispectral images via coupled sparse tensor factorization,” IEEE
Trans. Image Process., vol. 27, no. 8, pp. 4118-4130, Aug. 2018.

[2]

[3]

[4]

[5]

[6]

[7]

[9]

[10]

(1]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

[22]

(23]

[24]

[25]

[26]

[27]

D. Stratoulias, H. Balzter, A. Zlinszky, and V. R. Té6th, “A comparison
of airborne hyperspectral-based classifications of emergent wetland veg-
etation at Lake Balaton, Hungary,” Int. J. Remote Sens., vol. 39, no. 17,
pp. 5689-5715, 2018.

Y. Liet al., “Progressive split-merge super resolution for hyperspectral im-
agery with group attention and gradient guidance,” ISPRS J. Photogramm.
Remote Sens., vol. 182, pp. 14-36, 2021.

P. Duan, Z. Xie, X. Kang, and S. Li, “Self-supervised learning-based oil
spill detection of hyperspectral images,” Sci. China Technol. Sci., vol. 65,
pp. 1-9, 2022.

Z. Xie, J. Hu, X. Kang, P. Duan, and S. Li, “Multilayer global spectral-
spatial attention network for wetland hyperspectral image classification,”
IEEE Trans. Geosci. Remote Sens., vol. 60, Dec. 2022, Art. no. 5518913.
W. Sun et al., “A simple and effective spectral-spatial method for map-
ping large-scale coastal wetlands using China ZY1-02D satellite hyper-
spectral images,” Int. J. Appl. Earth Observ. Geoinf., vol. 104, 2021,
Art. no. 102572.

W. Li, S. Prasad, J. E. Fowler, and L. M. Bruce, “Locality-preserving
dimensionality reduction and classification for hyperspectral image anal-
ysis,” IEEE Trans. Geosci. Remote Sens., vol. 50, no. 4, pp. 1185-1198,
Apr. 2012.

N. Keshava, “Distance metrics and band selection in hyperspectral process-
ing with applications to material identification and spectral libraries,” [EEE
Trans. Geosci. Remote Sens., vol. 42, no. 7, pp. 1552—1565, Jul. 2004.

F. Melgani and L. Bruzzone, “Classification of hyperspectral remote sens-
ing images with support vector machines,” IEEE Trans. Geosci. Remote
Sens., vol. 42, no. 8, pp. 1778-1790, Aug. 2004.

J. A. Benediktsson, J. A. Palmason, and J. R. Sveinsson, “Classification
of hyperspectral data from urban areas based on extended morphological
profiles,” IEEE Trans. Geosci. Remote Sens., vol. 43, no. 3, pp. 480-491,
Mar. 2005.

M. Partio, B. Cramariuc, M. Gabbouj, and A. Visa, “Rock texture retrieval
using gray level co-occurrence matrix,” presented at the Sth Nordic Signal
Processing Symposium, Norway, vol. 75, Oct. 4-7, 2002.

P. Duan, P. Ghamisi, X. Kang, B. Rasti, S. Li, and R. Gloaguen, “Fusion
of dual spatial information for hyperspectral image classification,” /IEEE
Trans. Geosci. Remote Sens., vol. 59, no. 9, pp. 77267738, Sep. 2021.
Y. Qian, M. Ye, and J. Zhou, “Hyperspectral image classification based
on structured sparse logistic regression and three-dimensional wavelet
texture features,” IEEE Trans. Geosci. Remote Sens., vol. 51, no. 4,
pp. 2276-2291, Apr. 2013.

L. Shen and S. Jia, “Three-dimensional Gabor wavelets for pixel-based
hyperspectral imagery classification,” IEEE Trans. Geosci. Remote Sens.,
vol. 49, no. 12, pp. 5039-5046, Dec. 2011.

Y. Chen, X. Zhao, and X. Jia, “Spectral—-spatial classification of hyperspec-
tral data based on deep belief network,” IEEE J. Sel. Topics Appl. Earth
Observ. Remote Sens., vol. 8, no. 6, pp. 2381-2392, Jun. 2015.

A. O. B. Ozdemir, B. E. Gedik, and C. Y. Y. Cetin, “Hyperspectral
classification using stacked autoencoders with deep learning,” in Proc.
6th Workshop Hyperspectral Image Signal Process., Evol. Remote Sens.,
2014, pp. 1-4.

W. Hu, Y. Huang, L. Wei, F. Zhang, and H. Li, “Deep convolutional neural
networks for hyperspectral image classification,” J. Sensors, vol. 2015,
2015, Art. no. 258619.

R. Dian, S. Li, and X. Kang, “Regularizing hyperspectral and multispectral
image fusion by CNN denoiser,” IEEE Trans. Neural Netw. Learn. Syst.,
vol. 32, no. 3, pp. 1124-1135, Mar. 2021.

Y. Xu, L. Zhang, B. Du, and F. Zhang, “Spectral-spatial unified networks
for hyperspectral image classification,” IEEE Trans. Geosci. Remote Sens.,
vol. 56, no. 10, pp. 5893-5909, Oct. 2018.

I. Goodfellow, Y. Bengio, and A. Courville, Deep Learning. Cambridge,
MA, USA: MIT press, 2016.

R. Li, S. Zheng, C. Duan, Y. Yang, and X. Wang, “Classification of
hyperspectral image based on double-branch dual-attention mechanism
network,” Remote Sens., vol. 12, no. 3, p. 582, 2020.

W. Li, Y. Gao, M. Zhang, R. Tao, and Q. Du, “Asymmetric fea-
ture fusion network for hyperspectral and SAR image classifica-
tion,” IEEE Trans. Neural Netw. Learn. Syst., to be published,
doi: 10.1109/TNNLS.2022.3149394.


https://dx.doi.org/10.1109/TNNLS.2022.3149394

3902

[34]

[35]

[36]

[37]

[38]

[39]

[40]

[41]

[42]

[43]

[44]

[45]

[46]

[47]

[48]

[49]

[50]

[51]

IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 15, 2022

Y. Gao et al., “Hyperspectral and multispectral classification for coastal
wetland using depthwise feature interaction network,” IEEE Trans. Geosci.
Remote Sens., vol. 60, Jul. 2022, Art. no. 5512615.

M. Zhang, W. Li, R. Tao, H. Li, and Q. Du, “Information fusion for
classification of hyperspectral and LiDAR data using IP-CNN,” IEEE
Trans. Geosci. Remote Sens., vol. 60, Jul. 2022, Art. no. 5506812.

M. Liang, L. Jiao, S. Yang, F. Liu, B. Hou, and H. Chen, “Deep multiscale
spectral-spatial feature fusion for hyperspectral images classification,”
IEEE J. Sel. Topics Appl. Earth Observ. Remote Sens., vol. 11, no. 8,
pp. 2911-2924, Aug. 2018.

K. Han, A. Xiao, E. Wu, J. Guo, C. Xu, and Y. Wang, “Transformer in
transformer,” 2021, arXiv:2103.00112.

J. He, L. Zhao, H. Yang, M. Zhang, and W. Li, “HSI-BERT: Hyperspec-
tral image classification using the bidirectional encoder representation
from transformers,” IEEE Trans. Geosci. Remote Sens., vol. 58, no. 1,
pp. 165-178, Jan. 2020.

X. He, Y. Chen, and Z. Lin, “Spatial-spectral transformer for hyperspectral
image classification,” Remote Sens., vol. 13, no. 3, p. 498, 2021.

Y. Gao et al., “Fusion classification of HSI and MSI using a spatial-spectral
vision transformer for wetland biodiversity estimation,” Remote Sens.,
vol. 14, no. 4, p. 850, 2022.

M. Dehghani, S. Gouws, O. Vinyals, J. Uszkoreit, and L. Kaiser, “Universal
transformers,” 2018, arXiv:1807.03819.

W. Sun et al., ““A label similarity probability filter for hyperspectral image
postclassification,” IEEE J. Sel. Topics Appl. Earth Observ. Remote Sens.,
vol. 14, pp. 6897-6905, Jul. 2021.

C. Wang et al., “Diverse usage of waterbird habitats and spatial man-
agement in Yancheng coastal wetlands,” Ecol. Indicators, vol. 117, 2020,
Art. no. 106583.

K. Ren, W. Sun, X. Meng, G. Yang, and Q. Du, “Fusing China GF-5
hyperspectral data with GF-1, GF-2 and Sentinel-2A multispectral data:
Which methods should be used?,” Remote Sens., vol. 12, no. 5, p. 882,
2020.

P. Cong, K. Chen, L. Qu, and J. Han, “Dynamic changes in the wetland
landscape pattern of the Yellow River Delta from 1976 to 2016 based
on satellite data,” Chin. Geographical Sci., vol. 29, no. 3, pp. 372-381,
2019.

B. Cui, Q. Yang, Z. Yang, and K. Zhang, “Evaluating the ecological
performance of wetland restoration in the Yellow River Delta, China,”
Ecological Eng., vol. 35, no. 7, pp. 1090-1103, 2009.

H. Lee and H. Kwon, “Going deeper with contextual CNN for hyperspec-
tral image classification,” IEEE Trans. Image Process., vol. 26, no. 10,
pp- 4843-4855, Oct. 2017.

A. B. Hamida, A. Benoit, P. Lambert, and C. B. Amar, “3-D deep learning
approach for remote sensing image classification,” IEEE Trans. Geosci.
Remote Sens., vol. 56, no. 8, pp. 44204434, Aug. 2018.

Y. Xu, B. Du, and L. Zhang, “Beyond the patchwise classification:
Spectral-spatial fully convolutional networks for hyperspectral image clas-
sification,” IEEE Trans. Big Data, vol. 6, no. 3, pp. 492-506, Sep. 2020.

A. Dosovitskiy et al., “An image is worth 16x16 words: Transformers for
image recognition at scale,” 2020, arXiv:2010.11929.

G. M. Foody, “Thematic map comparison: Evaluating the statistical sig-
nificance of differences in classification accuracy,” Photogrammetric Eng.
Remote Sens., vol. 70, no. 5, pp. 627-634, 2004.

Kai Liu received the B.S. degree in remote sensing
science and technology from Shandong Normal Uni-
versity, Jinan, China, in 2020. He is currently working
toward the master’s degree in civil and hydraulic
engineering with Ningbo University, Ningbo, China.

His current research interests include deep learning
and hyperspectral image processing.

Weiwei Sun (Senior Member, IEEE) received the
B.S. degree in surveying and mapping from Tongji
University, Shanghai, China, in 2007, and the Ph.D.
degree in cartography and geographic information
- engineering from Tongji University, Shanghai, China,
& in 2013.

— From 2011 to 2012, he was with the Department of
Applied Mathematics, University of Maryland Col-
1 ‘7’ P NETES lege Park, is a Visiting Scholar with the famous Prof.
'f ,’: W A "-; ‘ J. Benedetto to study on the dimensionality reduction
of Hyperspectral Image. From 2014-2016, he was
with the State Key Laboratory for Information Engineering in Surveying,
Mapping, and Remote Sensing, Wuhan University, working as a Postdoc to
study intelligent processing in Hyperspectral imagery. From 2017 to 2018, he
was with the Department of Electrical and Computer Engineering, Mississippi
State University, also is a visiting scholar in hyperspectral image processing.
He is currently a Full Professor with Ningbo University, Ningbo, China. He
has authored and coauthored more than 80 journal papers. His current research

interest includes hyperspectral image processing with machine learning.

Yijun Shao received the master’s degree in engineering from the School
of Materials Science and Chemical Engineering, Ningbo University, Ningbo,
China, in 2011.

He is currently a Lecturer with the School of Materials Science and Chemical
Engineering, Ningbo University, Ningbo, China. His research interests include
engaged in ideological and political education research.

Weiwei Liu received the B.S. degree in agron-
omy from Shandong Agricultural University, Tai’an,
China, in 2014, and the Ph.D. degree in agricultural
remote sensing and information technology from

w!w Zhejiang University, Hangzhou, China, in 2020.
. She is currently an Assistant Researcher with
s Ningbo University, Ningbo, China. Her current re-
M search interests include precipitation data fusion and
g remote sensing monitoring of agrometeorological
disasters.

Gang Yang (Member, IEEE) received the M.S. de-
gree in geographical information system from the Hu-
nan University of Science and Technology, Xiangtan,
China, in 2012, and the Ph.D. degree in cartogra-
phy and geographical information engineering from
the School of Resource and Environmental Sciences,
‘Wuhan University, Wuhan, China, in 2016.

He s currently an Associate Professor with Ningbo
University, Ningbo, China. His current research in-
terests include missing information reconstruction
of remote sensing image, cloud removal of remote
sensing image, and remote sensing time-series products temporal reconstruction.



LIU et al.: MAPPING COASTAL WETLANDS USING TRANSFORMER iN TRANSFORMER DEEP NETWORK

Xiangchao Meng (Member, IEEE) received the B.S.
degree in geographic information system from the
Shandong University of Science and Technology,
Qingdao, China, in 2012, and the Ph.D. degree in
cartography and geography information system from
Wuhan University, Wuhan, China, in 2017.

He is currently an Associate Professor with the
Faculty of Electrical Engineering and Computer Sci-
ence, Ningbo University, Ningbo, China. His research
interests include remote sensing image fusion and
quality evaluation.

Jiangtao Peng (Senior Member, IEEE) received the
B.S. degree in information and computing sciences
and M.S. degree in applied mathematics from Hubei
University, Wuhan, China, in 2005 and 2008, respec-
tively, and the Ph.D. degree in pattern recognition and
intelligent system from the Institute of Automation,
Chinese Academy of Sciences, Beijing, China, in
2011.

He is currently a Professor with the Faculty
of Mathematics and Statistics, Hubei University,
‘Wuhan, China. His research interests include machine

learning and hyperspectral image processing.

3903

Dehua Mao received the B.S. degree in geographic
information system from Northeast Forestry Univer-
sity, Harbin, China, in 2008, and the M.S. degree
in cartography and geographic information system
and Ph.D. degree in cartography and geographic in-
formation system from the University of Chinese
Academy of Sciences, Beijing, China, in 2011 and
2014, respectively.

He is currently an Associate Researcher with the
Northeast Institute of Geography and Agroecology,
Chinese Academy of Sciences. His research interests

include remote sensing of wetland ecology, land cover change, and its environ-

Kai Ren received the B.S. degree in humanistic geog-
raphy and urban-rural planning from Shanxi Normal
University, Xi’an, China, in 2018, and the M.S. degree
in humanistic geography from Ningbo University,
Ningbo, China, in 2021.

He is currently a Research Assistant with the Fac-
ulty of Geographical Science and Tourism Culture,
Ningbo University, China. His research interests in-
clude remote sensing data fusion and data analysis.




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


