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Investigation of Polarimetric Decomposition for
Arctic Summer Sea Ice Classification Using

Gaofen-3 Fully Polarimetric SAR Data
Lian He , Xiyi He, Fengming Hui , Yufang Ye, Tianyu Zhang, and Xiao Cheng

Abstract—The aim of this article was to investigate the potential
of polarimetric decomposition of Chinese Gaofen-3 (GF-3) C-band
fully polarimetric synthetic aperture radar (PolSAR) data for Arc-
tic sea ice classification during summer season. Five different po-
larimetric decomposition approaches, including the Cloude-Pottier
decomposition (Cloude), the Freeman three-component decompo-
sition (Freeman3), the Freeman three-component decomposition
using the extended Bragg model (Freeman3X), the Yamaguchi
three-component decomposition (Yamaguchi3), and the nonneg-
ative eigenvalue decomposition (NNED) were analyzed using 35
scenes of GF-3 PolSAR data collected over the Fram Strait, Arctic
from June 14–18, 2017. Polarimetric features extracted from these
five methods were evaluated and utilized to train random forest
classifiers to classify open water (calm water and rough water)
and sea ice types (melted ice, unmelted ice, and deformed ice). The
results show that NNED could ensure physically valid decomposed
powers while the other three model-based decompositions had
negative values. In terms of sea ice classification, NNED had the
highest feature importance scores and achieved an overall accuracy
and Kappa coefficient of about 86.18% and 0.82, respectively.
Inclusion of radar incidence angle as a feature in the classifier
could slightly improve the classification accuracy by about 3%.
The influence of incidence angle on sea ice classification accuracy
was also investigated and it was found that high incidence angles
(39°–46°) were superior to low incidence angles (21°–27°) due to
the overall higher accuracies.

Index Terms—Arctic sea ice, Gaofen-3, polarimetric
decomposition, polarimetric synthetic aperture radar, random
forest.

I. INTRODUCTION

S EA ice in both polar regions is an integral part of the climate
system. During the past four decades, rapid and dramatic
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declines in extent, age and thickness in Arctic sea ice conditions
have been observed [1]. Furthermore, the duration of the Arctic
sea ice melt season has been observed to become longer [2], i.e.,
the ice is starting to melt earlier in the year and freeze later than it
used to. While snow-covered and bare sea ice has a large surface
albedo, melted snow cover or sea ice tends to absorb more of
solar energy due to decreased surface albedo, which plays a key
role in the decline of sea ice in the Arctic through the ice-albedo
feedback mechanism [3]. Therefore, summer sea ice monitoring
is highly required for many activities, including ship navigation
and OFF-shore operations, and in various scientific studies [4].

Synthetic aperture radar (SAR) has all-weather and all-time
imaging capability, and can provide undisturbed observation
of sea ice regardless of cloud coverage or darkness in polar
regions with a high spatial resolution. SAR has been extensively
applied to sea ice classification using a variety of approaches
[5]–[10]. However, single- or dual-polarization backscattering
coefficients have limited ability to discriminate certain sea ice
types and open water states [11], [12]. The use of only the
backscatter values in the classification algorithm also limits the
number of distinguished sea ice types [13]. Therefore, additional
information such as polarimetric characteristics [14], [15] and
image texture features [16] were introduced to improve sea ice
classification.

Fully polarimetric SAR (PolSAR) data provide, for each
pixel, the full complex scattering matrix, including amplitude
and phase information of the four transmit–receive channels
(HH, HV, VH, and VV). This contains a wealth of information
on the target properties, such as size, shape, orientation, and
dielectric constant, and has been widely used for geophysical
parameter estimation, such as soil moisture [17]–[19] and sea
ice parameters [20]–[22]. In terms of sea ice classification,
polarimetric decomposition of PolSAR data is beneficial in
extracting polarimetric features, which provide different infor-
mation from backscattering coefficients. Polarimetric decom-
position parameters are helpful in interpreting different types
of sea ice through scattering mechanisms, and thus, provide
a more theoretical basis for sea ice classification [22]–[27].
A considerable amount of research has examined the application
of polarimetric decomposition methods in sea ice classification
during the winter and fall seasons [22]–[30]. However, only a
few of studies concentrate on the melt period [31]–[37] and
summer sea ice classification still needs further assessment.
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Among the polarimetric decomposition methods tested for
extracting polarimetric parameters in sea ice classification, there
are two main approaches, i.e., the eigenvalue-based decom-
position approaches and the model-based decomposition ap-
proaches, pioneered by Cloude and Pottier [38] and Freeman
and Durden [8], respectively. The model-based decomposition
techniques are popularly used due to the easy physical inter-
pretation and their simplicity. Within the framework of the
Freeman-Durden decomposition [8], efforts have been made to
solve some existed issues, including the occurrence of negative
powers [39], [40], zero cross-polarization in surface scattering
component [17], and new scattering model for manmade targets
[41], [42]. Yamaguchi et al. [43] introduced a variety of volume
scattering models to account for the orientation effects of the
dipoles forming the volume. Van Zyl et al. [39] proposed a non-
negative eigenvalue decomposition to ensure valid decomposed
powers. Hajnsek et al. [18] extended the Bragg surface model to
the X-Bragg surface model to account for the cross-polarization
term induced by the depolarization effect. To our knowledge,
these advanced polarimetric decomposition methods has not yet
been investigated for sea ice classification.

Gaofen-3 (GF-3) is the first Chinese multipolarization and
high resolution C-band SAR satellite and has fully polarimetric
capability. The measured backscattering coefficients from GF-3
PolSAR has been tested for sea ice classification using a deep
convolutional neural network [44]. In addition, polarimetric
decomposition of GF-3 PolSAR data has demonstrated great
potential in applications such as land cover classification [45]
and soil moisture estimation [46]. However, polarimetric de-
composition of GF-3 PolSAR data for sea ice classification has
not been evaluated.

The objective of this article is to test the capabilities of
polarimetric decomposition of GF-3 PolSAR data for sea ice
classification during the summer season. Five representative po-
larimetric decomposition models, including the Cloude-Pottier
decomposition [38] (referred to as Cloude), the Freeman three-
component decomposition [47] (referred to as Freeman3), the
Freeman three-component decomposition using extended Bragg
surface scattering model [18] (referred to as Freeman3X), the
Yamaguchi three-component decomposition [43] (referred to as
Yamaguchi3), and the nonnegative eigenvalue decomposition
[40] (referred to as NNED), were analyzed using Gaofen-3 fully
polarimetric SAR data collected over the Fram Strait, Arctic
from June 14–18, 2017. Polarimetric features extracted from
different decompositions were evaluated and fed into random
forest classifiers for sea ice classification with the accuracy
assessed. The influences of radar incidence angle on polarimetric
decomposition features and classification accuracy were also
investigated.

II. STUDY AREA AND DATASETS

A. Study Area

The Fram Strait is located between Svalbard and the East
Greenland coast and is the main gate for sea ice export from the
Arctic Ocean. It has been estimated that about 10% of the Arctic
sea ice cover is exported through Fram Strait every year [48].

Therefore, the Fram Strait plays an important role in the sea ice
mass balance of the Arctic. The sea ice cover in this region is
highly variable in space and time as it is exposed to sea ice drifts
forced by the winds and ocean currents [49]. The study area is
indicated in Fig. 1 by the solid red rectangle.

B. GF-3 PolSAR Data

GF-3 is the first Chinese high-resolution SAR satellite to
acquire multipolarized SAR image at meter-level resolution and
was launched in August 2016. The GF-3 satellite operates at C
band (5.4 GHz) and is in a sun-synchronous dusk-dawn orbit
at an altitude of 755 km with an inclination of 98.41° and
a repeat cycle of orbit of about 29 days. The GF-3 satellite
provides imaging in 12 different modes, including spotlight,
stripmap, scan, and wave, with spatial resolutions varying from
1 to 500 m and swath widths ranging from 10 to 650 km. Among
the 12 modes, three imaging modes, the Quad Polarization
Stripmap I (QPSI), the QPS II (QPSII), the wave mode, have
fully polarimetric capability with a resolution up to 8 m [50].

In this article, 35 scenes of GF-3 SAR data in QPSII mode
were collected during the period of June 14–18, 2017 over the
Fram Strait and are listed in Table I. The QPSII mode has a
swath width of 40 km with a nominal spatial resolution of about
25 m (by applying a multilook factor of about 3 in range and 2
in azimuth) and an alternate incidence angle ranging from 20°
to 50°. For the QPSII mode, GF-3 provides 32 beams, which
are coded from 217–232 and 473–488 for the right and left
look directions [51]. Each beam has different incidence angles.
For sea ice classification, the 35 SAR images were split into
training and validation sets, with the number being 22 and 13,
respectively. The location of the training and validation images
is displayed in Fig. 1.

The processing level of the collected data is Level 1A single
look complex (SLC), which contains the amplitude and phase
information. For the GF-3 SLC data, the quantitative constants
in the metafile of each image product are used to quantify each
polarization channel data first. Radiometric and polarimetric
calibrated image for each polarized channel Sqp can be obtained
by [52]

Spq =
Qv

32767
· 10(−KdB/20) · (Ipq + i ·Qpq) (1)

where Qv and KdB are calibration coefficients obtained from the
metafile; the subscripts p and q refer to the polarization state (H
or V) of the incident and scattered fields, respectively; I and Q
represent the real and imaginary parts of the SAR image data,
respectively; i stands for the imaginary unit.

GF-3 has been demonstrated to have a similar polarimetric
performance to RADARSAT-2 using scattering properties and
corner reflectors [52]–[55]. After calibration, the scattering ma-
trix was transformed into a coherency matrix (by applying a
multilook factor of about 3 in range and 2 in azimuth), resulting
a spatial resolution of about 25 m. Speckle noise in the SAR
data was reduced using the refined Lee filter with a window size
of 3 × 3 [56], which could preserve polarimetric information in
homogeneous areas.
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Fig. 1. Map of the study area of Fram Strait, showing the location of the satellite scenes. The red dashed rectangles display the training samples while the black
boxes display the validation samples.

TABLE I
LIST OF GF-3 FULLY POLARIMETRIC SAR DATA USED IN THIS ARTICLE

Fig. 2. Daily median values of sea ice surface temperature of the study area
from MODIS/Terra sea ice and ice surface temperature product for the period
of June 10–20, 2017. The upper and lower bounds indicate the 90th and 10th
percentile of all the sea ice surface temperature values, respectively.

In order to investigate the surface temperature and melting
condition of sea ice in the study area, the MODIS/Terra sea ice
and ice surface temperature product (Product ID: MOD29P1D,
Version 61) [57] was utilized. This product provides daily day-
time sea ice extent and ice surface temperature (IST) at a spatial
resolution of 1 km. Sea ice is detected using the normalized
difference snow index and ice surface temperature is estimated
using the split-window technique [58]. Fig. 2 shows the temporal

dynamics of sea ice surface temperature over the study area from
June 10–20, 2017. The melting temperature of sea ice is about
271.35 K (−1.8 °C). It was shown that the median values of IST
fluctuated around the melting point, indicating that a large part
of the sea ice in the study area had IST above the melting point
and began to melt during the acquisition period of GF-3 data.
The upper bounds of IST were close to 273 K and appeared more
stable than the lower limits.

III. METHODOLOGY

A. Polarimetric Decomposition Methods

Polarimetric decomposition allows interpretation of the mea-
sured PolSAR data by separating it into basic scattering mech-
anisms. Several polarimetric decomposition approaches have
been proposed for extracting polarimetric features in remote
sensing image classification. In this article, five models were
analyzed, including one eigenvalue-based and four model-based
decomposition methods.

The eigenvalue-based decomposition method proposed by
Cloude and Pottier [38] (referred as to Cloude) is a mathe-
matical technique, in which the measured coherency matrix
is represented in terms of its eigenvalues and eigenvectors.
Three polarimetric features (the entropy H, the anisotropy A,
and the mean scattering angle α) related to the eigenvalues and
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TABLE II
MODEL-BASED POLARIMETRIC DECOMPOSITIONS TESTED IN THIS ARTICLE

∗Freeman3 represents for Freeman three-component decomposition; Freeman3X represents for Freeman three-component decomposition using extended Bragg model; Yamaguchi3
stands for Yamaguchi three-component decomposition; NNED indicates nonnegative eigenvalue decomposition.

Fig. 3. RGB image of the Pauli decomposition powers (in decibels) of one
training image acquired on June 17, 2017 (Red: |Shh - Svv |2; Green: 2|Svh |2;
Blue: |Shh + Svv |2). The incidence angle was about 27°. Different sea surface
types were identified, namely DI, UI, MI, RW, and CW.

eigenvectors are developed to interpret the scattering mecha-
nisms of the target.

The model-based polarimetric decomposition is physically
based and separates the measured coherency (or covariance)
matrix into a combination of a few simple components, which
are then linked to physical scattering mechanisms. In this arti-
cle, four model-based decompositions, namely, Freeman3 [47],
Freeman3X [18], Yamaguchi3 [43], and NNED [40], were uti-
lized and their characterizations are summarized in Table II.
With these four models, decomposed powers of surface scatter-
ing Ps, double-bounce scattering Pd, and volume scattering Pd

can be extracted and used for sea ice classification.

B. Sea Ice Classification

1) Training and Validation Sample Selection: The sea ice
types are usually classified into multiyear ice, first-year ice, new
ice or lead, and open water (OW) during wintertime. However,
during the summer season, the number of types that could
be classified significantly reduces due to melting conditions
[59]. In this article, five sea surface types were identified in
the study area, namely calm water (CW), rough water (RW),
melted ice (MI), unmelted ice (UI), and deformed ice (DI). As
an example, Fig. 3 indicates the visual interpretation of different
types. An OW class roughened by winds and having relatively

high backscattering coefficients was defined as RW while an OW
class having smooth surface and low backscatters was identified
as CW. Both MI and UI were chosen as ice floes while MI
appears dark due to melting conditions and UI appears bright.
DI consisted of brash ices, ice ridges, and floe edges.

In this article, 35 images acquired with different antenna
beams having different incidence angles were collected and are
listed in Table I. Among them, 22 images were assigned for
training, and the remaining 13 images were used for validation.
All the training and validation samples were selected by visual
interpretation, with the number of pixels being about 1.3 million
and 1.0 million, respectively.

2) Random Forest Classifier: In this article, the random for-
est (RF) classifier was utilized for sea ice classification. The
RF is an ensemble learning method for classification. It, first,
constructs a number of decision tree classifiers on various sub-
samples of the dataset, and then uses averaging to improve the
predictive accuracy and control overfitting [60]. The RF can
handle large datasets, especially in high-dimensioned feature
spaces and has been widely used for remote sensing image
classification [61].

There are three hyperparameters in the RF classifier needed
to be tuned, i.e., the number of trees (NT), the maximum depth
of the tree (ND), and the maximum number of features (NF) to
consider when looking for the best split in each node. In general,
larger values of NT and ND are expected to yield models to better
fit the data, but it will take more time to train the model and can
cause overfitting. In this article, the value of NF was set as the
square root of the number of input features, as suggested for
classification tasks [60]. Therefore, only two hyperparameters
(i.e., NT and ND) are needed to be tuned. To determine the
best values of NT and ND, a grid search with five-fold cross
validation was used. The value of NT was set on a logarithmic
scale with values being (1, 2, 4, 8, 16, 32, 64), and the ND
increased from 2 to 20 with an interval of 2. The optimal values
for NT and ND are selected based on the saturation of score
increments according to grid search results [9]. The RF model
was implemented through the Python Scikit-Learn [62].

In order to evaluate the classification performance, the con-
fusion matrix [63] was first computed based on the validation
dataset. From the confusion matrix, two statistical parameters,
i.e., overall accuracy (OA) and Kappa coefficient, were calcu-
lated. OA is defined as the ratio of correctly classified pixels to
the total number of pixels. Kappa coefficient reflects a measure
of the difference between actual agreement and chance agree-
ment in the classification [64].
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Fig. 4. (a)–(c) Display mean backscattering coefficient values of training samples with one standard deviation versus incidence angle for HH, VV, and HV
polarizations, respectively. (d) Indicates the estimated noise-equivalent backscattering coefficient for copolarizations (HH and VV) and cross polarizations (HV
and VH) at different incidence angles. Noise level is calculated using the training samples of open water.

IV. RESULTS AND DISCUSSION

A. Backscattering Coefficient of Different Sea Surface Types

The incidence angle dependencies of radar backscattering
coefficients for different sea ice types have been extensively
studied [65]–[67] and the effect of incidence angle on radar
backscatter and texture features should be considered for sea
ice classification [68], [69]. Fig. 4 shows scatter plots of radar
backscattering at three polarizations (HH, VV, and HV) versus
incidence angle for five different sea surface types using the
training samples extracted from training images in Table I. In
general, the copolarized backscatters of all sea ice types decrease
as the incidence angle increases except for calm water. The
three ice types (DI, UI, and MI) have comparable sensitivity
to the incidence angle, with values of about −0.11 dB/1° and
–0.15 dB/1° for HH and VV, respectively. RW shows the highest
sensitivity to the incidence angle (–0.45 dB/1° for HH and
–0.36 dB/1° for VV), while CW has the lowest sensitivity. The
lack of incidence angle dependency for CW might be attributed
to the variation in surface roughness since the samples were
extracted from different images. For cross polarization, the
dependence of the radar backscatter on the incidence angle has
reduced significantly, which agrees well with the results from
[27], [70].

In terms of sea ice classification, it can be observed that HV
polarization can distinguish certain classes quite distinctively
while HH and VV polarizations are not very discriminative. DI

and UI can be easily separated from the other types using HV
backscatter at each incidence angle. RW has a large backscatter
range at HH and VV polarizations making it difficult to discrimi-
nate RW from sea ice types (DI, UI, and MI), which is consistent
with observations in [68].

It has been pointed out that the noise-equivalent backscatter-
ing coefficients (NEBC) of each polarization is very important
[67], [71] for analyzing the incidence angle dependencies. In
order to investigate the influence of noise floor, the method
proposed in [72] was utilized to estimate the noise-equivalent
backscattering coefficients. Training samples from the open
water class were used to estimate the noise levels. Fig. 4(d)
demonstrates the estimated averaged NEBC values for cross-
and copolarizations at different incidence angles. The NEBC
values of cross polarization for the incidence angles of 21° (beam
code 217 in Table I) and 27° (beam code 219 in Table I) were
about –35.5 dB, which is very close to the result from the recent
study in [51]. It can be seen that backscattering coefficients of
CW were very close to the noise levels at all incidence angles,
which may be the anther reason that CW showed less sensitivity
to the incidence angle.

B. Comparison of Different Polarimetric
Decomposition Methods

1) Eigenvalue-Based Decomposition: Fig. 5 shows the mean
values and standard deviation of the alpha angleα, the entropy H,



HE et al.: INVESTIGATION OF POLARIMETRIC DECOMPOSITION FOR ARCTIC SUMMER SEA ICE CLASSIFICATION 3909

Fig. 5. Mean values and associated standard deviation (error bars) of (a) alpha
angleα, (b) anisotropy A, and (c) entropy H for five sea surface types at different
incidence angles from training samples.

and the anisotropy A for five sea surface types at seven different
incidence angles from the training samples. It was found that
all surface types had scattering angles below 40°, indicating
the dominance of surface scattering according to [38]. Results
showed high entropy for DI, followed by UI and MI at almost
all incidence angles, while open water (both CW and RW) had
low entropy except for CW at low incidence angles (21° and
24°) where high α and H values were observed. The observed
elevated α and H values of calm water at 21° and 24° may be
caused by the relatively low backscattering coefficients, which
are near the system noise levels (as indicated in Fig. 4). In this
case, the obtained polarimetric parameters may not be reliable
[71]. Therefore, it is necessary to consider effects of the system’s
noise level as pointed out by [25].

All three parameters, α, H, and A, demonstrated certain inci-
dence angle dependencies for each sea surface type (excluding
CW). There was a clear upward trend in mean α and H while
a slight downward trend in mean A value was observed as the
incidence angle increased. Meanwhile, the strength of sensitivity
to the incidence angle varies with parameter and sea surface type.
For example, DI displays higher sensitivities to the incidence
angle for α and H, and less sensitivity for A. However, RW has
a high sensitivity for all three parameters.

In terms of classification, results demonstrated the capability
of H to separate between RW and sea ice (MI, UI, DI) except
for high incidence angles of 46° and 49°. However, MI, UI, and
DI were mixed. The parameter A also showed the potential to
discriminate RW and sea ice at low incidence angles.

2) Model-Based Decompositions: Fig. 6 displays the inci-
dence angle dependences of decomposed powers from training
samples using the four model-based decomposition methods,
namely, Freeman3, Freeman3X, Yamaguchi3, and NNED (see
Section II). Five sea surface types were analyzed, i.e., CW, RW,
MI, UI, and DI. Note that all powers were normalized to the
total power (i.e., surface + double-bounce + volume), therefore
highlighting the relative strength between the three components.

For the five sea surface types, the surface scattering was
always dominant, generally taking over 60% of the total power.
Meanwhile, the double-bounce scattering counted for only about
7% of the total power and appeared stable among different sea
surface types. These results are consistent with the findings in
winter sea ice [25], [27]. The decomposed powers for various
sea surface types (open water, melted ice, unmelted ice, and
deformed ice) showed a gradual decrease in surface scattering
and an overall increase in volume scattering, which agrees well
with observations in [27].

All the relative decomposed powers (Ps, Pd, and Pv) showed
clear incidence angle dependencies for each sea surface type
(excluding CW). A decreasing surface component was observed
with increasing incidence angle, as expected. The same trend
was also observed in the decomposed surface component (in
power unit). For the relative decomposed double bounce and
volume powers, an overall upward trend was observed. However,
it should be noted that for those two decomposed components
in power unit, they decreased as the incidence angle increased.

Different decomposition approaches yielded quite different
results. The Freeman3 provided the highest relative volume
component since the volume scattering contribution is solely
determined by the cross-polarization term by using Pv = 4 ∗ T33

(T33 is the element of the measured coherency matrix, which is a
3×3 complex Hermitian matrix) [47]. The introduce of X-Bragg
model in Freeman3X could help to slightly reduce the volume
scattering and increase the surface scattering when compared
to Freeman3, since it could consider the cross-polarized scat-
tering caused by surface roughness. The Yamaguchi3 provided
three volume scattering models, i.e., horizontally, vertically,
and randomly oriented dipoles, to be chosen according to the
VV/HH power ratio. It had a much lower volume component
than Freeman3, which can be explained by that the volume
component is determined by Pv = 15/4 ∗ T33 if vertical or
horizontal volume model is chose [18].

It can be concluded that that while Freeman3 and FreemanX
tend to overestimate the volume scattering power, Yamaguchi3
and NNED could generate more reasonable results. For example,
for DI at incidence angle 43° (as indicated in Fig. 6), the relative
volume component almost reaches to above 50%, which does
not agree with the results from the Cloude decomposition (see
Fig. 5) and other studies [27], [28] that the surface scattering is
always dominant.

It should be noted that about 1% of the pixels had nega-
tive surface or double-bounce components in Freeman3 and
Freeman3X, and the number of pixels with negative powers
significantly reduced to about 0.3% in Yamaguchi3. NNED
used nonnegative eigenvalues to constrain the volume scattering
component and had the lowest volume scattering component.
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Fig. 6. Incidence angle dependence of relative decomposed powers: surface (left column), double-bounce (middle column), and volume (right column) scattering
for five different sea ice types (top to bottom) from training samples.

Therefore, NNED could ensure physically valid decomposed
powers and performed the best.

C. Feature Importance Evaluation

In order to quantitatively analyze the contribution of each po-
larimetric features for sea ice classification, 15 features extracted
from the five decomposition methods were fed into random
forest classifier and the importance of each feature could be
computed. Fig. 7 displays the importance of 15 features. All the
importance values are positive and sum to 1.0. The higher the
value, the more important is the contribution of the matching
feature to the prediction function.

In terms of comparison among different polarimetric de-
composition methods, the total feature importance of each
algorithm was calculated and results show that model-based
decompositions (i.e., Freeman3, Freeman3X, Yamaguchi3, and
NNED) had much higher importance values than that of the
eigenvalue-based decomposition (Cloude). NNED had the high-
est total importance value of 0.344, followed by the Yam-
aguchi3 and FreemanX (0.231 and 0.204), and then the Free-
man3 decomposition (0.166). Cloude had the lowest total im-
portance of 0.055, indicating that the Cloude decomposition
do not contain very much discrimination information, which
is consistent with the results in Fig. 5 and the findings in
[25].
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Fig. 7. Feature importance obtained using random forest from training sam-
ples. Odd, Dbl, and Vol indicate surface scattering, double-bounce scattering,
and volume scattering, respectively.

Among the three scattering components of the model-based
decomposition methods, the volume component always had the
highest importance value although the volume component is not
dominant (as indicated in Fig. 6). This might be explained by
the fact that the volume component is mainly determined by the
cross-polarization term, which has the largest discrimination ca-
pability, as indicated for HV in Fig. 4. The importance of double
bounce and surface components varied for different model-based
decomposition approaches. While Yamaguchi3 and NNED had
larger importance values in double-bounce component, Free-
man3 and Freeman3X had higher importance values in sur-
face component. Reasonable estimation of volume scattering in
NNED and Yamaguchi3 enhances the discrimination capability
of nondominant scattering components, highlighting the impor-
tance of correct volume scattering removal of decomposition
methods.

Due to the nonnegative decomposed power and its high feature
importance values, NNED will be used for sea ice classification.
In addition, although the Cloude decomposition had relatively
low feature importance, it will also be tested in sea ice classi-
fication since it could provide quite different information from
NNED.

D. Sea Ice Type Mapping and Validation

For sea ice classification, features from backscattering co-
efficients

(
σ0
HH, σ

0
VV, σ

0
HV

)
, NNED (Ps, Pd, Pv), Cloude (H,

A, α) as well as radar incidence angle θ were tested. Eight
combinations of features were evaluated using

RF classifiers and the configurations of all experiments as
well as their classification accuracies are listed in Table III.
The optimal values for NT and ND were set as 12 and 32,
respectively, which were selected based on the saturation of
score increments [9].

The results indicate that features (H, A, α) from Cloude
yielded the lowest classification accuracy, with OA and Kappa
being 63% and 0.50, respectively. In contrast, backscatter coeffi-
cients

(
σ0
HH, σ

0
VV, σ

0
HV

)
had the highest accuracy with OA and

Kappa coefficient being 87.03% and 0.83, respectively. The use
of features (Ps, Pd, Pv) from NNED had OA and Kappa values

TABLE III
CLASSIFICATION ACCURACY OF DIFFERENT FEATURE COMBINATIONS

∗(σ0
HH, σ0

VV, σ0
HV

)
are backscatter coefficients; H, A, and α are

entropy, anisotropy, and alpha angle from Cloude decomposition; Ps,
Pd, Pv are suface, double-bounce and volume scattering power obtained
from NNED; θ indicates the radar incidence angle.

of 86.18% and 0.82, respectively, indicating that the utilization
of polarimetric decomposition features could achieve compara-
ble classification accuracy to backscattering coefficients, which
agrees with the finding in [25].

The inclusion of radar incidence angle θ as a feature in
classification helped to improve the overall accuracy by about
3% for all three of the backscattering coefficients, Cloude and
NNED. Therefore, it is recommended that the incidence angle
should be considered for sea ice classification. The combination
of features from different decomposition methods, i.e., Cloude
+ NNED, could slightly improve the classification accuracy
compared to only using of NNED. Combination of backscat-
tering coefficients and decomposed powers had the highest
accuracy.

As a demonstration, the classification results of the SAR
image acquired on June 15, 2017 are presented in Fig. 8. The
SAR image had an incidence angle of about 27° and was covered
different sea surface types. The results of the sea ice type
maps are shown in Fig. 8(b)–(d), obtained from Cloude (H, A,
α, θ), NNED (Ps, Pd, Pv, θ), and backscattering coefficients(
σ0
HH, σ

0
VV, σ

0
HV, θ

)
, respectively. Features from Cloude have

the capability to discriminate open water and sea ice. However,
they demonstrate difficulties in separating different sea ice types.
Sea ice maps from backscattering coefficients and NNED are
very similar to each other and most of the pixels can be classified
correctly. However, some DI could be classified as UI since the
backscatters and polarimetric decomposition parameters from
DI and UI can be similar.

In order to investigate the influence of the incidence angle
on sea ice classification accuracy, Fig. 9 displays the overall
accuracy and Kappa coefficient values for different incidence
angles, which were acquired with different antenna beams. In
general, the classification accuracy increases as the incidence
angle increases from 21° to 46°. However, further increasing
the incidence angle from 46° to 49° shows a decrease in classifi-
cation accuracy. The previous study from [26] also demonstrated
that a larger incidence angle (39°) provide better discrimination
of different sea ice types compared with the smaller angle (29°).
For the investigated data, high incidence angles (i.e., 39° to 46°)
are superior to low incidence angles (i.e., 21° to 27°) due to the
overall higher accuracies.



3912 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 15, 2022

Fig. 8. Image maps of (a) original SAR image displayed in Pauli decomposition. (b) Classification map using Cloude decomposition with incidence angle.
(c) Classification map using backscattering coefficients with incidence angle. (d) Classification maps using NNED with incidence angle.

Fig. 9. Dependence of classification accuracy on incidence angle for (a) features
(
σ0
HH, σ0

VV, σ0
HV

)
from backscatter coefficients and incidence angle and (b)

features (Ps, Pd, Pv) from NNED and incidence angle. Classification accuracy parameters (OA and Kappa coefficient) were computed based on the validation
dataset.
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V. CONCLUSION

This article provided an extensive analysis of five different de-
composition methods for parameter feature extraction in Arctic
summer sea ice classification using Chinese GF-3 C-band fully
polarimetric SAR (PolSAR) data. One eigenvalue-based decom-
position (Cloude-Pottier decomposition) and four model-based
decompositions, including the Freeman three-component de-
composition, the Freeman three-component decomposition us-
ing the extended Bragg model, the Yamaguchi three-component
decomposition, and the nonnegative eigenvalue decomposition,
were tested. The extracted polarimetric parameters as well as
backscattering coefficients were analyzed and utilized for sea
ice classification with accuracy assessed.

The results indicated that the surface scattering dominated
over summer sea ice. NNED could ensure physically valid
decomposed powers while the other three model-based de-
compositions had negative values. Meanwhile, NNED had the
highest feature importance scores in total while the Cloude
decomposition had the lowest, indicating that NNED was more
suitable for sea ice classification.

Different combinations of parameters were also evaluated
using random forest classifiers. The results show that NNED
has an OA and Kappa coefficient of about 86.18% and 0.82,
respectively. Classification accuracy from NNED was very close
to that from backscattering coefficients, which is in good agree-
ment with previous findings. However, NNED could provide
a better interpretation about the scattering mechanisms of sea
ice. The inclusion of incidence angle as a feature can improve
the classification accuracy, emphasizing the requirement for the
incidence angle as a feature in sea ice classification using SAR
data. Furthermore, the combination of NNED and backscattering
coefficients could slightly increase the classification accuracy.

Since GF-3 PolSAR data were acquired using different an-
tenna beams having different incidence angles (with the mean
incidence angle being 21°, 24°, 27°, 39°, 43°, 46°, and 49°),
the influence on classification accuracy was investigated and it
was found that high incidence angles (39° to 46°) were superior
to low incidence angles (21° to 27°) due to the overall higher
accuracies, which can help to determine the optimal incidence
angle for sea ice classification. However, due to the lack of data
availability, only 7 discrete incidence angles were analyzed,
making it important to further investigate these polarimetric
decompositions for a comprehensive range of incidence angles
in future studies.

This article confirms the capability of GF-3 PolSAR data for
sea ice classification. One limitation for this article was that in the
four model-based decomposition methods analyzed, relatively
simple volume scattering models were utilized. These simple
models are not intended to represent the full complexity of
the scatterers forming the sea ice medium. Recently, improved
volume scattering models considering the diploes’ shape and
orientation as well as dielectric constant properties have been
proposed [21], [73], which hold great potential to achieve more
reliable decomposed results. However, the use of these advanced
volume scattering models would introduce more unknown pa-
rameters in the polarimetric decomposition and renders the
polarimetric decomposition more sophisticated, which warrants

further analysis. Meanwhile, only three polarimetric features
were extracted from the decomposition techniques and used for
sea ice classification. Previous studies have shown that elements
of the measured coherency or covariance matrix can also be
treated as features in the classifier and help to improve image
classification accuracy by using deep learning algorithms [74],
[75]. Future work includes testing the combination of different
types of features in more advanced image classification algo-
rithms.
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