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Full-Learning Rotational Quaternion Convolutional
Neural Networks and Confluence of Differently

Represented Data for PolSAR Land Classification
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Abstract—Quaternion convolutional neural networks (QCNNs)
expand the range of their applications in processing optical and po-
larimetric synthetic aperture radar (PolSAR) images. Conventional
real-valued convolutional neural networks (RVCNNs) compress a
three-channel input image into a single-channel feature map and
ignore the relationship among the channels. In contrast, QCNNs
deal with the input image as a single quaternion matrix and perform
quaternion operation without the reduction of the channels. They
can learn the interrelationship among the channel components.
Though there exist two types of QCNNs, they have problems,
respectively. One type conducts physically unclear quaternion con-
volution by using simple quaternionic multiplications. The other
employs quaternion rotations with fixed axes, resulting in impair-
ment of expression ability. In this article, we propose full-learning
rotational QCNNs, which perform quaternion rotation in convolu-
tion, and update all the four parameters of a quaternion weight by
backpropagation. They realize quaternion rotational convolution
with high expression ability. We also propose using two different
kinds of features, namely PolSAR pseudocolor features and Stokes
vectors normalized by their total power. These two features allow
neural networks to learn totally different characteristics of land
surface. We train two networks with these features independently.
Then, we merge their two classification results to obtain final
decision to compensate for the shortcomings of the respective fea-
tures. Experiments demonstrate that our proposed QCNNs show
better classification performance than that of RVCNNs and the
two existing QCNNs. We also find that the combination of the two
features improves final classification results measured by F-scores.

Index Terms—Convolutional neural network (CNN),
polarimetric synthetic aperture radar (PolSAR), quaternion
neural network (QNN).

I. INTRODUCTION

POLARIMETRIC synthetic aperture radar (PolSAR) sys-
tems obtain more information by using multiple polariza-

tions than by using a single polarization [1]. Land classification
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is one of the most important PolSAR applications. There are
various methods based on, e.g., entropy and alpha angle [2],
matrix decomposition [3]–[5], wishart distribution [6], [7], and
traditional machine learning methods, such as support vec-
tor machine [8], [9] and random forest [10], [11]. Recently,
neural-network methods have been actively studied, and they
have often shown better performance than these conventional
classical machine learning methods [12]–[15].

There are unique difficulties for PolSAR image classification,
unlike general optical image classification, such as selection of
effective features for training, insufficient number of labeled data
compared to ordinary RGB photo data, and speckle noise [16].
Hence, some unique neural networks for PolSAR land classifi-
cation have been proposed.

Quaternion neural networks (QNNs) [17] have been employed
for PolSAR land classification [18]–[20]. In QNN methods, a
3-D vector is regarded as a single quaternion. In other words,
the three components of the vector are assigned to the three
imaginary parts of a quaternion. QNNs restrict the linear trans-
formation to quaternion rotation, that is, orthogonal transfor-
mation. Therefore, the input features do not degenerate. When
mapping 3-D vectors to a 3-D space, real-valued neural networks
(RVNNs) need a 3 × 3 matrix of weights, i.e., nine parameters,
while QNNs need only four parameters of a single quaternion
weight. Hence, QNNs can map input vectors with fewer pa-
rameters than RVNNs. Then, the QNNs have shown higher
performance (generalization ability) than conventional PolSAR
classification methods.

Quaternion convolutional neural networks (QCNNs) perform
convolution by using quaternion operation. The QCNNs have
kernels consisting of quaternion neurons to learn spatial texture.
In general, real-valued convolutional neural networks (RVC-
NNs) compress a three-channel input image to a single channel
feature map, which loses the information of the relationship
among the channels. On the other hand, the QCNNs deal with a
general RGB image as a single quaternion matrix by assigning
its red, green, and blue channels to three quaternion imaginary
components. Then, the QCNNs perform quaternion operations
on the quaternion matrix to learn the relationship between the
channels of the image instead of simply summing them up.

There are two existing types of conventional QCNNs. The
first QCNNs realize quaternion convolution by replacing real-
valued multiplication in general convolution with quaternionic
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multiplication [21]. However, it is unclear that what the quater-
nion multiplication for an input image means. We call this type
of QCNNs simple product-type QCNNs in this article. They
are employed for RGB image analysis [22], [23] and speech
recognition [24]. Second are QCNNs, which perform quaternion
rotation with fixed axis, not simple quaternion multiplication, on
the channels of an input image in convolution. We refer to this
type of QCNNs as fixed-axis QCNNs. They are employed for
RGB images [25] and PolSAR images [26]. The quaternion ro-
tation is physically clear, and prevents the channels degenerating
in orthogonal transformation. However, their fixed rotation axes
restrict the degree of freedom (DoF) of a quaternion weight,
which is intrinsically four, to two. Therefore, the fixed-axis
QCNNs lose their expression ability.

We have two proposals in this article. First, this article
proposes a novel QCNN, which performs quaternion rotation
on an input image and updates all the four parameters of its
quaternion weights by backpropagation. Our proposed QCNNs
realize physically clear quaternion convolution with which the
channels do not degenerate, compared to simple product-type
QCNNs. In addition, they have higher expression ability by up-
dating all the four quaternion parameters than that of fixed-axis
QCNNs.

Second proposal is to use two differently represented fea-
tures: 1) PolSAR pseudocolor features; and 2) Stokes vectors
normalized by their power. PolSAR pseudocolor features repre-
sent the intensities of different scattering mechanisms. Intensity
features include fine textures of a PolSAR image. By learning
the spatial textures, neural networks can distinguish between
classes, such as town and forest, which have so similar scattering
characteristics in pixels that they often misclassified each other.
Another set of features, the Stokes vectors normalized by their
total power, hold the degree of polarization (DoP) representing
the state of a partially polarized wave. Most scattered waves
are partially polarized, and the DoP is significant information
for land classification. It is very effective to learn the DoP in
discriminating between classes with low backscattering, such as
sea and grass, on which we focus in this article. We train two
neural networks with these respective features independently.
Finally, we combine the two results for the two features by
adopting classification result with higher values of network’s
softmax output pixel-by-pixel.

In the experiments, in this article, we compare four neural
networks: 1) RVCNNs; 2) simple product-type QCNN; 3) fixed-
axis QCNNs; and 4) our proposed QCNN. As experimental
results, our proposed QCNNs show the best classification per-
formance by learning the relationship between the components
of input vectors with arbitrary quaternion rotations. The neural
networks learning the PolSAR pseudocolor images succeed
in discriminating town and forest, while the neural networks
learning the normalized Stokes vectors succeed in sea and grass
discrimination. Merging the two classification results for dif-
ferent features compensates for the shortcomings of respective
features to improve the final classification results measured by
F-scores.

The rest of this article is organized as follows. Section II
presents the theory of the full-learning rotational QCNN.

Section III describes the details of the experiments and results.
Finally, Section IV concludes this article.

II. FULL-LEARNING ROTATIONAL QCNN AND ITS DETAILED

PROCESSING

Our proposed QCNNs conduct quaternion rotational convolu-
tion, which is physically clear compared to simple product-type
QCNNs. In addition, quaternion weights of our proposed QC-
NNs have four DoFs by updating all the four parameters by
backpropagation, while those of fixed-axis QCNNs have only
two. Therefore, our proposed QCNNs have higher expression
ability than that of fixed-axis QCNNs. This section presents the
detailed processing of our proposed QCNNs.

A. Quaternion Arithmetic

First, we describe the expressions of various operations of
quaternions. A quaternion is expressed as

x = xe + xii+ xjj + xkk (1)

= (xe, xi, xj , xk) (2)

=

⎡
⎢⎢⎢⎣
xe

xi

xj

xk

⎤
⎥⎥⎥⎦ (3)

where i, j, and k stand for the three imaginary units of a
quaternion. They satisfy the following Hamilton rules:

i2 = j2 = k2 = −1 (4)

ij = −ij = k, jk = −kj = i, ki = −ik = j. (5)

The operators between quaternions p = (pe, pi, pj , pk) =
(pe,vp) and q = (qe, qi, qj , qk) = (qe,vq) are defined as fol-
lows.

1) Addition and Subtraction:

p± q = (pe ± qe,vp ± vq). (6)

2) Outer Product:

p⊗ q = (peqe − vp · vq, p
evq + qevp + vp × vq).

(7)
3) Hadamard Product:

p� q = (peqe, piqi, pjqj , pkqk). (8)

4) Inner Product:

p · q = peqe + piqi + pjqj + pkqk. (9)

5) Conjugate:

p∗ = (pe,−pi,−pj ,−pk). (10)

6) Norm:

|p| =
√
(pe)2 + (pi)2 + (pj)2 + (pk)2. (11)

7) Scalar:

λp = (λpe, λpi, λpj , λpk). (12)
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Fig. 1. Whole architecture of the QCNN.

B. Construction of the QCNN

The whole structure of the proposed QCNN is shown in Fig. 1.
The basic architecture is the same as that of the conventional
convolutional neural networks (CNNs). The QCNN hasL layers.
The 0th layer is the input-terminal layer. The last Lth layer
is the output layer. All the signals, weights, and neurons are
in the quaternion domain except for the real-valued Lth layer.
The output values of the network are compared with the output
teacher signals for learning, which is explained in Section II-C
and -D. After the completion of the learning, classification is
conducted.

In Fig. 1, c is the channel index for the lth layer’s input X(l)

in the convolutional layer, k is the index for kernels, (p, q),
(a, b), and (m, n) are the positions in the kernels, the output
of the convolutional layer, and the output of the pooling layer,
respectively, for each channel.

C. Forward Processing

1) Convolutional Layer: Our proposed QCNNs perform
quaternion rotational convolution, not simple quaternion multi-
plication. Therefore, their convolutional operation is physically
clear, and prevents the channels of an input image degenerating
in orthogonal transformation, compared to simple product-type
QCNNs.

The inputs and outputs of the lth layer are denoted as
X(l−1) = [x

(l−1)
a+p,b+q,c] and V

(l)
k = [v

(l)
a,b,k], respectively, and

the connection weights of convolutional kernels are represented
as W (l) = [w

(l)
p,q,c,k], whose height and width are denoted as

P
(l)
conv and Q

(l)
conv, respectively. The quaternion rotational convo-

lution is defined as

V (l) = f(U (l)) (13)

u
(l)
a,b,k =

∑
p,q,c

w
(l)
p,q,c,k ⊗ x

(l−1)
a+p,b+q,c ⊗w

∗(l)
p,q,c,k

|w(l)
p,q,c,k|

+ b
(l)
k (14)

whereU (l) = [ua,b,k] andb(l)k are the neural inner state and bias,
respectively. The function f is an activation function, defined as

f(p) = f(pi)i+ f(pj)j + f(pk)k (15)

where p is a purely imaginary quaternion and f is the rectified
linear unit in our experiments.

This quaternion rotational convolution has already been em-
ployed by fixed-axis QCNNs [25], [26]. However, they fix their
quaternion rotational axes, so that their trainable parameters
of a single quaternion weight are only two: 1) scaling; and
2) rotational angle. Therefore, they lose expression ability. On
the other hand, our proposed QCNNs realize the convolution
by updating all the four parameters of their quaternion neural
weights without fixing rotation axes. The learning processing in
backpropagation is to be described later in Section II-D.

2) Pooling Layer: In our experiments, the pooling process-
ing averages the inputs as

x
(l)
m,n,k =

1

P
(l)
pool ·Q(l)

pool

∑
(a,b)∈Rm,n

v
(l)
a,b,k (16)

where P
(l)
pool and Q

(l)
pool are the height and width of the pool-

ing window Rm,n to calculate x
(l)
m,n,k, respectively. After the

quaternion signals pass through convolutional layers and pooling
layers, they are flattened and fed into quaternion fully-connected
layers, whose processing follows [18].

3) Connection Between a Quaternion Fully-Connected
Layer and a Real-Valued Output Layer: The output layer is
a real-valued fully-connected layer directly following the last
quaternion hidden layer. Before the quaternion signals are fed
into the real-valued output layer, they are flattened to real-valued
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signals as

⎡
⎢⎢⎣
x1

x2

...

⎤
⎥⎥⎦ →

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

xi
1

xj
1

xk
1

xi
2

xj
2

xk
2

...

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(17)

where xd (d = 1, 2, . . .) are purely imaginary quaternions
whose imaginary components are xi

d, xj
d, and xk

d .
Finally, the output of the QCNN goes through a softmax

function, and the loss E is calculated with the output teacher
signal t, which is a one-hot vector. In our experiments, the loss
E is the following cross entropy:

E =

J∑
j=1

−tj log yj (18)

where tj denotes the jth component of the teacher signal t and
yj presents the output of the jth neuron of the output layer.

D. Backward Propagation in Learning

1) Connection Between a Quaternion Fully-Connected
Layer and a Real-Valued Output Layer: Before real-valued
gradients of the loss E in terms of the real-valued signals are
passed to the previous quaternion fully-connected layer, they are
converted to quaternion gradients as⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂E/∂xi
1

∂E/∂xj
1

∂E/∂xk
1

∂E/∂xi
2

∂E/∂xj
2

∂E/∂xk
2

...

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
→

⎡
⎢⎢⎣
∂E/∂x1

∂E/∂x2

...

⎤
⎥⎥⎦ (19)

where ∂E/∂xi
d, ∂E/∂xj

d, and ∂E/∂xk
d (d = 1, 2, . . .) are con-

verted to a single quaternion ∂E/∂xd. After this conversion, the
backpropagation dynamics in quaternion fully-connected layers
follows [18].

2) Pooling Layer: In the lth pooling layer, ∂E/∂x
(l)
a,b,k prop-

agates from the (l + 1)th layer. There are no trainable parameters
in the pooling layer. However, we have to transfer the gradient
given by the next layer as

∂E

∂v
(l)
a,b,k

=
1

P
(l)
pool ·Q(l)

pool

∂E

∂x
(l)
m,n,k

((a, b) ∈ Rm,n). (20)

3) Convolutional Layer: Our proposed QCNNs update all
the four quaternion parameters by backpropagation to have

higher expression ability than that of fixed-axis QCNNs. Based
on the chain rule in [17], the gradient of a loss function E in
terms of lth-layer-kernel parameters is calculated as

∂E

∂w
(l)
p,q,c,k

= −
∑
a,b

1

|w(l)
p,q,c,k|

·
{
∂E/∂u

(l)
a,b,k · (w(l)

p,q,c,k ⊗ x
(l−1)
a+p,b+q,c ⊗w

∗(l)
p,q,c,k)

|w(l)
p,q,c,k|2

w
(l)
p,q,c,k

− 2∂E/∂u
(l)
a,b,k ⊗w

(l)
p,q,c,k ⊗ x

∗(l−1)
a+p,b+q,c

}
(21)

and

∂E

∂b
(l)
k

=
∑
a,b

∂E

∂u
(l)
a,b,k

(22)

where

∂E

∂u
(l)
a,b,k

= f ′(ua,b,k)� ∂E

∂v
(l)
a,b,k

. (23)

The gradient, which propagates to the previous layer, is cal-
culated as (24) shown at the bottom of this page, where Sm,n is

a set of points (a, b) connected to x
(l−1)
m,n,k.

III. EXPERIMENTS AND RESULTS

In this section, we explain the details of our experiments,
including the dataset, two types of our proposed features for
training, and learning and classification processing. Then, we
present classification results of the four neural networks: 1)
RVCNNs; 2) simple product-type QCNNs; 3) fixed-axis QC-
NNs; and 4) our proposed QCNNs, which learn each of our
proposed features. Finally, the combination results are shown,
including two more conventional neural networks.

A. Experimental Setup

1) Datasets and the Areas Where we Obtained Training
Data and Test Data: PolSAR images in our experiments are
a 4000 × 5000 pixel image of Ishikari Bay and a 8000 × 3000
pixel image of Tomakomai, Hokkaido, Japan, obtained by the
Japan Aerospace Exploration Agency Advanced Land Observ-
ing Satellite-2, observed on August 2015 [offnadir angle: 25.4◦,
ascending, level 1.1 (no averaging)]. The RGB visualization of
these two PolSAR images is shown in Fig. 2. We classify their
pixels into four classes: 1) water; 2) town; 3) grass; and 4) forest.

Fig. 3 shows the corresponding optical images obtained by
Sentinel-2 on September 2017. The colored rectangles in Fig. 3
present the areas where we obtained training data and test data.
We place a data window with a height and a width of both
15 pixels. We pick up 600-window training data for each class
(total 2400) from the colored rectangular areas without white
frames in the Ishikari image in Fig. 3(a). The 2400 test data

∂E

∂x
(l−1)
m,n,c

=
∑
k

∑
(a,b)∈Sm,n

w
∗(l)
P

(l)
conv+m−a−1,Q

(l)
conv+n−b−1,c,k

⊗ (∂E/∂u
(l)
a,b,k)⊗w

(l)

P
(l)
conv+m−a−1,Q

(l)
conv+n−b−1,c,k∣∣∣∣w(l)

P
(l)
conv+m−a−1,Q

(l)
conv+n−b−1,c,k

∣∣∣∣
(24)
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Fig. 2. Amplitude of scattering-matrix components of (a) Ishikari and (b) Tomakomai PolSAR images with 4000 × 5000 and 8000 × 3000 pixels, respectively.
Note that the 90 percentile value of each components of scattering matrix in this image is set as the upper limits for color assignment, respectively, (R:|SHH |,
G:|SHV |, B:|SV V |).

Fig. 3. (a) Ishikari Bay and (b) Tomakomai observed by Sentinel-2 optical images, including the areas from which we obtained training data (unframed) and test
data (framed).

(600 for each class) are obtained from the white-framed rect-
angles in each of the two PolSAR images, so that we obtain
4800 test data in total. The four colors of the rectangular areas
correspond to the four classes of the legends below the images.

2) Features Used in the Experiments: The experimental fea-
tures are derived from the complex scattering matrix expressed
as

S =

[
SHH SHV

SVH SVV

]
. (25)

We propose using two differently represented features: 1)
PolSAR pseudocolor features; and 2) Stokes vectors normal-
ized by their total power. They have totally different physical
characteristics. We combine two classification results for these

respective features to improve the final classification comple-
mentarily.

a) PolSAR Pseudocolor Image: The scattering matrix can
be decomposed under the Pauli decomposition as

a =
SHH + SVV√

2
, b =

SHH − SVV√
2

, c =
SHV + SVH√

2
. (26)

The PolSAR pseudocolor features are constructed by assign-
ing |b|2, |c|2, and |a|2 to red, green, and blue components,
respectively [27]. Fixed-axis QCNNs employ these features as
input RGB color images [26]. Intensity features, such as PolSAR
pseudocolor features, have so fine texture of land surface that
neural networks are able to extract the spatial texture by learning
them. SAR images are often spatially averaged to mitigate
speckle noise. However, since averaging hazes fine textures,
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Fig. 4. Architectures of the three neural networks learning the PolSAR pseu-
docolor features. (a) RVCNN. (b) Simple product-type QCNN. (c) Fixed-axis
QCNN. (d) Our proposed QCNN. The symbols in the left-hand side of this figure
correspond to parameters in Fig. 1, and SP and FR mean simple-product and
full-learning rotational, respectively.

we do not apply any spatial averaging process on the PolSAR
images, so that we can utilize fine textures.

When the PolSAR pseudocolor features are fed into the net-
works, they should be normalized to a certain range. In general,
some pixels of a PolSAR image have very large amplitude values
compared to others. If we try to normalize the feature values
in such a manner that their maximum value becomes unity,
almost all the other amplitude values become zero. Therefore,
we normalize them in another way that their 90 percentile values
in an image become unity. After the normalization, the values
larger than unity are set as unity, so that all the values fall in the
range 0–1.

The architectures of the neural networks learning the PolSAR
pseudocolor features are shown in Fig. 4. The values in Fig. 4
represent the number of real-valued neurons and quaternion neu-
rons. Since a single quaternion neuron has multiple parameters,
the number of parameters of simple product quaternion layers
and full-learning rotational layers is four times the values in
Fig. 4, while that of fixed-axis quaternion layers is twice. We set
the number of parameters of each neural network in Fig. 4 to be
the same as others. All the neural networks consist of one con-
volutional layer, one pooling layer, one hidden fully-connected
layer, and the output layer. The pooling layer conducts average
pooling to deemphasize pixels that could be contaminated with
speckle noise in case of max pooling. Since in the sliding window
classification, the positional relationship on the feature map is
not important for classification, the pooling layer averages the
entire feature map.

b) Stokes Vectors Normalized by Their Total Power: In
order to derive Stokes vectors, we need to prepare incidence
polarization Ei = [Ei

H, E
i
V]

T . We employed six incidence po-
larizations: 1) horizontal polarization; 2) vertical polariza-
tion; 3) +45◦ linear polarization; 4) −45◦ linear polariza-
tion; 5) left-handed circular polarization; and 6) right-handed
circular polarization in our experiments. Then, the received
waves Er = [Er

H, E
r
V]

T are expressed as[
Er

H

Er
V

]
=

[
SHH SHV

SVH SVV

][
Ei

H

Ei
V

]
. (27)

Fig. 5. Architectures of the three neural networks learning the Stokes vectors
normalized by their total power. (a) RVCNN. (b) Simple product-type QCNN.
(c) Fixed-axis QCNN. (d) Our proposed QCNN. The symbols in the left-hand
side of this figure correspond to parameters in Fig. 1, and SP and FR mean
simple-product and full-learning rotational, respectively.

Then, the corresponding Stokes vectors g are obtained as

g =

⎡
⎢⎢⎢⎣
〈g0〉
〈g1〉
〈g2〉
〈g3〉

⎤
⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎣

〈Er
HE

r∗
H + Er

VE
r∗
V 〉

〈Er
VE

r∗
H − Er

VE
r∗
V 〉

〈Er
HE

r∗
V − Er

VE
r∗
H 〉

〈j(Er
HE

r∗
V − Er

VE
r∗
H )〉

⎤
⎥⎥⎥⎦ (28)

where 〈·〉 denotes the spatial averaging process. Finally, we
normalize the Stokes vectors by their total power 〈g0〉 as

P =

⎡
⎢⎣〈g1〉/〈g0〉〈g2〉/〈g0〉
〈g3〉/〈g0〉

⎤
⎥⎦ . (29)

The normalized Stokes vectors have the DoP information in
their norm as

DoP =

√
〈g1〉2 + 〈g2〉2 + 〈g3〉2

〈g0〉2
. (30)

In general, scattered waves are partially polarized, and it is
very important to learn the DoP information, which is totally
different from intensity. The architectures of the neural networks
learning the normalized Stokes vectors are shown in Fig. 5.

3) Learning and Classification Processing: We train two
neural networks with the abovementioned two features, respec-
tively, and independently. The neural networks are trained with
a minibatch having 40 data. One epoch has 2400/40 = 60 times
weight updates. We train the neural networks learning the Pol-
SAR pseudocolor features for 500 epochs and those learning the
normalized Stokes vectors for 1000 epochs. The loss function is
calculated as the cross-entropy loss in (18). The weight updating
is conducted by stochastic gradient descent with momentum
whose learning rate is 0.05 in learning PolSAR pseudocolor
feature and 0.001 in learning normalized Stokes vectors, and
momentum parameter is 0.9 in our experiments.

In classification processing, a 15 × 15 pixel-window image
cropped from the PolSAR image is fed into the neural networks
one-by-one. Then, the loss is calculated by the outputs and the
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Fig. 6. Classification results of Ishikari scene for PolSAR pseudocolor features by the following. (a) RVCNN. (b) Simple product-type QCNN. (c) Fixed-axis
QCNN. (d) Proposed QCNN. (e) Sentinel-2 optical image for reference.

Fig. 7. Classification results of Ishikari scene for PolSAR pseudocolor features by the following. (a) RVCNN. (b) Simple product-type QCNN. (c) Fixed-axis
QCNN. (d) Proposed QCNN. (e) Sentinel-2 optical image for reference.

output teacher signals for each class, and the class having mini-
mum loss is the class, which the pixel belongs to. This process is
conducted until all the pixels are classified. Finally, we adopt the
classification result having a higher value of network’s softmax
output pixel-by-pixel to combine these two classification results
for the respective features.

B. Results

1) Classification Results for the PolSAR Pseudocolor Fea-
tures: Fig. 6 shows the classification results of the PolSAR
pseudocolor features obtained for the Ishikari scene. It is found
that the sea area in the upper left is significantly misclassified
into grass. Since the backscattering in the sea and grass is
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Fig. 8. Classification results of Ishikari town area for PolSAR pseudocolor features by the following. (a) RVCNN. (b) Simple product-type QCNN. (c) Fixed-axis
QCNN. (d) Proposed QCNN. (e) Sentinel-2 optical image for reference.

TABLE I
CLASSIFICATION RESULTS OF RVCNN, SIMPLE PRODUCT-TYPE QCNN, FIXED-AXIS QCNN, AND PROPOSED QCNN FOR POLSAR PSEUDOCOLOR FEATURES

very small, the neural networks learning intensity features, such
as PolSAR pseudocolor features, cannot differentiate between
them. In addition, there are some misclassifications between
forest and town in the lower left of the results. In general, town
and forest are misclassified each other because of their similar
scattering characteristics.

Fig. 7 shows the classification results of Tomakomai by
training data obtained from the Ishikari image. The town area
in the upper right is misclassified into forest, while the forest
area in the lower left into town. The buildings in this town
area have such a large angle to the direction of the radar
beam that the cross-polarization components of scattering in
this town area, namely SHV and SV H , become relatively large,
such as forest. Therefore, it is very difficult to discriminate
between town and forest generally. Fig. 8 shows the enlarged
views of this town area. Our proposed QCNN classifies it
more accurately than the RVCNN, simple product-type QCNN,

and fixed-axis QCNN, because it can learn the relationship
between the channels of the input images by arbitrary quaternion
rotations.

Table I presents the confusion matrices and F-scores of re-
spective neural networks measured by test data obtained from
both of the two PolSAR images. From the confusion matrices, it
can be seen that the water and grass, and the town and forest are
misclassified each other, respectively. Note that, for the PolSAR
pseudocolor features, we find much misclassification between
the water and the grass. The F-scores show that our proposed
QCNN especially succeeded in discriminating between town
and forest compared to the other two networks. Our proposed
QCNN shows the best average F-score.

2) Classification Results for the Normalized Stokes Vectors:
Fig. 9 shows the classification results of Ishikari for the nor-
malized Stokes vectors. The sea area in the upper left of the
classification results is accurately classified compared to that
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Fig. 9. Classification results of Ishikari scene for normalized Stokes vectors by the following. (a) RVCNN. (b) Simple product-type QCNN. (c) Fixed-axis QCNN.
(d) Proposed QCNN. (e) Sentinel-2 optical image.

Fig. 10. Classification results of Tomakomai scene for normalized Stokes vectors by the following. (a) RVCNN. (b) Simple product-type QCNN. (c) Fixed-axis
QCNN. (d) Proposed QCNN. (e) Sentinel-2 optical image.
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Fig. 11. Classification results of the Ishikari scene by the following. (a) Dual-CNN. (b) CVCNN. And, merged classification results of the Ishikari scene by the
following. (c) RVCNN. (d) Simple product-type QCNN. (e) Fixed-axis QCNN. (f) Proposed QCNN.

Fig. 12. Classification results of sea area in Ishikari by respective network and features as well as the corresponding area of a Sentinel-2 optical image.
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TABLE II
CLASSIFICATION RESULTS OF RVCNN, SIMPLE PRODUCT-TYPE QCNN, FIXED-AXIS QCNN, AND PROPOSED QCNN FOR NORMALIZED STOKES VECTORS

Fig. 13. Classification results of forest area in Ishikari by respective networks and features as well as the corresponding area of a Sentinel-2 optical image.
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Fig. 14. Classification results of the Tomakomai scene by the following. (a) Dual-CNN. (b) CVCNN. And, merged classification results of the Tomakomai scene
by the following. (c) RVCNN. (d) Simple product-type QCNN. (e) Fixed-axis QCNN. (f) Proposed QCNN.

Fig. 15. Classification results of forest area in Tomakomai by respective networks and features as well as the corresponding area of a Sentinel-2 optical image.
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Fig. 16. Classification results of town area in Tomakomai by respective networks and features as well as the corresponding area of a Sentinel-2 optical image.

TABLE III
MERGED RESULTS OF RVCNN, SIMPLE PRODUCT-TYPE QCNN, FIXED-AXIS QCNN, AND QCNN
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TABLE IV
SUMMARY OF THE AVERAGE F-SCORES FOR EACH NEURAL NETWORK AND EACH FEATURE

of the results for the PolSAR pseudocolor features. Scattering
waves at water surface have low coherence due to ripples, while
possible wind-swaying grass is invisible by an L-band electro-
magnetic wave. Therefore, the DoP values for these two areas
become different. The neural networks are able to differentiate
between the sea and grass by learning partially polarized state
from the normalized Stokes vectors.

Fig. 10 shows the classification results of Tomakomai for the
normalized Stokes vectors. The town area in the upper right is
significantly misclassified into forest. The town and forest have
so similar scattering characteristics in pixels that they need to
be discriminated by spatial texture. The fine textures of PolSAR
images are included mainly in intensity features. However, the
Stokes vectors are normalized by their intensity, so that the
textures are lost, coupled with the impact of spatial averaging.
Therefore, the neural networks cannot learn spatial textures, and
fail to discriminate between town and forest.

Table II presents the confusion matrices and F-scores of
respective neural networks. Compared to Table I for the Pol-
SAR pseudocolor features, all the neural networks succeeded in
discriminating between water and grass, while they fail to dis-
tinguish between town and forest. From these two experiments
for the two different features, it is found that the classification
results largely depend on learned features.

3) Merged Results: The previous results show that the Pol-
SAR pseudocolor features are suitable for discrimination be-
tween town and forest, but not between sea and grass, while
the normalized Stokes vectors are opposite. Fig. 11 shows the
merged results of Ishikari using the two features, and other two
more conventional neural networks: 1) dual-CNN [28]; and 2)
CVCNN [13]. The sea area seems accurately classified. Fig. 12
shows the classification results of the sea area presented so far
for respective neural networks and features. Compared to the
classification results for the PolSAR pseudocolor features, the
sea area is accurately classified. In addition, as shown in Fig. 13,
the forest area in the lower left is more accurately classified
compared to the classification results for each feature.

The merged results of Tomakomai area are shown in Fig. 14.
The forest area in the lower left and the town area in the upper
right are accurately classified. Fig. 15 shows the classification
results of the forest area in Tomakomai presented so far for
respective neural networks and features. The forest area quality
of the merged results is improved compared to the result for each
feature, respectively. Fig. 16 shows the classification results of
the town area in the upper right in Tomakomai. The merged
results of this town area are worse than the results for the PolSAR
pseudocolor features, while they are better than those for the
normalized Stokes vectors.

Table III presents the confusion matrices and F-scores of re-
spective neural networks. Compared to Tables I and II, the over-
all classification results are improved by the merging method.

Table IV summarizes the average F-scores of respective neu-
ral networks and features presented so far. The results of our
proposed QCNN show the best classification performance for
respective features. In addition, the merging method signif-
icantly improved the classification results, demonstrating its
effectiveness. Our proposed QCNNs are very effective for the
selected-type of PolSAR data in this article.

IV. CONCLUSION

We proposed full-learning rotational QCNNs, which learn
data by updating all four parameters of a quaternion. The pro-
posed QCNNs showed better classification performance than
the conventional RVCNNs, simple product-type QCNN, and
fixed-axis QCNNs. This is because the full-learning QCNN can
learn the relationship among the channels of an input image
with arbitrary quaternion rotations. In addition, we showed
that the classification results largely depend on input features.
Specifically, the PolSAR pseudocolor features are suitable for
discrimination between town and forest, but not between water
and grass, while the normalized Stokes vectors are opposite.
We merged the classification results for respective features,
simply based on network’s softmax outputs to highly improve
the final classification by compensating for the shortcomings of
respective features successfully.
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