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Abstract—Deep learning-based synthetic aperture radar (SAR)
image classification is an open problem when training samples are
scarce. Transfer learning-based few-shot methods are effective to
deal with this problem by transferring knowledge from the electro–
optical (EO) to the SAR domain. The performance of such methods
relies on extra SAR samples, such as unlabeled novel class’s samples
or labeled similar classes samples. However, it is unrealistic to
collect sufficient extra SAR samples in some application scenarios,
namely the extreme few-shot case. In this case, the performance
of such methods degrades seriously. Therefore, few-shot methods
that reduce the dependence on extra SAR samples are critical.
Motivated by this, a novel few-shot transfer learning method for
SAR image classification in the extreme few-shot case is proposed.
We propose the connection-free attention module to selectively
transfer features shared between EO and SAR samples from a
source network to a target network to supplement the loss of
information brought by extra SAR samples. Based on the Bayesian
convolutional neural network, we propose a training strategy for
the extreme few-shot case, which focuses on updating important
parameters, namely the accurately updating important param-
eters. The experimental results on the three real-SAR datasets
demonstrate the superiority of our method.

Index Terms—Bayesian convolutional neural network
(Bayesian-CNN), few-shot transfer learning, synthetic aperture
radar (SAR).

I. INTRODUCTION

SYNTHETIC aperture radar (SAR) imaging benefits from
propagating radar signals during occluded weather or at

night. Radar signals sent from mobile antennas and reflection
signals have been collected for subsequent signal processing
to produce high-resolution images regardless of weather con-
ditions and shielding. Therefore, SAR imaging is a powerful
technique in many applications, such as continuous environ-
mental monitoring, large-scale surveillance [1], Earth remote
sensing [2], and military investigation. Image classification is
one of the basic tasks in these applications.

Recently, with a large number of labeled training samples, DL
is a popular and effective solution to SAR image classification.
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However, we can only obtain few labeled SAR samples of
the interesting targets in some application scenarios because
of collection difficulty. In such scenarios, the problem has to
be studied by few-shot learning that trains the network with
few labeled SAR samples (less than 20) of each class. Existing
few-shot learning methods for SAR are mainly divided into two
types.

1) Transfer learning-based (TL-based) methods that match
features between the electro–optical (EO) and SAR do-
mains with extra similar SAR samples. For example,
Rostami et al. [3] proposed to minimize the distance of two
feature distributions of unlabeled SAR and EO samples,
and then fine-tuned the network with few labeled SAR
samples. The performance of this method relies on the
extra unlabeled SAR samples, which are required to be
similar classes as the testing samples.

2) Meta-learning-based methods that learn from similar la-
beled SAR samples without using EO samples. For exam-
ple, Wang et al. [4] pretrained the network with hundreds
of labeled samples of seven supporting categories in the
MSTAR dataset before the network fine-tunes procedure
with few labeled samples in the three target categories.
However, lots of the extra labeled SAR samples are re-
quired in such methods.

In general, extra SAR samples, including unlabeled novel
classes samples or labeled SAR samples of similar categories
(in [4], the novel classes and supporting classes were different
subclasses of the tank) are necessary to achieve good perfor-
mances for the existing TL-based few-shot methods and meta-
learning-based few-shot methods. However, in some extreme
application scenarios, such as surveillance, it is unrealistic to
collect extra similar SAR samples, which will result in a se-
vere decline in the performance of existing few-shot learning
methods. Therefore, a few-shot learning method for SAR image
classification that can mitigate the difficulty of the scarcity of
extraSAR samples is critical, which we name as the extreme
few-shot learning method. In this article, we propose a TL-based
extreme few-shot learning method that can reduce the depen-
dence on the extra similar SAR samples.

In fact, two core reasons make extra SAR samples critical to
the performance of existing few-shot TL methods. First, the big
shift between the EO and SAR samples results in parts of features
extracted by the network pretrained with EO samples being
unsuitable for SAR image classification. For example, Fig. 1
shows the comparison between samples of aircraft and vehicles
in EO and SAR domains. We can see that their shapes are similar,
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Fig. 1. Comparison of samples between the EO domain and the SAR domain.
(a) Comparision of the aircrafts in the EO and SAR domain. (b) Comparision
of the vehicles in the EO and SAR domain.

but their textures are quite different. This phenomenon indicates
that SAR and EO samples of the same category share “com-
mon features,” such as shape, and present distinct “individual
features,” such as texture. Therefore, common features of SAR
samples extracted by a network pretrained with EO samples are
also very effective for SAR image classification. On the other
hand, the extraction of individual features of SAR samples is
transferred from that of EO samples, which is harmful to SAR
image classification. Existing methods have to learn from extra
SAR samples of similar classes to supplement those individual
features of targets in the SAR domain. Second, extra SAR
samples can first update the network parameters to a suitable
initial point so that the network is easier to be well-trained
with few labeled SAR samples. Based on the aforementioned
analyses, we must take measures to compensate for the loss of
two advantages brought by extra SAR samples since we have
only few labeled samples in the extreme few-shot case.

For the first loss of supplementation of individual features, if
we can strengthen common features and suppress the transfer-
ring of individual features of EO samples, it is probably to make
the network able to classify SAR samples more accurate based
on the enhanced common features. This aim can be realized by
transferring common features from a source network to a target
network, and connecting features between them is a popular
and effective way [5]–[7]. In this article, we transfer common
features from a complicated source network to a simplified target
network also by connecting features between both networks.
Differently, we propose a novel transferring structure for the
extreme few-shot case. Specifically, we construct a complex
source network to capture rich features and a small target net-
work to be more easily trained in the extreme few-shot case. The
transferring structure connecting the source and target network
is in charge of enhancing common features transferring and
depressing individual features transferring. However, to achieve
the goal, following two factors need to be considered.

1) Which features of the source network are common features
and individual features.

2) Different layers of the target network are adjusted to
receive the two kinds of feature with suitable weights.

It can be implemented by connecting all the feature channels
in the source network to each layer of the target network, in
which each connection is corresponding to a weight combo.
It includes two types of weights that indicate the transferring
extent in the layer level and feature channel level. However,
it is not easy to determine both of them artificially, so that
the transferring structure needs to be learnable. An attention
mechanism is a popular way to learn the weights of the features
we care about by designing various attention modules [8]–[10].
However, most attention mechanism-based methods construct
the attention module with fully-connected (FC) layers, which
bring a large number of parameters due to the high dimensions
of features, increasing the difficulty of attention module training,
making such attention modules difficult to be well-trained in the
extreme few-shot case. Therefore, in this article, we propose
a novel attention module, which avoids the large number of
parameters brought by the FC layer by using the learnable
vector to replace the FC layer, namely connection-free attention
module.

For the second problem of loss of good initial point, we
have to design an appropriate parameter update strategy with
few labeled samples. Considering that the features extracted by
different parameters of the network are of different importance
to classification ability, it is reasonable to infer that training those
important parameters more accurately can give the network bet-
ter generalization ability. Concentrating on updating important
parameters, we probably mitigate the optimization problem to
avoid training all the parameters equally. Based on this point, we
need to find a way to measure the importance of the parameters
of the network first. Bayesian convolutional neural network
(Bayesian-CNN) [11] models the uncertainty on the parameters,
which provides a basis for measuring the importance of the pa-
rameters. Thus, we can regard the higher uncertainty parameters
as less important because the important parameters should be
stable for a well-trained network. Therefore, the Bayesian-CNN
is introduced as the target network to measure the importance
of each parameter according to its uncertainty. Furthermore, to
train these important parameters more accurately, based on the
Bayesian-CNN, we propose a training strategy for the extreme
few-shot case, namely accurately updating important parameters
(AUIPs). Specifically, first, we pretrain the target network by
EO samples with the initial learning rate, and then we train
the target network by few labeled SAR samples with adaptive
learning rates for each parameter according to their uncertainty.
Generally, the structure of our method is shown in Fig. 2, which
consist of following three parts.

1) A complex CNN is introduced as the source network to
capture rich features of EO samples.

2) Several connection-free attention modules are constructed
to selectively transfer common features from the source
network to the target network.

3) A small Bayesian-CNN is introduced as the target network
to capture effective features for SAR image classification.
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Fig. 2. Training process. Each connection-free attention module generates awm,n and a λm,n to weight feature channels and feature connection when transferring
features from the mth layer of the source network to the nth layer of the target network. The target network is responsible for classifying SAR samples. The
Bayesian ResNet block, represents the parameters of the ResNet block, is defined by a Gaussian distribution. Note that during the testing process, only the target
network works.

The training details are introduced in Section III-F and Algo-
rithm 1.

In summary, the contributions of this article are as follows.
1) A novel few-shot transfer learning method for SAR image

classification is proposed in the extreme few-shot case. It
focuses on the application scenarios in which no extra
similar SAR samples are available.

2) The connection-free attention module is proposed to se-
lectively transfer common features from a complex source
network to a small target network in the extreme few-shot
case.

3) The Bayesian-CNN is introduced as the target network to
measure the importance of its parameters. Based on this,
the training strategy of AUIPs is proposed to solve the
problem that the number of training samples is insufficient
to update all parameters to a suitable value in the extreme
few-shot case.

II. REALATED WORK

A. Few-Shot Learning in SAR Image Classification

Few-shot classification methods learn a classifier with only
few labeled training samples of each class [12]. The TL strategy
is widely used in the SAR domain, which transfers knowledge
from extra similar SAR samples. Huang et al. [13] used an
unsupervised learning method to generate many unlabeled SAR

samples to train the depth autoencoder. Zhang et al. [14] trans-
ferred knowledge from another SAR task, where labeled data
were easy to obtain. Shang et al. [15] modified a CNN with
an information recorder used to store spatial features of labeled
samples to label the unlabeled samples according to the spatial
similarity. However, in the extreme few-shot case, the extra SAR
samples are unavailable, causing a decline in the performance
of these methods.

On the other hand, the meta-learning strategy in image clas-
sification [16] has become popular in few-shot learning, which
predicts novel classes based on few labeled samples and the
meta-dataset containing thousands of base classes with many
labeled samples. In the SAR domain, for the lack of base
classes, Wang et al. [4] repeatedly chose seven classes of the
MSTAR [17], a thousand times to construct the meta-dataset,
and then fine-tuned the network with few labeled samples of
the three target classes. The base classes are very similar to the
target classes in this method to ensure performance. However,
in the extreme few-shot case, the base classes are unavailable.

B. Feature Transferring

Transferring features from a source network to a target
network became popular in feature transferring, and recently,
attention-based methods have been proven effective. Jang
et al. [7] constructed an attention-based meta-network consisting
of two kinds of attention modules to selectively transfer features



TAI et al.: FEW-SHOT TRANSFER LEARNING FOR SAR IMAGE CLASSIFICATION WITHOUT EXTRA SAR SAMPLES 2243

from a source network to a target network. Ji et al. [18] also pro-
posed an attention-based meta-network with a different structure
from that of Jang et al. [7]. This meta-network learns relative
similarities between features and applies identified similarities
to control distillation intensities of all possible pairs. Zagoruyko
et al. [6] computed statistics of features across the channel di-
mension to construct a spatial attention module to features from
a source network to a target network. These methods utilized
attention modules to selectively transfer effective features from a
source network to a target network, enhancing the feature extrac-
tion ability of the target network. However, these attention-based
methods are unsuitable for the extreme few-shot case because of
the large number of parameters brought by the attention modules
in them. Thus, in this article, a light-weight connection-free
attention module is proposed to transfer common features in
the extreme few-shot case.

C. Bayesian Convolutional Neural Network

The Bayesian approach has been studied in the field of learn-
ing neural networks for a few decades [19]. Several methods
have been proposed for Bayesian-CNN, such as the Laplace
approximation [20], variational inference [21], [22], and prob-
abilistic back-propagation [23]. Recently, several problems of
different fields have been studied with Bayesian-CNN. Kendall
and Gal [24] modeled the uncertainty with the Bayesian-CNN
to study the confidence of the output of the network. Kendall
et al. [25] decided weights among tasks in the multitask learning
problem according to the uncertainty for each task. Ebrahimi
et al. [26] applied the Bayesian-CNN into continual learning and
achieve state-of-the-art performance in several open datasets.
However, the potential of Bayesian-CNN in the field of few-shot
transfer learning has not been exploited.

III. PROBLEM FORMULATION AND PROPOSED METHOD

A. Problem Formulation

This article aims to learn a network without extra SAR
samples but only few labeled SAR samples, namely extreme
few-shot learning. Specifically, let DT = (XT , YT ) be the few
labeled SAR samples of target classes and D′T be the extra
SAR samples of similar classes, including labeled or unlabeled
samples. X and Y are the images and the corresponding class
labels, respectively. Compared with the common few-shot TL
methods that train a network by both DT = (XT , YT ) and D′T ,
the extreme few-shot learning method train a network only by
the DT = (XT , YT ). In general, TL-based few-shot methods
belong to semisupervised algorithms because they use unla-
beled SAR samples to support training, and meta-learning-based
few-shot methods follow the episode training strategy, which
needs extra labeled SAR samples of similar classes as the target
class. Differently, the extreme few-shot learning methods are
supervised algorithms and do not follow the episode training
strategy.

B. Overview of the Proposed Method

In this section, we first overview the structure of the source
network and the target network, and then, we briefly introduce
the training process.

As shown in Fig. 2, the source network contains eight ResNet
blocks, namely 8-Resblock-based CNN. The target network is
a Bayesian-CNN, which only contains four Bayesian ResNet
blocks, namely 4-Resblock-based Bayesian-CNN. ResNet block
is the basic unit of ResNet [27], which contains three convolution
layers and one down-sampling layer. The Bayesian ResNet block
represents each parameter of the ResNet block as a Gaussian
distribution. The details of the connection-free attention module
and Bayesian-CNN will be introduced in Sections III-C and
III-D, respectively.

The training process generally divides into two parts.
1) The source network and the target network are pre-

trained independently from scratch with EO samples
DS = (XS , YS).

2) The target network and connection-free attention mod-
ules are trained with few labeled SAR samples DT =
(XT , YT ).

As shown in Fig. 2, the cores of the training process are as
follows.

1) λm,n and wm,n are learned by a connection-free attention
module to weight the feature connection (Sm, Tn) and
the feature channels in the feature pair (Sm(xt), T

n(xt)),
respectively, where Sm and Tn represent the mth layer of
the source network and the nth layer of the target network,
respectively, Sm(xt) and Tn(xt) are the features of the
mth layer of the source network and the nth layer of the
target network with the inputs xt, respectively.

2) The target network are trained with the AUIP training
strategy. The details of the training scheme are shown in
Algorithm 1.

C. Learn to Transfer Common Features With Connection-Free
Attention Module

We aim to enhance the common features and suppress the
individual features of EO samples of the target network Tθ

parameterized by θ, through transferring common features from
the source network S. To achieve this aim, we connect all the
feature channels in the source network to each layer of the target
network with different weights. Besides, the connection-free
attention module is proposed to learn the weights for both feature
channels in the feature pair (Sm(xt), T

n
θ (xt)) and the feature

connection (Sm, Tn) when transferring Sm(xt) to Tn
θ (xt).

Specifically, following two operations are needed for trans-
ferring Sm(xt) to Tn

θ (xt).
1) The number of feature channels of the feature pair

(Sm(xt), T
n(xt)) are equaled by a 1× 1 convolution

function zm,n
θ .

2) The F-norm of the difference of Sm(xt) and
zm,n
θ (Tn

θ (xt)) is minimized. This operation is also
called “feature matching” [5].
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Fig. 3. Comparison between the FC-based attention module and our connection-free attention module. The FC-based attention module contains two FC layers
with (C + 1)×C parameters, and the attention module contains channel attention and feature-connection attention with 2×C parameters.

Based on the two operations, the following equation is given:

Lm,n
match(θ | xt) =

∑

c

‖(Sm(xt)c − (zm,n
θ (Tn

θ (xt)))c)‖2F (1)

where m and n represent the mth layer of the source network
and the nth layer of the target network, respectively, c is the cth
feature channel, and the size of Sm(xt) is resized to be the same
as Tn

θ (xt). Note that θ contains parameters of both Tθ and zθ,
but zθ is not included in the target network (see Fig. 2).

To achieve the aim of weighting feature channels and the
feature connection when transferring Sm(xt) to Tn

θ (xt), Jang
et al. [7] constructed a meta-network implemented by FC layers
to obtain wm,n and λm,n for weighting feature channels and the
feature connection, which is an attention module indeed. Thus,
the meta-network is renamed as the FC-based attention module
for easier understanding in this article. In fact, the number of
the parameters of the FC-based attention module reaches 106

because of the FC layer, making it difficult to be well-trained
in the extreme few-shot case. Therefore, to avoid the large
number of parameters brought by the FC layers, we propose the
connection-free attention module consisting of channel attention
and feature-connection attention. The number of parameters of
our attention module only reaches 103. The comparison between
the meta-network and our attention module is shown in Fig. 3.

Specifically, the wm,n for weighting feature channels in fea-
ture pair (Sm(xt), T

n
θ (xt)) is computed by the channel attention

by

wm,n = softmax(AvgPooling(f(Sm(xt),CA))) (2)

where CA represents the channel attention, which is a 1× C
vector, where C is the number of feature channels of Sm(xt),
f(a, b) represents the each element in the cth channel of a
perform pixel-wise operation with the each element in the cth
channel of b, AvgPooling is the operation of global average
pooling, softmax is the softmax function to make

∑
c w

m,n
c = 1,

and wm,n is a 1× C vector.
Besides, the λm,n for weighting feature connection, (Sm, Tn)

is computed by the feature-connection attention by

λm,n = ReLU6(g(AvgPooling(Sm(xt),FCA)) (3)

where FCA represents the feature-connection attention, which
is a C × 1 vector, g(a, b) represents the a and b perform matrix
multiplication, ReLU6 [28] is a function to prevent λm,n from
being too large, and λm,n is a value. Note that each parameter of
both channel attention and feature-connection attention is learn-
able, and we use φ to represent the parameters of the attention
module. The comparison results between the meta-network and
our attention are given in Table IX, and the detailed difference
between our method and the method in [7] is discussed in Section
IV-F.

Based on the outputs of our attention module, the objective
function for transferring features from the source network to the
target network is defined as follows:

Ltransfer (θ, φ | xt) =
∑

m,n∈Qλm,n
∑

c
f(Fm,n

c , wm,n
c ) (4)

whereQ is the set of candidate feature connections, f is the same
as that in (2), and Fm,n = ‖(Sm(xt)− zm,n

θ (Tn
θ (xt)))‖2F is a

1× C vector.

D. Learn to Accurately Update Important Parameters

To supplement the loss of good initial points brought by
extra SAR samples, we design a training strategy that gives
the network better generalization ability by training important
parameters more accurately, namely AUIPs. Therefore, we need
to measure the importance of the parameters of the network
first. To achieve this goal, the Bayesian-CNN [11] is introduced
as the target network because it models the uncertainty on
the parameters, which can provide a basis for measuring the
importance. First, we briefly introduce the Bayesian-CNN.

Bayesian-CNN models the parameter uncertainty by initial-
izing each parameter with a Gaussian distribution. Specifically,
the ith parameter θi ∈ θ is defined as a Gaussian distribution
with the mean μi and the standard deviation σi, represented as
θi ∼ N(μi, σi). When the Bayesian-CNN propagates forward,
θi is sampled as

ξi = μi + log(1 + exp(σi)) ◦ ε, ε ∼ N(0, 1) (5)

where ξi participates in the calculation of network output as the
value of sampling θi, ◦means the point multiplication, and ε is a
random value sampled from the Gaussian distribution N(0, 1).
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Fig. 4. Comparison of parameters of CNN (left-hand side) and Bayesian-CNN
(right-hand side).

Fig. 5. Diagram of the evolution of parameters distributions through TL from
EO domain to SAR domain. (a) Parameters initialized by Gaussian distributions.
(b) Posterior distribution after pretraining with training samples of the EO
domain. (c) Posterior distribution after training with training samples of the
SAR domain.

To visualize the difference between CNN and Bayesian-CNN,
Fig. 4 shows a comparative example of the 3× 3 convolution
kernel in the CNN and the Bayesian-CNN. As shown in Fig. 4,
each parameter in the CNN is a fixed value, but in the Bayesian-
CNN is a Gaussian distribution.

In fact, the output of the Bayesian-CNN during the training
process is obtained by averaging the network output of multiple
sampling the parameters

output =
1

N

N∑

j=1

B(xt, ξ
j) (6)

where B represents the Bayesian-CNN, output is the output of
the Bayesian-CNN, representing the score for each class of a
training sample xt, N is the sampling times, and ξj is the jth
sampling result of network parameters. Intuitively, the important
features of the Bayesian-CNN should be stable because the
output of a well-trained Bayesian-CNN to a certain sample
should be relatively fixed in different sampling times. Therefore,
the parameters extracting these important features should be
less volatile in each sampling time. Based on the abovemen-
tioned analysis, it is reasonable to infer that the parameters with
low standard deviation significantly impact the network output,
showing the importance of such parameters to the output of the
network. Besides, Ebrahim et al. [26] verified this inference
in the continuous learning task [29]. They focused on those
unimportant parameters of the network to solve the problem of
“forgetting.” Unlike [26], this article focuses on those important
parameters by increasing their learning rates and reducing that
of unimportant parameters. Specifically, the learning rate βi of
θi ∈ θ is scaled according to standard deviation σi by

βi ← β ∗ γi (7)

where γi =
1

log(1+eσi ) is to ensure the positive value and β is
the initial learning rate. Fig. 5 illustrates how important and

unimportant parameters change while transferring from the EO
domain to the SAR domain [see Fig. 5(b) and (c)]. The value of
μi and σi of important parameters (the blue one and the green
one, respectively) makes a more significant change. Note that
Fig. 5 is not the actual result but just a diagram.

E. Objective Function

Up to now, we can learn the target network in the extreme
few-shot case by enhancing the common features of the target
network and updating important parameters of the target network
more accurately. However, learning the Bayesian-CNN needs to
estimate its parameters’ posterior distribution, but the general
loss function for image classification, such as the cross-entropy
loss LCE, cannot learn the posterior distribution. Instead, a
popular method for training the Bayesian-CNN is to learn an
approximating distribution q(θ|ι) parameterized by ι to mini-
mize Kullback–Leibler (KL) divergence with the true Bayesian
posterior on the parameters

θ∗ = argmin
θ

KL(q(θ|ι)‖P (θ|xt, yt)). (8)

This objective function can be deduced as

Lbayes(θ|xt, yt, ι)

= KL[q(θ|ι)‖P (θ)]− Eq(θ|ι)[log(P (yt|xt, θ))] (9)

where p(θ) represents the prior distribution we set and q(θ|ι) is
the variational posterior distribution.

Further, (9) can be approximated using N Monte Carlo sam-
ples from the variational posterior [30]

Lbayes(θ|xt, yt, ι)

≈
∑N

i=1
log q

(
θi|ι)− logP

(
θi
)− log

(
P
(
yt|xt, θ

i
))

(10)

where N is the sampling times.
Finally, based on the (10), the total objective function is given

by

Ltotal (θ, φ|xt, yt, ι) = Ltransfer (θ, φ | xt) + Lbayes(θ|xt, yt, ι)
(11)

where Ltransfer (θ, φ | xt) is the objective function for transfer-
ring features and Lbayes(θ|xt, yt, ι) is the objective function for
the classification task.

F. Training Scheme

First, we pretrain the source and target networks with EO
samples to obtain rich features and reduce transferring difficulty.
Then, we learn the parameters of the attention modules and the
target network with few labeled SAR samples. In each epoch, we
update parameters withLtransfer to transfer common features first,
then update parameters with Lbayes to learn to classify images.
Finally, we update parameters with both objective functions to
learn to transfer common features and classify images together.
Algorithm 1 shows the detail of our training scheme.
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Algorithm 1: Training scheme.

Input: Dataset of the EO domainDS = (XS , YS),
dataset of the SAR domain DT = (XT , YT ),
learning rate of the target network β,
learning rate of the attention modules α;
Pretraining:

Pretrain the source network by DS with LCE;
Pretrain the target network by DS with Lbayes;

for t=1,2,3..... do:
Calculate Ltransfer with (4) by DT ;
for i=1 to range of θ do:
μti ← μt−1i − β × γi∇μi

∑
(x,y)∈DT

Ltransfer;
σti ← σt−1i − β × γi∇σi

∑
(x,y)∈DT

Ltransfer;
end for
φt ← φt−1 − α∇φ

∑
(x,y)∈DT

Ltransfer;
Calculate Lbayes with (10) by DT ;
for i=1 to range of θ do:
μti ← μt−1i − β × γi∇μi

∑
(x,y)∈DT

Lbayes;
σti ← σt−1i − β × γi∇σi

∑
(x,y)∈DT

Lbayes;
end for
φt ← φt−1 − α∇φ

∑
(x,y)∈DT

Lbayes;
Calculate Ltotal with (11) by DT ;
for i=1 to range of θ do:
μti ← μt−1i − β × γi∇μi

∑
(x,y)∈DT

Ltotal;
σti ← σt−1i − β×γi∇σi

∑
(x,y)∈DT

Ltotal;
end for
φt ← φt−1 − α∇φ

∑
(x,y)∈DT

Ltotal;

IV. EXPERIMENT

A. Data Preparation

1) Ship Dataset: The ship dataset of the EO domain [31]
contains 4000 RGB80× 80 images, which are taken from planet
satellite imagery of the San Francisco Bay area. All the samples
of the dataset are used to pretrain the model.

The ship dataset of the SAR domain comes from a public
release dataset [32], which contains three classes of images,
including 1596 positive samples of the ship, 3192 false-positive
samples of ship-like areas, and 9588 negative samples of ocean
areas. Fig. 6 shows nine samples of the three classes. In this
article, we define a binary classification problem, where each
sample is considered to contain ships (positive data points) or
no-ship (false positives and negatives). To balance the number
of positive and negative samples, the ship dataset of the SAR
domain contains all 1596 positive samples, 798 false-positive
samples, and 798 negative samples. The false-positive samples
and negative samples are randomly selected. The training set are
randomly chosen from the dataset, and the testing set consists
of all the other samples.

2) Aircraft Dataset: The aircraft dataset of the EO do-
main [17] contains 3891 positive samples of aircraft and 8154
negative background samples in 408 images.

We build an aircraft dataset of the SAR domain. The dataset
contains 224 aircraft from TerraSAR-X of Singapore National
Airport, with a resolution of 3 m, 112 aircraft from Wuxi airport
of China, with a resolution of 1 m, and 528 negative samples

Fig. 6. Samples of the ship dataset in the SAR domain. (a) The samples of
positives in images. (b) The samples of false positives in SAR images. (c) The
samples of negatives in SAR images.

Fig. 7. Samples of the aircraft dataset in the SAR domain. (a) The samples of
aircraft in SAR images. (b) The samples of Negtive in SAR images.

come from the background around the aircraft. Fig. 7 shows six
examples in the aircraft dataset of the SAR domain. The training
set are randomly chosen from the dataset, and the testing set
consists of all the other samples.

3) Vehicle Dataset: The vehicle dataset of the EO do-
main [17] contains 2639 positive samples and 8154 negative
samples of background.

The vehicle dataset of the SAR domain is the MSTAR
dataset [33], which consists of a training set and a testing set.
Fig. 8 shows nine samples of three different classes. The training
samples are randomly sampled from the training set, and all the
samples of the testing set are used to verify our method.
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Fig. 8. Samples of the vehicle dataset in the SAR domain. (a) The samples of
T62 in SAR images. (b) The samples of D7 in SAR images. (c) The samples of
2S1 in SAR image.

B. Settings

1) Few-Shot Task: The few-shot task assumes that only few
labeled data of each category are used to train the network,
namely N-way K-shot. For example, in the 2-way 8-shot case,
eight examples are selected for each of the two categories. Note
that, for the ship dataset, the training set is randomly and equally
selected from two kinds of negative samples to balance the
number of positive and negative samples. For example, in the
2-way 2-shot case, we randomly take one negative sample from
ship-like areas and ocean areas, respectively, when taking two
positive samples from ships.

2) Pretraining: All the networks are pretrained by the cor-
responding EO dataset from scratch until the objective function
converges. The batch size is 256 and the learning rate is 0.1.
The pretraining takes little time because the EO datasets only
contain thousands of samples. All the pretrained parameters
are preserved for the tasks of ship and aircraft classification
because the number of categories of the EO dataset is the same as
that of the SAR dataset. However, for the vehicle classification,
pretrained parameters of the FC layer are discarded because the
vehicle dataset of the SAR domain contains ten categories of
targets, but the EO dataset only has two categories.

3) Training: For the parameters of the attention modules and
the target network, the optimizer is Adam with a learning rate of
10e− 4 and 0.1, respectively. The prior distribution is a mixture
of the Gaussian distribution whose mean value is 0 and the
variance value is 1 and 0.0025. The batch size is all the training
samples. We train each model with training samples for 200
epochs and test it in the testing set. The SAR samples are resized

to 32×32. We randomly select training samples of the SAR
datasets four times, represented as seed 0–3, where “seed” is the
value used by the code to generate random numbers. In order to
minimize the shift across different imaging methods, the targets
of the EO domain and the SAR domain have the same class. For
example, the network is pretrained by the ship dataset of the EO
domain when the testing sample is the ship in the SAR domain.

C. Compared Methods

Three few-shot learning methods are compared with ours,
including the TL-based method [3], the meta-learning-based
method [34], and the SAR-pretrained-based method [35]. All
the compared methods are trained without extra SAR samples.

1) DTLF: The DTLF [3] is a few-shot learning method that
transfers knowledge from the EO domain to the SAR domain
with many unlabeled SAR samples.

2) Diversity Transfer Network (DTN): The DTN [34] is a
meta-learning-based method that learns to transfer knowledge
from similar labeled samples and combine them with support
features to generate training samples for novel categories.

3) NWPU: The NWPU [35] is a SAR-pretrained model that
pretrain the network on an annotated EO dataset with a top two
smooth loss function to tackle label noise and imbalanced class
problems.

4) L2T: The L2T [7] is a TL method, which uses attention
module to decide what features should be transferred to which
layer of the network. It makes a good performance in the limited
training samples case.

5) TransMatch: The TransMatch [36] is a semisupervised
few-shot learning, which transfer knowledge from unlabeled
data. In this article, we replace these unlabeled by few labeled
SAR samples.

D. Results

In this article, the results are represented as the accuracy for
the image classification. Each accuracy is represented with the
mean and standard deviation of ten experiments and the subscript
represents the standard deviation.

1) Comparative Results With Other Few-Shot Learning
Methods: We compare our method with three few-shot learn-
ing methods on all datasets, including the TL-based few-shot
learning method [3], the meta-learning-base few-shot learning
method [34], and the SAR-pretrained-based method [35]. All
the compared methods are trained without extra SAR samples.
The results are given in Tables I–III. In these tables, the boldface
number means the best performance. So does in Tables IV–IX.
We can see that our method achieves the highest accuracy in all
cases.

2) Comparative Results With Shallow Networks: Some re-
cent works prove that the shallow network make a similar
performance as those complex methods with a deep network in
some application scenarios [37]–[40]. Therefore, we compare
our method with several shallow networks trained from scratch
for the N-way 8-shot case, including A-Net [37], LeNet [41],
and VGG-11 [42]. We adjust the hyperparameters to get the
best performance of these shallow networks. The results are
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TABLE I
COMPARATIVE RESULTS ON THE SHIP DATASET WITH OTHER METHODS FOR

2-WAY K-SHOT IN ACCURACY (IN %)

TABLE II
COMPARATIVE RESULTS ON THE AIRCRAFT DATASET WITH OTHER METHODS

FOR 2-WAY K-SHOT IN ACCURACY (IN %)

TABLE III
COMPARATIVE RESULTS ON THE VEHICLE DATASET WITH OTHER METHODS

FOR 10-WAY K-SHOT IN ACCURACY (IN %)

given in Table IV. We can see that the A-Net outperforms the
other two shallow networks and gets a similar performance
as ours in seed 0 of the vehicle dataset. This is because the
A-Net is specially designed to classify SAR images with limited
training samples. However, by comprehensively analyzing the
experimental results on three datasets, our method has obvious

performance advantages. Besides, the simple structure of A-Net
reduces the ability for fitting data, which limits its performance
potential.

3) Ablation Experiments for the Training Strategy and
Target Network: The results are given in Tables V–VII. In
these tables, Direct transfer (DT) means the target network is
pretrained by the resized EO samples so that all parameters
of the network are pretrained. Fine-tune (FT) means the target
network is pretrained by the EO samples with the original size
so that the parameters of the FC layer of the target network
are randomly initialized. Note that only the target network (do
not have the source network) is in the abovementioned learning
way. Attention module represents that we use connection-free
attention modules to transfer features from the source network to
the target network. Besides, Bayes represents the target network
is 4-Resblock-based Bayesian-CNN, Bayes_AUIP represents
that the AUIP training strategy is used to train the network,
and 4− Res represents the target network is 4-Resblock-based
CNN.

The results show that the Bayesian-CNN without the AUIP
strategy reaches similar performance as the common CNN. It
proves that the key to improve the performance is the AUIP
training strategy rather than the Bayesian-CNN structure.

4) Ablation Experiments for the Connection-Free Attention
Module: To verify the superiority of the connection-free atten-
tion module over the FC-based attention module, we conduct
ablation experiments on each dataset for the 8-shot case. Ta-
ble VIII gives that the attention module brings a maximum
accuracy improvement of 3.2%, 7.1%, and 4.7% in the ship,
aircraft, and vehicle datasets, respectively. This is because the
performance depends on the ratio N0.74/D [43], where N is
the number of parameters in the model and D means the data
size. The FC-based attention module contains 106 parameters,
theoretically requiring 27 542 training samples and connection-
free attention module contains 103 parameters, theoretically
requiring 165 training samples. By comparison, in the extreme
few-shot case, the FC-based attention module exacerbates the
overfitting phenomenon.

5) Ablation Experiments for Samples of Pretraining: To ver-
ify that our method is not limited to the class of EO samples,
we pretrain our model with EO samples of other classes (ship
or aircraft) and train it with few labeled SAR vehicle samples.
The results are given in Table IX. Compared with the results in
Table III, although the best performance occurs when the EO and
SAR samples belong to the same class, pretraining our model
with EO samples of other classes also makes a better perfor-
mance than other few-shot learning methods. This is because the
common features still exist between the EO ship or aircraft and
SAR vehicles. Thus, these common features can be transferred
from the source network to the target network, enhancing the
ability of the target network to extract common features.

6) Analysis of the Performance Equivalence: To illustrate
the performance of our method, the 4-Resblock-based CNN
trained from scratch with different amounts of SAR samples
is compared with our method. The colored number in Table X
means the performance of our method in the 8-shot case of seed
0 is equivalent to that train the network with 800 SAR images.
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TABLE IV
COMPARATIVE RESULTS WITH OTHER SHALLOW NETWORKS FOR N-WAY 8-SHOT IN ACCURACY (IN %)

TABLE V
RESULTS OF THE ABLATION EXPERIMENT ON THE SHIP DATASET WITH THE DT METHOD AND THE FINE-TUNE (FT) METHOD FOR THE 2-WAY 2-SHOT

CASE IN ACCURACY (IN %)

TABLE VI
RESULTS OF THE ABLATION EXPERIMENT ON THE SHIP DATASET WITH THE DT METHOD AND THE FINE-TUNE METHOD FOR THE 2-WAY 4-SHOT

CASE IN ACCURACY (IN %)

TABLE VII
RESULTS OF THE ABLATION EXPERIMENT ON THE SHIP DATASET WITH THE DT METHOD AND THE FINE-TUNE METHOD FOR THE 2-WAY 8-SHOT

CASE IN ACCURACY (IN %)

TABLE VIII
RESULTS OF THE ABLATION EXPERIMENT FOR N-WAY 8-SHOT WITH THE FC-BASED ATTENTION MODULE IN ACCURACY (IN %)

TABLE IX
RESULTS OF THE ABLATION EXPERIMENT ON THE VEHICLE DATASET ON 10-WAY 8-SHOT WITH THE DIFFERENT EO DATASET FOR PRETRAINING

IN ACCURACY (IN %)

TABLE X
COMPARATIVE RESULTS WITH THE 4-RESNET-BASED CNN TRAINED FROM SCRATCH WITH DIFFERENT AMOUNT OF SHIP DATA IN SAR IMAGES

IN ACCURACY (IN %)
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Fig. 9. Comparison of features of EO and SAR samples in the same class extracted from parameters in different layers of the source network. (a) Example
samples. (b) Features in the 1st layer. (c) Features in the 2nd layer. (d) Features in the 3rd layer. (e) Features in the 4th layer.

TABLE XI
VALUE OF λm,n OF THE VEHICLE DATASET FOR 10-WAY 8-SHOT IN SEED 0.

EACH ROW REPRESENTS THE SOURCE NETWORK LAYER, AND EACH COLUMN

REPRESENTS THE LAYER OF THE TARGET NETWORK

7) Analysis of Feature-Connection Weight: To understand
the process of transferring features, we record the value of
λm,n for feature connection in the vehicle dataset for the
10-way 8-shot case in Table XI. Each row represents layers
of the source network, and each column represents layers
of the target network. As shown in Fig. 9, the features of
middle layers are more likely to be transferred to the target
model: λ3,4 = 0.62, λ3,3 = 0.76, λ3,2 = 0.75, λ3,1 = 0.73,
λ2,4 = 0.66, λ2,3 = 0.79, λ2,2 = 0.73, and λ2,1 = 0.72. The
amounts of other feature connections are much smaller than
these values. This phenomenon indicates that the features in the
middle layers are more likely to be the common features suitable
for transferring from the EO domain to the SAR domain.

8) Analysis and Visualization of Common Features: To un-
derstand the common features, we visualize features of EO and
SAR samples in the same class extracted by different parameters
of the source network with the method of Zeiler and Fergus
[44]. Specifically, we first pretrain the source network with
the corresponding EO dataset until the accuracy reaches 99%.
Then, we visualize different features of the source network when
inputting an image. The results are shown in Fig. 9.

In Fig. 9, the top four images are the input images, and the
below them are feature maps extracted from them by different
convolution kernels of different layers. For example, the “1–4”
in Fig. 9(b) represents the feature map extracted by the fourth
convolution kernel of the first layer of the source network (there
are four layers in the source network, see Fig. 2). Compared
with the EO features in the first layer, which contain rich target
information [see Fig. 9(b)], the SAR features are more about the
background. Thus, the features in the first layer are unsuitable
to be transferred. Besides, the EO features of the fourth layer
[see Fig. 9(e)] are in the last layer of the source network,
which is usually thought of as the underlying semantic features.
Therefore, the SAR features should be as similar as possible to
the EO features if they are common features. However, there
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seems to be a big difference between them, which indicates the
features in the fourth layer are unlikely to be common features.

In contrast, the second and third layers extract the features
related to the target in both EO samples and SAR samples, i.e.,
shape of the target, which indicate these features are more likely
to belong to the common features. Besides, the analysis results of
common features are consistent with the weight for transferring,
indicating that our method transfers common features from the
source network to the target network.

Finally, we conclude that the common features are more likely
to appear in the middle layers of the network, making middle-
layers features suitable for transferring from the EO domain
to the SAR domain. This conclusion is consistent with Huang
et al. [45]. However, they get the conclusion that “middle layers
are worth transferring” through experiments without further
studying why these layers are valuable.

E. Discussion

We mainly discuss our method from aspects of performance
and the relationship with related few-shot learning methods.

1) Performance: First, compared with other few-shot learn-
ing methods, our method brings maximum accuracy improve-
ments of 6.3%, 10.4%, and 14.8% in the extreme few-shot
case, for the ship, aircraft, and vehicle datasets, respectively.
We explain the reasons as follows.

1) 1) We strengthen common features through transferring
them from the source network to the target network with
the proposed attention module to supplement the loss of
individual features brought by extra SAR samples to some
extent.

2) We design an appropriate parameter update strategy with
few labeled SAR samples by training those important
parameters more accurately to supplement the loss of good
initial points brought by extra SAR samples.

Second, as given in Table IX, compared with the meta-
network, our attention module brings a maximum accuracy
improvement of 3.2%, 7.1%, and 4.7% in the ship, aircraft,
and vehicle datasets, respectively. This is because the attention
module has fewer parameters, making it fully trained to transfer
common features to the target network.

Finally, by comparing the results of seed 2 (third row of each
table) in Tables V and VI, we find that the network trained with
two samples achieves higher accuracy than that of four samples,
which means that some samples may play a villain role in the
extreme few-shot case.

2) Relationship With Other Methods: Here, we mainly dis-
cuss the relationship between our method and two related meth-
ods [3], [7].

First, the similarity between our method and the method in [3]
is that we both match the features between two networks. The
differences are as follows.

1) We do not use extra SAR samples, but the method in [3]
needed extra similar unlabeled SAR samples to provide
enough knowledge.

2) We first transfer common features to the target network,
then we train the network with few labeled SAR sam-
ples, which is a TL-based method, but the method in [3]

trained the network with EO samples and SAR samples
at the same time, which is a domain adaptation method
essentially.

3) We selectively transfer different features, but the method
in [3] only matched the high-level semantic features.

Second, the similarity between our method and the method
in [7] is that we both transfer features from the source network
to the target network by the learning way. Differences are as
follows.

1) Our method is designed for the extreme few-shot case, but
the method in [7] is not for the few-shot case.

2) The method in [7] constructed meta-networks to transfer
features, but the number of parameters of meta-networks
reaches 106, which cause a difficulty to be fully trained in
the extreme few-shot case, but our attention module only
contains 103 parameters, which obtain a better ability to
transfer features.

3) The target network of our method is a Bayesian-CNN so
that it can train those important parameters more accu-
rately, but the target network of method in [7] is just a
CNN.

For other compared methods, DTN [34] and TransMatch [35]
are meta-learning-based methods that follow the episode train-
ing strategy. However, our method is a transfer-based method
that does not follow that strategy. Besides, NWPU [36] is a
simple fine-tune method that does not weight features, but our
method transfers “common features” by weighting features and
training network with the strategy AUIP.

V. CONCLUSION AND FUTURE WORK

This article proposed a novel few-shot transfer learning
method for the application scenarios that no extra similar SAR
samples were available, namely extreme few-shot learning. In
this case, the connection-free attention module was proposed
to transfer common features from the source network to the
target network, and the training strategy of AUIP was proposed
to update important parameters of the Bayesian-CNN more
accurately. Also, we find that the common features are more
likely to appear in the middle layers of the network, which is
valuable for designing more targeted transfer learning methods
between the EO domain to the SAR domain. In our future work,
how to model the quality of samples and how to deal with these
samples differently is a problem that needs to be studied.
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