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Abstract—High-resolution remote sensing images have the ad-
vantage of timeliness, and they can display feature information
in more detail. Deep learning embodies its unique characteristics
in land cover classification, target recognition, and other fields,
which can automatically learn the in-depth feature information of
images and make accurate classification decisions. However, when
deep learning models extract high-dimensional abstract feature
information, they often ignore and lose part of the underlying
features essential for classification accuracy. This article proposes
a dual-channel fully convolutional network (D-FCN), whose two
channels, respectively, take image data and low-level features such
as color, texture, and shape as the different input data to combine
the underlying features with high-dimensional abstract features. To
reduce the complexity of the model, we add a large number of skip
connections between the model and make full use of the advantages
of weight sharing and local connections to connect spatial context
information. We used multifeature information as the model input
and compared and analyzed the impact of different features on the
land cover classification accuracy, and finally obtained the most
suitable combination of multifeature information. In addition, we
provide a small-scale land cover classification dataset with labels to
verify the applicability and transferability of the D-FCN, and use
the optimal combination of multifeature information to conduct
comparative experiments on the small-scale dataset. The exper-
imental results show that D-FCN has outstanding applicability
and transferability. Compared with other state-of-the-art models,
D-FCN has a more challenging performance and greatly reduces
model complexity.

Index Terms—Deep learning, fully convolutional network, land
cover classification, multifeature information, remote sensing.

I. INTRODUCTION

R EMOTE sensing images are formed by sensors receiving
electromagnetic waves reflected from objects. As an es-

sential means to analyze and predict the changes in the earth’s
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surface, remote sensing images have been widely used in land
use surveys, urban planning, precision agriculture, and atmo-
spheric research [1]–[3]. Target recognition and classification
is an important research content of remote sensing technology.
However, since high-resolution remote sensing images have a
large amount of complex feature information, they will also be
affected by various external or internal factors during the classi-
fication process [4], [5]. In image classification tasks, traditional
visual interpretation methods rely too much on the professional’s
classification experience and professional knowledge, which is
time-consuming, inefficient, and more susceptible to subjective
awareness [6].

Deep learning technology provides a new research direction
in the field of remote sensing image classification. The remote
sensing image classification method based on artificial intel-
ligence algorithms promotes the development of image clas-
sification technology toward intelligence and automation [7],
[8]. Compared with some models with shallow structures, deep
learning models can use a large number of complex parameters
to fit the feature information of remote sensing images and mine
the in-depth features of the original data, thereby improving the
accuracy of the classification [9]. Deep learning technology has
achieved excellent research results in the field of image process-
ing. Many researchers apply deep learning technology to land
cover classification and have constructed many deep learning
models with outstanding performance [10]–[12]. Carbonneau
et al. [13] proposed a CNN-supervised classification (CSC)
model for land cover classification of river images. The exper-
imental results show that the CSC method uses deep learning
techniques to obtain more accurate classification results com-
pared with other traditional supervised classification methods.
Dong et al. [14] proposed a novel feature ensemble network
using a multiscale feature integration method, using the Resnet-
101 backbone to extract feature maps at different scales, and
finally obtained higher classification accuracy. Kampffmeyer
et al. [15] constructed a convolutional neural network model for
urban land use classification, replacing missing feature infor-
mation during the training process and achieving feature fusion
even when data modalities are lost.

The increase in the resolution of remote sensing images makes
the surface information appear highly detailed [16]. Due to the
imaging conditions and the complexity of the composition of
surface features, the interclass similarity is increasing, and the
intraclass variability and distinguishability of different features
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are decreasing [17]–[19]. The classification of ground features
based only on spectral radiation characteristics or gray infor-
mation cannot effectively distinguish different ground features
with very similar spectral characteristics [20], [21]. To solve
the above problems, more and more researchers are focusing
on characteristic information such as spatio-temporal, texture,
color, and edge information. Combined with the spectral char-
acteristics of remote sensing images, multifeature fusion tech-
nology can obtain an ideal classification result by using an
appropriate classifier [22]–[24]. Xiu et al. [25] combined prin-
cipal component analysis and boosting naive Bayesian tree to
construct a rotating forest model and used multitemporal remote
sensing data for land use classification. Li et al. [26] proposed a
three-channel CNN-based model, which extracts spatial features
and elevation features from the hyperspectral and DSM data
generated by LiDAR, respectively. The extracted features and
image data are input into the three-channel model, and classifi-
cation research is carried out through the SVM and the extreme
learning machine classifier. Tarabalka et al. [27] combined the
spatial and spectral characteristics of remote sensing images and
used SVM to classify hyperspectral data. Compared with the
traditional classification method that only uses spectral infor-
mation, this method is more suitable for situations with large
spots and similar spectral characteristics after adding spatial
features.

The deep learning model can automatically extract and ab-
stract deep feature information. However, as the depth of the
model increases, it is often easier to ignore the underlying feature
information, resulting in too low classification accuracy, and the
classification accuracy cannot reach the ideal state. To remedy
the above issues, this article proposes a dual-channel fully
convolutional network (D-FCN) to combine high-dimensional
features and low-level feature information. D-FCN uses a dual-
encoder structure to improve the feature extraction capability of
the network, uses multiple skip connections to enhance spatial
context information and network performance, and reduces the
complexity of the model. In addition, to verify the applicability
and transferability of the D-FCN proposed in this article, we
constructed a small-scale dataset with labels for land cover
classification. Compared with other state-of-the-art models, the
D-FCN proposed in this article has outstanding performance.
The main contributions of this article are as follows.

1) The D-FCN uses a dual-encoder structure and multiple
skip connections to reduce the complexity of the model,
which makes full use of the advantages of weight sharing
and local connection to improve the generalization ability
and robustness of the model.

2) The low-level feature information such as color, texture,
and shape is combined with deep semantic features to
assist the classification of high-resolution remote sens-
ing images in this article. The classification accuracy is
effectively improved by combining the low-level features
with the in-depth feature information extracted by the deep
learning model.

3) We provide a small-scale land cover classification dataset
with labels to verify the applicability and transferability of
the D-FCN. Compared with other state-of-the-art network

models, the D-FCN proposed in this article has a more
challenging performance.

The rest of this article is organized as follows. Section II ex-
plains some details of the method used in this article. Section III
introduces the experimental dataset, experimental settings, and
experimental results. In Section IV, we discuss the network
performance and the impact of multifeature information on
classification. Finally, Section V concludes this article.

II. METHODOLOGY

A. Structure of the D-FCN

In recent years, semantic segmentation models represented by
U-Net [28], SegNet [29], and DeepLab [30] have been frequently
used in the tasks of land cover classification. Most of these
models take the framework of encoder–decoder. The role of
the encoder is to extract the deep-level feature information of
the input data through the convolution and pooling layer. The
function of the decoder is to restore the extracted feature infor-
mation layer by layer to the same size as the input data and then
realize the pixel-level classification of remote sensing images.
The experimental model in this article uses encoder–decoder
architecture to construct a D-FCN for land cover classification.

The VGG was proposed by the Visual Geometry Group from
Oxford University. The network includes six configurations: A,
A-LRN, B, C, D, and E. Among them, VGG-16 (configuration
D) is the most commonly used framework of the encoder. The
characteristic of the VGG-16 is that a convolutional block com-
posed of multiple small-scale convolutional kernels (3 × 3) is
used to replace the larger scale convolutional kernels (such as 11
× 11, 7× 7, 5× 5). Multilayer nonlinear processing technology
can increase the depth of the network while ensuring the learning
ability of the model within a given range of receptive fields.

Due to the unique advantages of VGG-16, many excellent
semantic segmentation models take the VGG-16 or the opti-
mized VGG network as the encoder to extract the deep feature
information of the input data [31], [32]. In this experiment, the
first 13 layers of VGG-16 were selected as the encoder structure.
However, because VGG-16 has a deeper network structure, it
includes more parameters and occupies more computing re-
sources. In building the model, we refer to the idea of forming the
AlexNet network, dividing the encoder into two parts equally,
and input sample data from two channels simultaneously to
speed up the model’s training speed.

Comprehensively considering the advantages of the VGG-16
and the AlexNet, the model encoder proposed in this article
is constructed using a dual-channel input method. The two
channels of the model take the image and low-level feature
as input data, respectively. The encoder consists of five sym-
metrical convolution blocks. Each convolution block contains a
different number of convolutional kernels whose spatial size and
number are 3 × 3 and 2i+4 (i is the sequence of the convolution
block), respectively. We added the batch normalization layer
after the convolutional layer to reduce overfitting. Besides,
the max-pooling method is used for dimensionality reduction
between each convolutional block. The structure of the model
is shown in Fig. 1. The function of the decoder is to enlarge
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Fig. 1. Network architecture of the D-FCN.

the feature map data extracted by the encoder layer by layer
until it is restored to the same size as the input data. A suitable
classifier is selected to determine the data category. The decoder
structure in this experiment corresponds to the encoder, using
four expanded convolution blocks to restore the feature map
data layer by layer. Each convolution block is composed of an
upsampling layer and several convolution layers with a spatial
size of 3 × 3. The activation function of the last layer uses the
softmax as the classifier, whose spatial size of the convolution
kernel is 1 × 1, the number of convolution kernels is n (n is the
number of sample categories).

B. Extraction of Multifeature Information

With the improvement of spatial resolution, the feature infor-
mation provided by remote sensing images is becoming increas-
ingly abundant, and complex features cannot be distinguished
effectively based on spectral information alone [33], [34]. The
classification of high-resolution remote sensing images can be
assisted by introducing other feature information [35]. Single
feature information can only describe part of the attributes of the
image, and it does not represent the image information compre-
hensively and cannot provide enough distinguishing information
[36]. The feature information obtained by different algorithms
is fused, and the fused feature data solves the problem of the
one-sided details of the single feature to a certain extent [37].
The information described by various features is aggregated
together to form a more comprehensive and rich multifeature
data to assist in high-resolution image classification, thereby
improving image classification accuracy [38].

1) Texture Feature: The texture feature is a quantitative de-
scription of the texture properties of an image. It is a visual
feature that does not depend on color or brightness information
to reflect the homogeneity of the image, containing important
arrangement information of the image’s surface structure and
its relationship with the surrounding environment [39]. The
texture information of the image cannot be expressed in words
or language. Therefore, it is necessary to extract the informa-
tion data that can describe the texture characteristics from the
two aspects of the texture structure and statistics of the image
[40]. The gray-level co-occurrence matrix (GLCM) is a matrix
function that can perform statistical investigations on all image
pixels according to the distance and angle between each pixel
in the image. GLCM extracts texture features in a conditional
probability manner to describe the spatial correlation of image
pixels on gray levels. This article uses the three characteristic
values of energy, contrast, and homogeneity extracted based on
GLCM to describe the texture features of the image

Ene =
∑

i

∑
j
g(i, j)2 (1)

Con =
∑

i
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(i− j)2g(i, j) (2)
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∑
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∑
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1 + (i− j)2
. (3)

2) Shape Feature: The shape feature is a high-level visual
feature in the image. Under certain extreme conditions where
other ground features do not exist, the object’s category can still
be identified through the shape and contour of the object [41].
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Fig. 2. Image and label data of the GID.

For image data with complex features and a large amount of
data, the edge detection method is used to describe the shape
features of the object, which can retain detailed local and global
information in space [42]. For some local noise-sensitive areas,
the unevenness of the shape contour can be used to describe the
shape characteristics of the object. In this article, the Canny
operator with outstanding extraction performance is used to
extract the edge information of the image as the shape feature.
This method is a type of contour feature extraction based on
shape.

3) Color Feature: The color feature is the most commonly
used feature information in the field of image retrieval. Color
can intuitively reflect the connection and difference between
different objects and is less affected by image size and shoot-
ing angle, possessing a simple extraction method and strong
robustness [43]. Color features are based on feature values or
feature vectors extracted from different color spaces, which
are not affected by the rotation and translation of the image.
However, they often lack the spatial distribution information of
the image itself. In this article, the HSV color space distribution
is selected as the color characteristics of the image. While pre-
serving the image space information, the HSV color space can
better reflect the human eye’s ability to perceive and discriminate
color.

III. EXPERIMENT

To verify the performance of the D-FCN proposed in this
article, in this section, we performed classification experiments
on the Gaofen Image Dataset (GID) and the Gaofen Changchun
Dataset (GCD) that we have marked manually. And the result ob-
tained by D-FCN is compared with other state-of-the-art models.
In Section III-A, we introduced the details of the two datasets.
The hyperparameter settings of the experiment are described in
Section III-B. In Section III-C, we presented and analyzed the
two experiments in detail.

A. Dataset

1) Gaofen Image Dataset: The high-resolution dataset, the
GID, produced by Wuhan University, is selected for the ex-
periment to verify the effectiveness of the model proposed in
this article. The dataset is derived from the Gaofen-2 remote
sensing satellite, including 150 remote sensing images, and
the total coverage area exceeds 50 000 km2. Each image has
corresponding label data. After preprocessing, each image has
a spatial resolution of 1 m and a spatial size of 7200 × 6800,
including six categories of build-up, farmland, forest, meadow,
water, and background. The image and label data are shown in
Fig. 2.

2) Gaofen Changchun Dataset: The GF-2 satellite is
equipped with two cameras used to shoot multispectral im-
ages and panchromatic images. We preprocessed the original
data such as radiometric calibration, atmospheric correction,
geometric correction, image fusion, and cropping, and finally
obtained a small-scale land cover classification dataset with
labels, the GCD, covering an area of 49 km2. Each image
includes five categories of water, build-up, road, vegetation, and
background. The image and label data of the GCD are shown
in Fig. 3.

B. Experimental Setup

For the GID, we selected ten images with better quality from
150 images as experimental data. Eight images were used as
training images, and two were used as testing images. After
sample selection and data enhancement, we obtained a new
dataset including 30 000 images with a spatial size of 256 ×
256. The dataset is divided into a training set including 22 500
images and a test set of 7500 images using a random division
method.

For the GCD, after reprocessing the original GF-2 image, we
obtained four image data with a size of 3500 × 3500. Among
the four images, three are used for training, and the other is used
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Fig. 3. Image and label data of the GCD.

for testing. The original dataset was enhanced and cropped to
obtain a new dataset with a spatial size of 256 × 256, including
9600 training images and 2400 testing images. We added multi-
layer batch normalization to the D-FCN model and used a more
significant initial learning rate of 0.01 to improve the network
convergence speed. According to the experimental conditions,
stochastic gradient descent is taken as the optimizer with a batch
size of 4. The method of adaptively adjusting the learning rate is
used in the experiment to enhance the efficiency of model train-
ing. According to the situation of model training, the learning
rate is automatically reduced to improve the convergence speed
of the model. Specifically, when the test loss value of the model
does not decrease for four epochs, the learning rate is multiplied
by a factor of 0.5. To prevent the occurrence of overtraining,
that is, the phenomenon of fluctuations in classification accuracy
due to overtraining, the strategy of terminating training early is
used. Specifically, when the test loss value of the model does not
decrease for 20 epochs, the training is stopped. TensorFlow is
taken as the backend, and Keras is used to implement all network
models trained on NVIDIA GTX1660 GPU.

C. Results

In this section, we carried out two parts of the experiment. In
the first part of the experiment, we verified the performance of
D-FCN on the GID. Specifically, we compared and analyzed the
impact of the different features on classification accuracy and
selected the most suitable combination of feature information
for the D-FCN. In the second part of the experiment, we verified
the applicability and transferability of the D-FCN. We provide
a small-scale land cover classification dataset named GCD and
compare the results using the D-FCN under the most optimal
combination with other state-of-the-art models such as U-Net
and SegNet.

1) Classification Results Using GID: High-resolution re-
mote sensing image data contains a wealth of feature informa-
tion. The texture, shape, color, and other feature information
extracted from it can represent the feature information of the
image at different levels. Using different types of feature in-
formation to assist the classification of high-resolution remote
sensing images will have different results. To analyze the impact
of various features on the classification results, we use one and

TABLE I
CLASSIFICATION ACCURACY FOR DIFFERENT FEATURE COMBINATIONS

multiple feature fusion to perform classification experiments,
respectively. The most suitable feature combination method is
obtained through the qualitative and quantitative comparison of
the classification results. All experiments were performed under
the same classifier and the same sample dataset and experimental
parameters were used to perform classification experiments on
different feature combinations. The classification accuracy is
displayed in Table I.

As displayed in Table I, the classification accuracy of the
three feature combinations is lower than that of the texture and
shape feature combinations. The OA of the classification results
obtained using only the shape features can reach 80.81%, but the
OA decreases after adding the color features. The classification
accuracy of the texture and shape features combination is the best
among all feature combinations. The OA can reach 85.96%, and
the Kappa coefficient can reach 0.8030. And the classification
result obtained by using the texture feature is second only to the
classification result of the texture and shape feature combination,
whose OA and Kappa coefficient are 84.21% and 0.7785, respec-
tively. The texture features can effectively express the texture
information of image spatial scale and spatial structure, which
can enhance the heterogeneity between different categories,
especially for features with obvious texture information, such
as farmland and roads. Texture features help to enhance the
classification performance of some hybrid image elements. For
example, certain grassland areas and background can be accu-
rately distinguished by extracting texture features. The contour-
based shape features can accurately the boundary information
of the features and represent the shape contour of the features
completely. In this article, we use Canny to extract the edge
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Fig. 4. Visual comparison of different models on the GID. (a) Satellite image. (b) Ground truth. (c) FCN. (d) SegNet. (e) U-Net. (f) D-LinkNet. (g) D-FCN.
The white boxes in the figure represent area (1), area (2), and area (3) from top to bottom.

information of images, which effectively describes the boundary
information of different features. In addition, the combination
of texture and shape features can improve the classification
performance of features with texture and boundary information.
Although HSV color space is more suitable for image processing
and analysis, data redundancy also occurs when used with RGB
data, so our incorporation of color features based on shape and
texture features can lead to degraded classification performance.
The experimental results show that the texture features extracted
based on the GLCM can effectively improve the classification
accuracy. Utilizing a single feature, two feature combinations,
and three feature combinations have different effects on the
classification results. The number of feature combinations is
not a decisive factor affecting classification accuracy.

We quantitatively compared and analyzed the effects of tex-
ture, color, and shape on the classification results in Table I.
Among them, the method of texture and shape feature combi-
nation has the best classification effect. To verify the effective-
ness of this method, FCN [44], SegNet [29], U-Net [28], and
D-LinkNet [45] were used for comparative experiments.

The visual comparison of the D-FCN proposed and the other
models is shown in Fig. 4.

For the testing image A in Fig. 4(the first row), when the U-Net
is used for classification, in area (1), the two categories of forest
and farmland show obvious misclassification in the classification
results. For the FCN, there is also some misclassification of
background categories and forest categories. In area (2), there is
also a misclassification of the water category for all models.
The part of the background is divided into forest categories
in area (3). For SegNet, the misclassification phenomenon has
been improved to a certain extent, but there are a large num-
ber of small fragments in the result. Many scattered meadow
categories appear in the build-up category. The visual results
obtained using the D-LinkNet model outperformed the results
of U-Net, FCN, and SegNet. However, when the D-FCN is used
for classification, the classification result is almost the same as
the ground truth, and there is no obvious misclassification. At
the same time, the number of broken image spots is reduced,
and the classification effect is better than other models. For the

testing image B in Fig. 4 (the second row), in area (1), all models
have poor extraction effects for the meadow category. However,
they cannot effectively distinguish the boundary of the meadow
and background categories. In areas (2) and (3), using FCN,
SegNet, U-Net, and D-LinkNet for classification, some water
and build-up categories appear in the result, which does not
exist in the ground truth. The misclassification phenomenon is
more obvious compared with the D-FCN. However, in the clas-
sification results obtained by the D-FCN, the misclassification
phenomenon has been effectively improved. Considering the
classification results of the two testing images, the overall effect
of the results using the D-FCN is significantly better than the
other models, reducing the number of fragments and improving
the misclassification to a certain extent.

It can be seen from Table II that the classification effect using
the D-FCN is the best, with the OA of 85.96% and the Kappa
coefficient of 0.8030. Compared with U-Net and SegNet, the OA
has increased by 1.91% and 3.73%, and the Kappa coefficient
has increased by 0.0212 and 0.0512. Compared with FCN and
D-LinkNet, the OA has increased by 5.93% and 4.1%, and
the Kappa coefficient has increased by 0.0856 and 0.0572. In
addition, when using the D-FCN method for classification, the
precisions of the five categories of water, build-up, farmland,
forest, and meadow are all higher than the other models. Al-
though all models have not reached the ideal situation for the
extraction accuracy of the meadow category, the D-FCN uses the
dual-channel structure to enhance the network feature extraction
ability and effectively improve the precision of the meadow
category.

Comprehensive analysis of the qualitative and quantitative
comparisons of the different models, the D-FCN proposed in
this article outperforms the other models. It improves the phe-
nomenon of fragmented patterns and gaps, eliminates more obvi-
ous segmentation marks, and effectively enhances the extraction
accuracy of various categories.

2) Classification Results Using the GCD: In this section, the
experiment uses FCN, U-Net, SegNet, and D-LinkNet models
as the comparative experiment to verify the effectiveness and
transferability of the D-FCN. The classification vision results
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TABLE II
QUANTITATIVE COMPARISON OF DIFFERENT MODELS USING GID

The precision of each category, OA, and Kappa coefficient are given in the table.

Fig. 5. Visual comparison of different models on the GCD. (a) Satellite image. (b) Ground truth. (c) FCN. (d) SegNet. (e) U-Net. (f) D-LinkNet. (g) D-FCN.

TABLE III
QUANTITATIVE COMPARISON OF DIFFERENT MODELS USING THE GCD

The precision of each category, OA, and Kappa coefficient are given in the table.

are shown in Fig. 5. For the category of build-up, the result
of the D-FCN shows an outstanding visual outcome, obtaining
a continuous and complete region. However, the results of the
build-up extracted by FCN, U-Net SegNet, and D-LinkNet have
more hollow areas. For the road category, the D-FCN obtains a
more consistent result with the label data, and the accuracy is
better than the other models. For other categories, all the models
have no apparent difference in visual comparison.

Table III lists the precision of each category, OA, and Kappa
coefficient obtained using different classification methods.

The accuracy of the classification results is evaluated from the
perspective of quantitative analysis. It can be seen from Table III
that, on the whole, the OA and Kappa coefficient of the D-FCN
are higher than other models. Compared with other four models,
the OA of D-FCN increases by 6.67%, 3.82%, 4.2%, and 5.34%,
and the Kappa coefficient increases by 0.0944, 0.0534, 0.0576,
and 0.0753. From a local point of view, the extraction effect
of the D-FCN on the three categories of background, build-up,
and road is significantly better than the other models, and the
precision is 87.42%, 89.06%, and 85.55%, respectively. For the
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Fig. 6. Confusion matrices of three models. (a) FCN. (b) SegNet. (c) U-Net. (d) D-LinkNet. (e) D-FCN.

two categories of water and vegetation, the precision of the all
models is not much different.

Combining the evaluation metrics of precision and recall
can more objectively evaluate the effectiveness of the result.
After a specific calculation of the confusion matrix, the diagonal
elements can be expressed as the recall of each category. The
confusion matrices (%) of the all models are shown in Fig. 6.
Comprehensive analysis of Table III and Fig. 6, the D-FCN
proposed in this article considers texture and shape features to
improve the build-up extraction effect. The precision and recall
reached 89.06% and 92.11%, respectively. The all models have
the best effect on water extraction, with the precision of over 94%
and recall of over 92%. Above all, when the D-FCN proposed in
this article was applied to land cover classification in Changchun
City by combining the underlying feature information to assist
image classification, it achieved better classification results and
effectively improved classification accuracy. The experimental
results show that the D-FCN using texture and shape features to
assist classification has certain applicability and transferability.

IV. DISCUSSION

In Section III, we performed classification experiments on
the GID. For all categories, the accuracy of the meadow and
background categories is slightly lower, especially the meadow
category. The background category contains complex land infor-
mation, including redundant data such as clutter, noise, clouds,
and other unrecognizable or too few samples except build-up,

farmland, forest, meadow, and water. As shown in Fig. 7, the two
categories of background and meadow show strong similarities
in spectral characteristic. The meadow in the image is difficult to
distinguish from part of the background area, and the separability
is poor, resulting in low classification accuracy of the meadow
category. The D-FCN proposed in this article uses texture and
shape features to assist image classification, which effectively
improves the classification accuracy, especially for the grass
category. The improvement effect is the most obvious. Exper-
imental results show that the D-FCN model proposed in this
article uses a dual-channel structure, which improves the feature
extraction ability of the encoder and enhances the generalization
ability and robustness of the model. In addition, the use of
features such as texture and shape of the image can effectively
improve classification accuracy, which plays an essential role in
the classification task of complex features.

The boundary of the build-up extracted by D-FCN is more
consistent with the label data, and there is no obvious misclassi-
fication. However, in the three local visual results in Fig. 8, the
background category is misclassified from other categories in
some areas. We divide the other areas, except for buildings, water
bodies, roads, and vegetation, into the background category
when defining the feature category. In these areas, some types of
ground objects cannot meet the requirements of model training
due to too few pixels. The spectral characteristics of these ground
objects are similar to the other four categories in some areas,
making the model unable to distinguish the background from
some nonbackground areas effectively.
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Fig. 7. Confusing areas of meadow and background categories.

Fig. 8. Local visual comparison of classification results. (a) Satellite image. (b) Ground truth. (c) FCN. (d) SegNet. (e) U-Net. (f) D-LinkNet. (g) D-FCN.

The D-FCN proposed in this article uses a dual-encoder struc-
ture to enhance the feature extraction capability of the model.
The dual-encoder structure consists of two symmetric encoders
that have the same organization but with different weights. Com-
pared with other models, D-FCN uses two symmetric encoders
to extract the feature maps of the image and the underlying
features separately to enhance the feature characterization ca-
pability of the network. Since both symmetry encoders have the
same depth, the feature map data extracted by the symmetry
encoder have the same dimensional information and similar
depth semantics. The skip connection can use these feature maps
to connect the spatial context information. Symmetric encoders
can effectively improve the feature extraction capability of the
network and avoid missing information due to the difference in
depth. In addition, the high spatial resolution images contain rich
feature information, and the dual-encoder structure can utilize

them more effectively and extract deep semantic information.
To avoid wasting computational power, each encoder parameter
of D-FCN is only half of that of the U-Net model, which speeds
up the convergence of the model and improves the robustness
and generalization ability of the model by using more jump
connections to link spatial context information.

We conducted classification experiments on two datasets to
verify the performance and transferability of the D-FCN. On
the GID, we use different feature information as input, use the
dual-channel structure to improve the feature extraction ability
of the model and verify the impact of the underlying feature
information such as color, texture, and shape on image classifi-
cation. The experimental results show that we can significantly
improve the classification accuracy by combining the underlying
features with the in-depth features. However, the transferability
of the model is also an essential factor in determining the



2108 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 15, 2022

performance of the deep learning model, so we use the D-FCN
on the GCD for classification experiments. Compared with other
state-of-the-art models, the D-FCN achieves higher classifica-
tion results, proving that the D-FCN has good transferability.

V. CONCLUSION

Remote sensing image classification is a crucial technology
in remote sensing data extraction and analysis and an important
research direction in remote sensing image processing. The
accuracy of image classification can be effectively improved
by taking advantage of the high spatial resolution of remote
sensing images and comprehensively using multiple feature
information such as spectrum, texture, shape, and color to assist
image classification. This article proposes a dual-channel fully
convolutional neural network (D-FCN) model to realize the mul-
tisource input of the model. The two input channels of image and
multifeature information extract feature maps simultaneously,
which can make full use of the characteristics of weight sharing
and local connection of the convolutional layer to accelerate the
convergence speed of the model. The public dataset GID and
the small-scale land cover classification dataset GCD are used
to verify the performance of the D-FCN and the influence of mul-
tifeature information on the classification results. Experimental
results show that different types of single feature information
have different effects on image classification results. Among
single feature information, the texture feature has the best ef-
fect on improving classification accuracy, and the combination
of various features has unique effects on image classification
accuracy. The number of fused features is not a decisive factor
in improving classification accuracy. The classification result
obtained by the combination of texture and shape features is the
best. The D-FCN proposed in this article uses a dual-channel
structure to take advantage of high-resolution remote sensing
images and makes full use of the feature information provided
by the image to improve the classification accuracy effectively.

Three-dimensional (3-D) data such as point cloud, DEM, and
other data can provide helpful information, but the feature infor-
mation selected in this article only considers two-dimensional
data. In the next stage of work, we will try to introduce 3-D data
to improve classification accuracy. In addition, the large number
of parameters in the model is still the main problem that limits
the interpretability of deep learning. In future work, we will try
to use more intelligent and more explanatory models to solve
the characteristic “black box” of deep learning.
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