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Forward-Looking SAR With Stationary Transmitter
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Abstract—This article presents an imaging solution for high
maneuvering bistatic forward-looking SAR with stationary trans-
mitter (STHM-BFSAR). In STHM-BFSAR configuration that the
transmitter is mounted on a stationary platform in side-looking
mode while the receiver does high-speed maneuvering in forward-
looking mode, high speed and acceleration induced by high
dynamic characteristics of receiver in both along-track and height
direction cause larger range cell migration (RCM) and more
severe 2-D spatial variation of Doppler characteristics, which
makes it more difficult to obtain well-focused bistatic SAR image.
Furthermore, different from the general airborne bistatic SAR,
STHM-BFSAR has a larger azimuth cubic phase term that exceeds
π/4 rad, which seriously affects the image quality. To deal with
these problems, an imaging algorithm based on extended keystone
transform (EKT) and modified frequency nonlinear chirp scaling
(FNCS) is proposed in this article. EKT can correct spatial variant
range curvature and bulk linear RCM, and the residual RCM
is smaller than traditional keystone transform. The proposed
modified FNCS is used to equalize the azimuth-range-dependent
Doppler parameters in the frequency domain, which produces
lower side-lobes and higher accuracy by compensating for the
second-order spatial variation of the azimuth cubic coefficients.
The final simulation results in this article verify the effectiveness
of the proposed algorithm.

Index Terms—2-D spatial variation, extended keystone
transform (EKT), frequency nonlinear chirp scaling (FNCS),
high maneuvering bistatic forward-looking SAR with stationary
transmitter (STHM-BFSAR).

NOMENCLATURE

T Transmitter.
R Receiver.
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T Location of the transmitter.
R0 Initial location of the receiver.
VR0 Velocity vector of the receiver.
AR Acceleration vector of the receiver.
P(xp, yp, 0) Location of an arbitrary point target.
fc Carrier frequency.
t̂ Fast time.
tm Slow time.
c Speed of light.
γ Chirp rate.
ki(Rbf0) Expansion coefficient of slant range

history.
ki(a;Rbf0) Expansion coefficient coupled with the

acceleration.
ki(v;Rbf0) Expansion coefficient containing the

velocity.
Ki Expansion coefficient of the updated slant

range history.
fr Range frequency.
fa Doppler frequency.
Ba Doppler bandwidth.
fn Azimuth focusing position.
HAC(fr, tm) Acceleration compensation function.
HLWC,DCC(fr, tm) LRCM and DCC factor.
HSRC,RCC(fr, ta) Phase compensation function.
HAD(ta) Phase adjustment factor.
HAS(fa) Fifth-order perturbation function.

I. INTRODUCTION

W ITH the development of radar technology, synthetic
aperture radar (SAR) has been widely used in the mili-

tary and civilian fields because it can obtain 2-D high-resolution
images of static scene at long distances and under any weather
conditions [1]–[5]. However, monostatic SAR cannot image
the forward-looking area due to inherent geometric limitation,
which restricts many scene applications, such as autonomous
landing, autonomous navigation, and missile terminal guid-
ance [6]–[8]. Due to the increasing demand in these applica-
tions, bistatic SAR (BiSAR) was proposed. BiSAR separates
the receiver and transmitter at different spatial locations to
prevent azimuth ambiguity making it possible to image the
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forward-looking area, which is generally called bistatic forward-
looking SAR (BFSAR). High maneuvering bistatic forward-
looking SAR with stationary transmitter (STHM-BFSAR) is a
BiSAR system with a complex configuration, which can realize
guided missile detection and silent strike at low cost. In this
special configuration, transmitter is mounted on a stationary
platform in side-looking mode and receiver is mounted on a
high maneuvering platform with curve track in forward-looking
mode. The existence of high forward-looking angle and high
speed and acceleration makes range and azimuth coupling more
severe, so that traditional BiSAR imaging algorithms based on
the linear trajectory model are no longer applicable [9]. The
existing literature on BiSAR includes space–time–frequency
synchronization [10], [11], imaging mechanism [12], imaging
algorithm [13]–[16], and experiment [17], [18]. This article
focuses on the imaging algorithm problem of STHM-BFSAR.

Since BiSAR system was proposed, many imaging algorithms
have been developed to obtain well-focused SAR images for
subsequent target recognition and matching. Generally, these
methods can be divided into three types: time domain algorithm
(TDA), frequency domain algorithm (FDA), and wavenumber
domain algorithm (WDA). TDA mainly refers to back projection
algorithm (BPA) and its improved form, fast factorized BP
(FFBP) [19]–[21]. BPA is considered an ideal focusing method
in any configuration due to the absence of approximate assump-
tions. However, the huge computational complexity limits its
application on high maneuvering platforms due to real-time
processing requirements. FFBP reduces the amount of calcu-
lation but at the expense of accuracy. For the time being, time
domain imaging algorithms are not yet suitable for application
to high maneuvering platforms. FDA is an imaging method
with both high efficiency and precision, especially suitable for
real-time processing. The common FDA includes range-Doppler
(RD) algorithm [22], chirp scaling algorithm, nonlinear chirp
scaling (NCS) algorithm, and modified NCS [23]–[26], etc. In
the early stage, FDA pays more attention to the acquisition of
2-D spectrum in order to better apply RDA to BiSAR. Due to
the existence of double-square-root term or higher order terms
in the range history, BiSAR generally uses Loffeld’s bistatic
formula [27], [28] and the method of series reversion (MSR) [29]
to obtain the spectrum of the echo signal instead of the traditional
POSP [30]. Then, design range compression (RC), range cell mi-
gration correction (RCMC), and secondary range compression
(SRC) filters based on the obtained high-precision 2-D spectrum.
In [31] and [32], bistatic airborne SAR processing strategies
based on RDA are proposed. Li et al. [33] proposed an improved
RD algorithm for spaceborne BiSAR. This method reduces the
phase error introduced by the root term expansion, and has good
focusing performance for space-borne BiSAR. However, none
of these methods consider the spatial variation of the Doppler
coefficient. NCS [34] is often used to equalize azimuth-range-
dependence of azimuth frequency modulation (FM) rate term to
achieve azimuth identical focusing. J et al. [35], [36] proposed
an extended NCS for BFSAR and used keystone transform (KT)
to correct range cell migration (RCM). The disadvantage of
this method is that it does not consider the spatial variation of

higher order phase terms, which usually cannot be ignored in
STHM-BFSAR. Mei et al. [37] proposed a frequency domain
algorithm, which compensates for the first-order spatial varia-
tion of azimuth cubic phase terms by constructing a perturbation
function in the frequency domain. This is a wise method to focus
the BiSAR data, but in the STHM-BFSAR configuration, this
first-order approximation of the higher order phase term is not
sufficient because the presence of high speed and acceleration
will cause the residual phase error to be greater π/4 rad. WDA
uses interpolation operations to achieve spectrum regularization
and azimuth compression. This type of algorithm is generally
more accurate than RD and NCS, but the complex and inefficient
interpolation also limits its application and development.

In STHM-BFSAR mode, this special configuration will bring
about two main problems. The first one is that the different
dynamic characteristics of receiver and transmitter will make the
coupling between range and azimuth more serious, so RCMC
will be a challenge task. The other is the 2-D spatial variation
of Doppler parameters caused by the lack of azimuth trans-
lation invariance, and the range position offset after RCMC
will aggravate the variation. In recent years, some scholars
have conducted research on BFSAR with stationary transmitter
(ST-BFSAR) [38]–[40] and put forward some innovative ideas.
But these methods are mostly aimed at airborne BiSAR. Chen
et al. [41], proposed a new imaging method for missile-borne
ST-BFSAR, which uses the linear RCMC (LRCMC) factor
constructed from the center point of the scene and the NCS
operation to complete the 2-D focus. This method also does not
consider the spatial variation of azimuth higher order phase term,
which causes the side-lobes elevation and side-lobes asymmetry
of the SAR image.

Based on previous research and existing problems, we pro-
pose a new solution for STHM-BFSAR. First, the echo signal
characteristics are analyzed based on the established geomet-
ric configuration and signal model of STHM-BFSAR. Prepro-
cessing operation is done to remove the effect of acceleration
on the 2-D spectrum. Second, LRCMC and Doppler centroid
compensation (DCC) combined with the second-order KT are
performed in the range frequency domain and azimuth time
domain. Then, a higher order polynomial fitting method (HPF)
is used to eliminate the spatial variation of the residual RCM.
These three steps are called extended keystone transform (EKT).
Third, the range dependence of Doppler parameters is removed
based on the HPF results. After that, polynomial approximation
of azimuth FM rate term and azimuth cubic term are obtained by
numerical fitting. At last, the fifth-order perturbation function is
used to perform the frequency nonlinear chirp scaling (FNCS)
operation to eliminate the second-order spatial variation of the
azimuth FM rate term and azimuth cubic phase term. Compared
with the existing algorithms, the algorithm proposed in this
article has the following innovative ideas: 1) EKT is introduced
to realize the spatial variant RCMC, which includes spatial
variant range curvature correction and bulk LRCMC. Compared
with the traditional KT, the residual RCM of this method is
smaller, which indicates a better RC effect and facilitate the
subsequent azimuth focusing processing. 2) For the first time,
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Fig. 1. Geometry configuration of STHM-BFSAR.

the second-order spatial variation of the azimuth cubic phase that
cannot be ignored in STHM-BFSAR is taken into consideration.
The third-order filter in the azimuth time domain combines with
the fifth-order perturbation function to simultaneously eliminate
the second-order spatial variation of the azimuth FM rate and
azimuth cubic coefficients, which is more precise than traditional
NCS.

The rest of this article is organized as follows. Section II
describes the imaging geometry and echo signal model of
STHM-BFSAR. Section III shows the procedures of the pro-
posed algorithm in detail. The simulation experiment results are
given in Section IV. Finally, Section V concludes this article.

II. GEOMETRY AND SIGNAL MODEL

A. Signal Model

The geometry configuration of STHM-BFSAR is shown in
Fig. 1, where the system of coordinate is denoted by (X,Y, Z),
Y -axis coincides with the receiver’s speed in along-track di-
rection, Z-axis is perpendicular to the ground, and X-axis
conforms to the right-hand rule. The transmitter T is mounted
on a stationary high tower in side-looking mode located at
T = (xT , yT , zT ). The receiver R makes a descending motion
with curve track on the yoz-plane in forward-looking mode at the
initial location R0 = (0, yR0, zR0), and the three-axis initial ve-
locity vector and acceleration vector areVR0 = (0, vRy0, vRz0)
and AR = (0, aRy, aRz), respectively. The lavender region is
the transmitter beam illumination scope, the light blue area is
the receiver beam pointing scope, and the center of the beam
overlap area is the origin of the coordinate system O. P is an
arbitrary point target in the imaging area whose coordinate is
denoted by P(xp, yp, 0). O′ is the nadir point of the receiver’s
initial location.

The bistatic instantaneous slant range history is the sum of
the slant range history from two platforms to point target P ,
defined as

RT = [(xT − xp)
2 + (yT − yp)

2 + (zT − zp)
2]

1
2

RR =√
x2
p+
(
yR0+vRy0tm+

1
2aRyt2m−yp

)2
+
(
zR0+vRz0tm+ 1

2aRzt2m
)2

Rbf(tm) = RT +RR (1)

where tm is the slow time, and RT and RR are instantaneous
slant range from the transmitter and receiver to the point target
P , respectively. Considering the higher order terms introduced
by the receiver acceleration, the range history should first be
expanded to the fourth order at tm = 0 by Taylor series [42].
Then, we have

Rbf(tm) ≈ Rbf0 +

4∑
i=1

ki (Rbf0) t
i
m (2)

where Rbf0 is the bistatic slant range at tm = 0 and ki(Rbf0) =
(1/i!)(diRbf(tm)/dtim)|tm=0 denotes the ith order derivative
at tm = 0, and the detailed expression formula can be obtained
in [41]. The envelope and phase errors caused by the fourth-order
Taylor expansion are less than a range resolution cell and π/4
rad, respectively, so it meets the imaging requirements.

Assuming that the signal sent by the transmitter is a linear
frequency modulation (LFM) pulse, the echo signal reflected
from point target after demodulation is

S1(t̂, tm) = wr

(
t̂− Rbf (tm)

c

)
wa (tm)

· exp
(
jπγ

(
t̂− Rbf (tm)

c

)2
)
exp

(
−j2π

fc
c
Rbf (tm)

)
(3)

where wr and wa are the range and azimuth envelopes, respec-
tively, t̂ is the fast time, c is the speed of light, fc is the carrier
frequency, and γ is the chirp rate.

B. Echo Signal Characteristic Analysis

Due to the unique geometrical configuration of STHM-
BFSAR and the different dynamic characteristics of the trans-
mitter and receiver, it is necessary to analyze the echo signal
characteristics of STHM-BFSAR before imaging algorithm de-
sign. Suppose that there are six points A, B, C,D, E, and F on
the ground, as shown in Fig. 2(a). In order to show more intu-
itively, the receiver moves in a straight line at a constant speed
in the forward direction. In the monostatic SAR configuration,
points A, B, and C fall in the same range bin after processing
compression due to the same beam center slant distance. Points
D, E, and F have the same properties. However, in BFSAR
with stationary transmitter, the range history is determined by
the sum of the distance from the target to the receiver and
the distance from the target to the transmitter. Therefore, point
targets located in the same range bin in monostatic SAR will
fall into different range bins due to different transmitter slant
distances, as shown in Fig. 2(b). Points B and D are located in
the same range bin, and they have different RCM and Doppler
characteristics due to the inherent range-dependent nature of
monostatic SAR, well as C and E, which is caused by the
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Fig. 2. Analysis of spatial variation characteristics caused by configuration. (a) Six points distributed on the ground plane. (b) Points represent the range gates
in the time domain.

Fig. 3. Spatial variation characteristics of RCM and Doppler parameters. (a)–(c) Spatial variation characteristics of RCM, azimuth FM rate, and azimuth higher
order coefficient in STHM-BFSAR. (d)–(f) Spatial variation characteristics of RCM, azimuth FM rate, and azimuth higher order coefficient in airborne ST-BFSAR
without acceleration and descent velocity.

inherent properties of the system configuration. In STHM-
BFSAR, the high maneuverability of the platform combined
with the inherent properties of the geometric configuration will
aggravate the degree of spatial variation of Doppler parameters,
which seriously challenges imaging processing. Fig. 3 shows
the different RCM and Doppler parameter characteristics of
STHM-BFSAR and airborne ST-BFSAR, which indicates that
range-azimuth coupling and Doppler parameter spatial variation
are more serious in STHM-BFSAR.

III. PROPOSED ALGORITHM

As abovementioned, for STHM-BFSAR data processing, the
main challenge tasks are RCMC and equalization of azimuth-
range-dependent Doppler parameters. In STHM-BFSAR case,

the RCM of the target caused by the change of the slant range sum
from the two platforms to the target is 2-D spatial variant, which
will cause serious coupling between azimuth and range. In this
section, EKT is introduced to eliminate the 2-D spatial variant
characteristics of RCM, which includes three main steps. The
first step is to multiply the echo by the LRCMC factor to reduce
the cross coupling. The second step is to use the second-order KT
to eliminate the spatial variation of range curvature. The last step
is the residual RCMC based on HPF in the range frequency and
azimuth time domain. After that, the derivation of the proposed
modified FNCS algorithm will be discussed in detail. In order
to allow identical azimuth compression processing, modified
FNCS is applied to equalize the FM rates and azimuth cubic
phase along each range cell. The flowchart of the proposed
algorithm is shown in Fig. 5.
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Fig. 4. Residual phase error. (a) Before HPF. (b) After HPF.

Fig. 5. Flowchart of the proposed algorithm.

A. Range Processing via EKT Operation

In STHM-BFSAR, the presence of acceleration in both along-
track and vertical direction will negatively affect the azimuth
resolution and the 2-D spectrum of the bistatic target. This effect
exists in the azimuth FM rate that is coupled with the acceleration
term, which will seriously degrade the image quality. Therefore,
in order to avoid the impact of acceleration on imaging, we learn
from the method in monostatic SAR to compensate for this term
before the azimuth processing. First, substituting in (2) using
follow expression

ki(Rbf0) = ki(a;Rbf0) + ki(v;Rbf0) (4)

where ki(a;Rbf0) denotes the expansion coefficient coupled
with the acceleration, and ki(v;Rbf0) denotes the coefficient
containing only the velocity component.

Then, transform received echo signal S1(t̂, tm) into range
frequency domain by fast Fourier transform (FFT) on fast time
variable t̂, and construct the acceleration compensation function

HAC(fr, tm) by taking the scene center as the reference point

S1(fr, tm) = Wr (fr)wa (tm) exp

(
−jπ

fr
2

γ

)

� exp
(
−j2π

fc + fr
c

Rbf (tm)

)
(5)

HAC (fr, tm) = exp

(
j2π

fc + fr
c

4∑
i=2

ki (a;Rref) t
i
m

)
(6)

where fr is the range frequency, Wr(fr) represents the range
frequency envelope, and Rref is the reference slant range at the
center of the scene.

Multiplying (5) and (6) yields

S2(fr, tm) = Wr (fr)wa (tm)

� exp
(
−jπ

fr
2

γ

)
exp (−jΦ1 (fr, tm)) (7)

where Φ1(fr, tm) is shown in (8).
After the acceleration compensation operation, the impact

of acceleration on imaging will be greatly alleviated, which is
conducive to subsequent processing.

Φ1(fr, tm)

= 2π
fc + fr

c

⎛
⎜⎜⎜⎜⎝

Rbf0 + k1 (Rbf0) tm+
4∑

i=2

(ki (v;Rbf0) + ki (a;Rbf0))t
i
m

−
4∑

i=2

ki (a;Rref)t
i
m

⎞
⎟⎟⎟⎟⎠

(8)

1) LRCMC and DCC by Linear Factor Multiplication: Due
to the large forward-looking angle, the Doppler centroid deviates
from the zero frequency, which may cause the azimuth spectrum
to be blurred, and LRCM of the target is very serious in STHM-
BFSAR. In order to alleviate this situation, we implement LRCM
and DCC in the range frequency and azimuth time domain.
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LRCMC and DCC factors are given by

HLWC,DCC(fr, tm) = exp

(
j2π

fc + fr
c

k1 (Rref) tm

)
(9)

where k1(Rref) is the range walk rate of the center point of the
scene.

Multiplying (7) and (9), we can get the updated slant range
expression, that is

R(tm, Rbf0) = Rbf0 +

4∑
i=1

Kit
i
m (10)

where Ki=ki(v;Rbf0)+ki(a;Rbf0)−ki(a;Rref)(i=2, 3, 4).
2) Second-Order KT for Range Compression: After LR-

CMC, the bulk linear RCM is corrected, and the first-order
coupling of range and azimuth is reduced. However, due to the
2-D spatial variation characteristics of RCM, the farther away
from the scene center, the larger the residual RCM. Therefore,
the traditional LRCMC method using linear RCM of the scene
center is not enough. In addition, the bulk LRCMC operation
make the absolute value of K1 smaller than that of K2. A larger
absolute value of K2 indicates a more significant component
in the RCM [36], [37]. Here, we introduce a second-order KT
to remove the spatial variant range curvature. The second-order
KT is performed by

tm =

√
fc

fc + fr
ta (11)

where ta is the slow time variable after the second-order KT.
The phase term after the second-order KT is given by

ΦKT(fr, ta) = −2π
fc + fr

c
Rbf0−⎛

⎝ 2π

√
fc(fc+fr)

c K1ta + 2π fc
c K2t

2
a+

2π fc
c

√
fc

fc+fr
K3t

3
a + 2π fc

c
fc

fc+fr
K4t

4
a

⎞
⎠ . (12)

Observing (12), the main part of the residual RCM, namely
the second-order coupling of the range frequency variable fr
and the azimuth time variable ta, is compensated.

3) Residual RCMC Based on HPF: In order to implement
residual RCMC, the second term in (12) is expanded by the
fourth-order Taylor series as follows:

Φ3 (fr, ta) ≈ Φ30 +Φ31fr +Φ32f
2
r (13)

where⎧⎨
⎩

Φ30 = 2π fc
c K1ta + 2π fc

c K2t
2
a + 2π fc

c K3t
3
a + 2π fc

c K4t
4
a

Φ31 = πK1

c ta − πK3

c t3a − 2πK4

c t4a
Φ32 = −π 1

4cfc
K1ta + π 3

4cfc
K3t

3
a + π 2

cfc
K4t

4
a.

(14)
Inspecting (13), the first term contains azimuth modulation

information and it is independent of the range frequency variable
fr. The second term is the first-order term of range frequency
fr, which is the residual RCM. The last term is the second-order
coupling term of the range frequency variable fr corresponding
to SRC. Because the spatial variation of the slant range coeffi-
cient is mainly caused by its change with range, in order to select

a suitable reference for SRC and RRC compensation, the method
of polynomial fitting is used to eliminate the spatial variation of
the fourth-order Taylor expansion coefficient⎧⎪⎪⎨
⎪⎪⎩

K1 = K10 +K11 (Δr) +K12(Δr)2 +K13(Δr)3 . . .

K2 = K20 +K21 (Δr) +K22(Δr)2 +K23(Δr)3 . . .

K3 = K30 +K31 (Δr) +K32(Δr)2 +K33(Δr)3 . . .

K4 = K40 +K41 (Δr) +K42(Δr)2 +K43(Δr)3 . . .
(15)

where K10, K20, K30, and K40 are the Taylor expansion coef-
ficients corresponding to the center of the scene, respectively,
K1i, K2i, K3i, and K4i (i = 1, 2, 3, . . . , N , where N is the
fitting order) are the fitting coefficients, andΔr is the slant range
difference of any point in the scene relative to the scene center.
Fig. 4(a) illustrates the residual phase error before and after
HPF. It can be seen that the residual phase error is greater than
the phase error threshold rad due to the spatial variation of the
residual RCM. By HPF, the Talor coefficients related to the scene
can be obtained, and the residual phase error is less than rad,
which indicates that the spatial variation of the residual RCM
has been corrected, as shown in Fig. 4(b). After HPF operation,
the phase compensation function combined with RC operation
is expressed as

HSRC,RRCMC (fr, ta) = exp

(
jπ

f2
r

γ

)
exp

(
jΦ32f

2
r + jΦ31fr

)
.

(16)

After the residual RCMC, the echo in the 2-D time domain is

S3(t̂, ta) = sin c
(
Br

(
t̂−Rbf0

))
wa (ta)

� exp
(
−j2π

fc
c

(
K1ta +K2t

2
a +K3t

3
a +K4t

4
a

))
.

(17)

From (17), we can find that targets with the same Rbf0 are in
the same range cell gate. The third term represents the azimuth
phase that has not been changed after EKT. Since the range
processing corresponds to the range resolution cell, and the
azimuth phase is related to the wavelength, the azimuth phase is
more sensitive to errors. The detailed azimuth scaling processing
procedures will be discussed in the next section. So far, we
have completed the range processing of the STHM-BFSAR echo
signal.

B. Azimuth Compression via Modified FNCS

Because the Taylor expansion coefficient of the slant range
varies with different target coordinates, the 2-D spatial varia-
tion of the Doppler parameters cannot be ignored. However,
the existing NCS method only considers the first-order spatial
variation of the third-order azimuth coefficient at most, which
is not sufficient in STHM-BFSAR because of the high speed
and acceleration in both along-track and vertical direction. The
residual phase error of the azimuth cubic phase term will cause
the side lobes of the image to increase and reduce the azimuth
focus depth. Therefore, in order to achieve the unified azimuth
focusing processing, the spatial variation of the Doppler coeffi-
cient must be removed through the improved FNCS.
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Fig. 6. Change curve of spatial variant azimuth phase error with different azimuth position. (a) Spatial variant azimuth phase error of φ2(fa, fn). (b) Spatial
variant azimuth phase error of φ3(fa, fn). (c) Spatial variant azimuth phase error of φ4(fa, fn).

There are mainly two existing azimuth NCS methods: time-
domain NCS based on full-aperture data and frequency-domain
NCS based on subaperture data, which correspond to the in-
troduction of NCS factors in time and frequency domains,
respectively. The time-domain NCS based on full-aperture data
is not suitable for high-speed mobile platforms due to the large
amount of data to be processed and ineffective for small-aperture
imaging processing. For spotlight mode BFSAR imaging, the
support regions of the target overlap in the slow time domain,
but they are separated in the azimuth frequency domain, which
provides support for the application of FNCS.

1) Analysis of Spatial Variation Characteristics of Azimuth
Phase: First, we reexpress the phase term of (17) as follows:

Φ4 (ta;Rbf0, fn) = 2πfdc (Rbf0, fn) ta + πfdr (Rbf0, fn) t
2
a

+ πfdk (Rbf0, fn) t
3
a + πfdm (Rbf0, fn) t

4
a

(18)

where fdc(Rbf0, fn) = −K1/λ, fdr(Rbf0, fn) = −2K2/λ,
fdk(Rbf0, fn) = −2K3/λ, and fdm(Rbf0, fn) = −2K4/λ are
Doppler center, azimuth FM rate, azimuth cubic coefficient, and
azimuthal quartic coefficient, respectively. These coefficients
are expressed as a function of Rbf0 and fn, which also shows
that they are 2-D spatially variant.

In monostatic SAR and airborne BiSAR imaging processing,
the beam center crossing time is usually used as the azimuth
focusing time to obtain the azimuth reference function. In
STHM-BFSAR, however, the azimuth focusing time cannot be
directly calculated form the geometric configuration because of
the uncertainty of the azimuth direction. Therefore, the Doppler
centroid is selected as the azimuth focusing position fn. The
difference of the Doppler centroid is used as a favorable factor
to obtain the cross-range distribution of the target so as to avoid
the influence of the spatial variation of Doppler centroid on the
imagine focus quality. Based on the azimuth focusing position
fn, the azimuth reference function of the target in one range cell
can be obtained for FNCS procedure.

Transforming (18) into the frequency domain by the MSR,
the phase term is given by

Φaz (fa) = φ2 (fa, fn) + φ3 (fa, fn) + φ4 (fa, fn) (19)

where φ2(fa, fn), φ3(fa, fn), and φ4(fa, fn) are shown in
Appendix A.

TABLE I
IMAGING PROCESSING TIME OF THREE METHODS

TABLE II
SIMULATION PARAMETERS

Observing (19), the compensation accuracy of φ2(fa, fn) di-
rectly affects the azimuth focus, and the compensation accuracy
of φ3(fa, fn) and φ4(fa, fn) is related to the side lobes of the
focused image. In order to obtain a well-focused SAR image,
these three spatial variant terms must be quantitatively analyzed
before imaging processing to clarify their spatial variant char-
acteristics. The spatial variant phase error of (19) is⎧⎨

⎩
Δφ2 = |φ2 (fa, fn)− φ2 (fa, 0) |fa=Ba/2

Δφ3 = |φ3 (fa, fn)− φ3 (fa, 0) |fa=Ba/2

Δφ4 = |φ4 (fa, fn)− φ4 (fa, 0) |fa=Ba/2

(20)

where Ba is the Doppler bandwidth, Δφ2, Δφ3, and Δφ4

are the spatial variant phase errors of φ2(fa, fn), φ3(fa, fn),
and φ3(fa, fn), respectively. Fig. 6 shows the spatial variant
characteristics of phase error using the parameters in Table II.
In SAR imaging processing, π/4 rad is often selected as the
phase threshold. From the simulation results, the phase error
caused by the spatial variation of φ2(fa, fn) and φ3(fa, fn)
is much larger than π/4 rad, and the phase error caused by
the spatial variation of φ3(fa, fn) is much smaller than π/4
rad. Therefore, the spatial variant phase error of φ2(fa, fn) and
φ3(fa, fn) cannot be ignored, and the spatial variant phase error
ofφ4(fa, fn) is too small to affect the imaging quality, which can
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Fig. 7. Diagrams for the equalization of dependent Doppler coefficient. (a) The phase curves of three targets in the time domain. (b) The phase curves of three
targets in the time domain and the FNCS operation. (c) The phase curves of the three targets with the same curvature in the time domain and the uniform deramp
processing.

usually be ignored. After the nonspatial variant azimuth higher
order phase is compensated and converted to the azimuth time
domain, the echo signal becomes

S4(t̂, ta) = sin c
(
Br

(
t̂−Rbf0

))
wa (ta)

� exp
(
−j2π

fc
c
K1ta−j2π

fc
c
K2t

2
a−j2π

fc
c
K3t

3
a

)
.

(21)

2) Illustration of Modified FNCS: As previously analyzed, in
the BiSAR spotlight mode imaging processing [43], the support
regions of each point in the scene are overlapped in the time
domain, but they are apart from each other in the frequency
domain, which provided a theoretical basic for FNCS to perform
in the frequency domain. Fig. 7 shows the Doppler parameters
equalization process. Assuming that three different targets are
located in the same range cell after range processing, the projec-
tions of their phase curves in the time domain are overlapped
and have different curvatures because of the dependence of
Doppler parameters. The curvatures of the phase curve of the
three targets are K1

2 , K0
2 , and K2

2 with abs(K1
2 ) < abs(K0

2 ) <
abs(K2

2 ), as shown in Fig. 7(a). After the FFT on the variable
ta, the projection of the phase curve of different targets on the
frequency axis is separated in the frequency domain. Therefore,
we can introduce a higher order perturbation function in the
frequency domain, whose function is to equalize the dependent
Doppler parameters so that the curvature of the phase curve
is the same, as shown in Fig. 7(b). Then, after the inverse FFT
processing, the phase curves of the three targets are changed back
to the time domain with the same curvature with the reference
target. We can construct a unified azimuth focusing factor that
is the conjugate of the phase of the reference target to achieve
azimuth focusing processing, as shown in Fig. 7(c).

3) Derivation of Modified FNCS: The azimuth phase is more
sensitive to errors than the envelope, so the range dependence
of the Doppler parameters must be considered. The range de-
pendence of the Doppler parameters is caused by the spatial
variation of the Taylor expansion coefficient of the slant range.
After polynomial fitting of Taylor expansion coefficients, as
shown in (15), the range dependence of the Doppler parameter
is eliminated.

Then we introduce a phase adjustment factor to first weaken
the azimuth variation and provide sufficient coefficients for

subsequent scaling operation. The phase adjustment factor is
given as follows:

HAD (ta) = exp
(
jπAt3a

)
(22)

where A is the undetermined coefficient.
Multiplying (22) and (21) and transform it to the azimuth

frequency domain through FFT, the azimuth phase is

Φak (fa) = −π
1

fdr
(fa − fn)

2 + π
fdk +A

f3
dr

(fa − fn)
3. (23)

Here, we once again emphasize that the azimuth dependence
of the Doppler parameters is caused by the different fdr and fdk
of the target in the same range cell, which makes it impossible
to perform the unified azimuth focusing processing. Usually
fdr and fdk are approximated as a combination of a nonspatial
variation term and a spatial variation term, where the nonspatial
variation term is a constant and the spatial variation term is a
polynomial of the azimuth focusing position fn. So the approxi-
mation accuracy directly affects the compensation accuracy. The
existing methods only approximate fdr to the second order and
fdk to the first order, which is not sufficient in STHM-BFSAR
because the presence of high speed and acceleration will cause
the residual phase error to be greater π/4 rad. Therefore, for
higher compensation accuracy and focusing effect, we approx-
imate fdr and fdk to the second order as follows:{

fdr ≈ fdr0 +Bfn + Cf2
n

fdk ≈ fdk0 + Efn + Ff2
n

(24)

where fdr0 and fdk0 are the Doppler FM rate and azimuth cubic
coefficient of the scene center, respectively, B and C are the
coefficients of first-order and second-order term of fdr with
respect to the azimuth focusing position fn, and E and F are
the coefficients of first-order and second-order terms of fdk with
respect to the azimuth focusing position fn.

Figs. 8 and 9 show different orders approximation of the
azimuth FM rate and azimuth cubic coefficient, and their cor-
responding approximation phase errors, respectively. It can be
found that the second-order approximation matches the original
azimuth FM rate and azimuth cubic coefficient much better than
the first-order approximation, as shown in Figs. 8(a) and 9(a).
Moreover, the second-order approximate phase errors of the
azimuth modulation frequency and the azimuth cubic coefficient
are both less than π/4 rad, compared with their first-order
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Fig. 8. Diagrams for the azimuth FM rate approximation evaluation. (a) Azimuth FM rates for different order approximations. (b) Phase error induced by different
approximated.

Fig. 9. Diagrams for the azimuth cubic coefficient approximation evaluation. (a) Azimuth cubic coefficient for different order approximations. (b) Phase error
induced by different approximated.

approximate phase errors greater than π/4 rad, as shown in
Figs. 8(b) and 9(b). Thus, the second-order approximations of
the azimuth FM rate and azimuth cubic coefficient are precise
enough. However, the existing algorithm only adopts the first-
order approximation of the azimuth cubic coefficient, which will
limit the azimuth focus depth and raise the side lobes of the
focused image due to the existence of the residual phase error.

Then, in order to eliminate the spatial variation of fdr and fdk,
as analyzed previously, we introduce a fifth-order perturbation
function to equalize the Doppler FM rate and the azimuth
cubic phase coefficient in the frequency domain. The fifth-order
perturbation function is

HAS(fa) = exp

(
jπ

5∑
i=3

dif
i
a

)
(25)

where d3, d4, and d5 are the coefficients of the perturbation
function.

Multiplying (23) by (25) and transforming the result into the
time domain, then we have

Φat (ta;Rbf0, fn) = 2πfnta

+ πϕ1 (Rbf0) f
2
nta

+ πϕ2 (Rbf0) fnt
2
a + πϕ3 (Rbf0) f

2
nt

2
a

+ πϕ4 (Rbf0) fnt
3
a + πϕ5 (Rbf0) f

2
nt

3
a

+ πϕ6 (Rbf0, ta) + πϕ7 (Rbf0, fn) .
(26)

Inspecting (26), the first term is the first-order coupling term
between azimuth focusing position and the slow time, which
represents the true azimuth frequency domain focusing position
of the target. The second term represents the linear offset term of
the azimuth position of the target caused by the NCS operation.
The third and fourth terms are the first-order and second-order
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spatial variation of the azimuth FM rate, respectively, which
directly affect the azimuth focusing processing. The fifth and
sixth terms are the first-order and second-order spatial variation
of the cubic phase of the azimuth, respectively, which affect the
side lobes of the focused image. The seventh term is the azimuth
modulation term, which means the unified azimuth focusing
term. The last term is a constant term, which has no effect on
imaging and can be ignored.

In order to eliminate the azimuth variation of Doppler coef-
ficients, these coefficients coupled with the azimuth frequency
focusing position fn should be set to zero, which yields⎧⎪⎪⎨

⎪⎪⎩
ϕ2 (Rbf0) = 0
ϕ3 (Rbf0) = 0
ϕ4 (Rbf0) = 0
ϕ5 (Rbf0) = 0.

(27)

Moreover, the related detailed expression is shown in
Appendix B.

After the coupling between the Doppler coefficient and the az-
imuth focusing position fn is eliminated, the dependent azimuth
FM rate and the azimuth cubic coefficient have been equalized to
be the same as the scene center, so we can construct the azimuth
deramp factor (28), shown at the bottom of this page, to achieve
the unified azimuth focusing processing.

Multiplying (26) with (28) and transforming the result into the
azimuth frequency domain, then the final focused SAR image
can be expressed as

S
(
t̂, ta

)
= sin c

(
Br

(
t̂− Rbf0

c

))

� sin c
(

1

Ba

(
fa − fn − 3

2
d3fdr0f

2
n

))
. (29)

C. Computation Cost

The high efficiency and real-time performance of calculations
are particularly important for high maneuvering platforms. For
engineering applications, this section analyzes the computa-
tional complexity of the algorithm. Suppose the number of
samples in the azimuth and range directions are Na and Nr,
respectively. According to Fig. 5, the proposed algorithm only
contains 2 times range FFT operations, 3 times azimuth FFT
operations, 7 times multiplications, and a second-order KT
operations that is completed by interpolation. The calculation
amount of each azimuth or range FFT is 5NrNalog2(Nr/a),
the calculation amount of multiplications is 6NrNa, and the
calculation amount of interpolation is 2M(M − 1), where M
is the length of the interpolation kernel. Therefore, the total
computational cost is

Ntotal = 10NrNalog2 (Nr) + 15NrNalog2 (Na)

Fig. 10. Comparison of the computational complexity of three methods.

+ 42NrNa + 2 (2M − 1)NrNa. (30)

Assuming that the number of samples in the azimuth di-
rection and the range direction are equal, that is, Nr = Na,
then the computational complexity of the proposed algorithm
is O(N2log2(N)). Consider the BP algorithm with the same
number of samples in the range and azimuth, and its computa-
tional complexity is [44]

NBP = 8NaN
2
r + (5M + 5)NrNalog2 (Nr)

+ [5M log2(M) + 6]NrNa. (31)

Observation (31), the computational complexity of BP algo-
rithm is (N3). Obviously, the computational efficiency of the
proposed algorithm is greatly improved compared with the BP
algorithm. To demonstrate the real-time imaging performance
of the proposed method, we also add the method in [42] as
a comparison, which is a modified range Doppler (MRD) al-
gorithm suitable for imaging of missile-borne high-speed plat-
forms. The computational complexities of these three methods
for different number of samples are simulated and shown in
Fig. 10. We should note that the computational complexity of
the proposed method is slightly higher than that of MRD due
to the consideration of both RCM and the spatial variation
of Doppler parameters. To further demonstrate the real-time
imaging capability of the proposed method, we recorded the
imaging time processed on the TMS320C6678 DSP, as given in
Table I. The number of samples in the azimuth direction and the
range direction are all equal to 2048. It can be seen from Table I
that the imaging processing time of the proposed method is close
to that of MRD. Furthermore, the imaging time of proposed
method and MRD are all less than 500 ms, which is a limitation
for real-time imaging processing of high maneuvering platforms
with the size of 2048×2048. The previous analysis demonstrate

Hderamp (ta) = exp

[
−jπfdr0t

2
a − jπ

(
f9dk0 +A+ d3f

3
dr0

)
t3a − jπ

(
d4f

4
dr0 +

9
2d3 (fdk0 +A) f2

dr0 +
9(fdk0+A)2

4fdr0

)
t4a

−πd5f
5
dr0t

5
a

]
.

(28)
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Fig. 11. Simulation geometry and target distribution. (a) Simulation geometry of STHM-BFSAR. (b) Target distribution.

Fig. 12. Illustration of EKT performance in the proposed algorithm. (a) 2-D spectrum of original data. (b) 2-D spectrum of the echo after EKT operation.

the potential of the proposed method for real-time imaging and
engineering applications.

D. Some Discussion

Compared with the stripmap mode, the Doppler bandwidth
increase sharply in the spotlight mode due to the continuous
illumination of the target scene by the beam. In order to prevent
Doppler ambiguity, the PRF is usually very large, which causes a
large computational load on high-speed maneuvering platform.
Therefore, in order to meet the real-time requirements, the
existence of Doppler ambiguity sometimes has to be allowed.
In the case, it will not only result in the aliasing of the azimuth
signal, but also cause the failure of EKT to correct the range walk
of the targets because of the additional phase. Some effective
methods [26], [45] are used to eliminate the aliasing of the
azimuth spectrum through an azimuth prefiltering processing
without affecting the structure of the imaging algorithm.

IV. SIMULATION RESULTS

To verify the effectiveness and feasibility of the proposed
algorithm, the simulation experiments based on the simulation
parameters in Table II are shown in this section. In addition, in

order to separately demonstrate the performance of the EKT-
based RCMC and FNCS-based Doppler parameter equalization
methods, the simulation is divided into three parts. The simula-
tion selects a 5×5 uniform point array on the ground, the size is
1.5×1.5 km, and the distance between the two points is 375 m,
as shown in Fig. 11(b).

A. Part I

The performance of EKT in the proposed algorithm is shown
in this part. Fig. 12 illustrates the 2-D spectrum of simulated
SAR data before and after EKT and the results after range
compression. We can see that the spectrum before EKT is skewed
due to severe range-azimuth coupling, as shown in Fig. 12(a).
After EKT operation, the data are flattened, which indicates that
the range-azimuth coupling is greatly alleviated, as shown in
Fig. 12(b).

The residual RCM of the simulation points is shown in
Fig. 13. After LRCMC, the scene edge points still have residual
migration compared with the scene center points, as shown in
Fig. 13(a). Fig. 13(b) shows the result of range compression
after KT operation. KT eliminates the residual migration of the
linear component by constructing the transformation factor, so
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Fig. 13. Residual RCM of simulation points. (a) LRCMC. (b) KT. (c) EKT.

Fig. 14. Imaging results of the simulated points. (a) Imaging results before geometric correction. (b) Imaging result after geometric correction.

Fig. 15. Azimuth profiles of three points obtained by the basic method [22]. (a) Azimuth profiles of point P1. (b) Azimuth profiles of point P2. (c) Azimuth
profiles of point P3.

the range compression result is greatly improved compared with
LRCMC. However, the spatial variation of range curvature is
ignored in STHM-BFSAR, the edge point still spans three range
cells. The result of range compression after EKT operation is
shown in Fig. 13(c). Each point target response is focused in
the same range cell, even the energy of the edge point target is
mainly located in one range cell, which provides convenience for
subsequent processing and shows the good performance of EKT.

B. Part II

The performance of the FNCS-based Doppler parameter
equalization is present in this part. Fig. 14 shows the imaging
results of the simulated targets in the scene. All point targets,

including the center point and edge points of the scene, are
well focused by the modified FNCS. But due to EKT and NCS
operations, the target position has an offset along the range
and cross-range direction, which can be easily corrected by
geometric correction methods [23]. The results after geometric
correction for STHM-BFSAR are shown in Fig. 14(b), which can
be used for target recognition and terminal guidance. In order to
further prove the effectiveness of the proposed modified FNCS,
the points marked P1, P2, and P3 in Fig. 14 are extracted for a
comparison experiment to evaluate the focus quality in detail.
Fig. 15 shows the azimuth impulse response profile of three
points processed by the basic method [22]. Since the cross-range
dependence characteristics of the azimuth FM rate and azimuth
cubic coefficient are ignored, except for the scene center point
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Fig. 16. Azimuth profiles of three points obtained by the reference method [37]. (a) Azimuth profiles of point P1. (b) Azimuth profiles of point P2. (c) Azimuth
profiles of point P3.

Fig. 17. Azimuth profiles of three points obtained by the proposed method. (a) Azimuth profiles of point P1. (b) Azimuth profiles of point P2. (c) Azimuth
profiles of point P3.

Fig. 18. Contour plots of three points obtained by the basic method [22]. (a) Contour plot of point P1. (b) Contour plot of point P2. (c) Contour plot of point P3.

Fig. 19. Contour plots of three points obtained by the reference method [37]. (a) Contour plot of point P1. (b) Contour plot of point P2. (c) Contour plot of
point P3.

P2, the other two points have very poor focusing effects, as
shown in Fig. 15(a) and (c). The contour plots of the three points
are also shown in Fig. 18 using the basic method. Compared with
the basic method, the result of the reference method [37] has a
great focus improvement because it takes the second-order spa-
tial variation of the Doppler frequency and the first-order spatial

variation of the azimuth cubic coefficient into consideration, as
shown in Fig. 16. However, there is still a residual phase error
that causes the side-lobes elevation and asymmetry of the edge
point because the first-order approximation of the cubic phase
coefficient of the method is not sufficient, as shown in Fig. 16(a)
and (c). It is obvious that compared with the azimuth impulse
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Fig. 20. Contour plots of three points obtained by the proposed method. (a) Contour plot of point P1. (b) Contour plot of point P2. (c) Contour plot of point P3.

Fig. 21. Imaging results of scene simulation processed by the different methods. (a) Basic method. (b) Reference method. (c) Proposed method. (d) Geometric
correction results of (c).

response profile of point P2, the results of point P1 and point P3
have obvious first side lobes and first zero point elevation and
side lobes asymmetry. The contour plots of the three points are
also shown in Fig. 19 using the reference method, which also
has the problem of not separating the main lobes and side lobes
at the edge points.

In comparison, the azimuth impulse response profile of the
proposed algorithm is shown in Fig. 17. In the proposed method,

since the second-order spatial variation of the azimuth FM rate
and azimuth cubic coefficients are all eliminated, the residual
phase error is smaller so that the azimuth profile of points P1 and
P2 is closer to the center point of the scene P2, and compared with
the reference method, since the second-order spatial variation of
the cubic coefficients of the azimuth related to the side-lobes
is considered, the first side lobes of point P1 and point P3
are significantly reduced, which proves the effectiveness of the
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Fig. 22. Enlarged view of selected area in Fig. 19. (a) Basic method. (b) Reference method. (c) Proposed method. (d) Azimuth profiles of an isolated edge point
obtained by the different method.

TABLE III
MEASURED PARAMETERS OF THE SELECTED POINTS

proposed algorithm. Fig. 20 gives the contour plots of three
points using the proposed method, which demonstrates that the
main lobes and side lobes are well separated with each other
and present an ideal “cross.” In addition, in order to further
evaluate the imaging performance of the proposed algorithm,
we choose peak side-lobe ratio (PSLR) and integrated side-lobe
ratio (ISLR), which are commonly used in the field of SAR
imaging, to calculate the size of the side lobes. The measured
parameters, PSLR and ISLR, of the corresponding targets are
listed in Table III. It can be found that the measurement param-
eters, PSLR and ISLR, of the proposed algorithm are the lowest
due to the consideration of the nonlinear variation of the azimuth
cubic coefficient related to the side lobes, which is nearly the
theoretical values of −13 dB and −10 dB.

C. Part III

In order to further demonstrate the imaging performance of
the proposed method in complex imaging scene, a scene target
is simulated based on the true grayscale values of the benchmark
SAR image. In the simulation, each pixel of the benchmark SAR
image is regarded as a scattering point of the scene target. The
intervals between each scattering point and the size of the image
are 3 m and 1.5×1.5 km, respectively. Fig. 19 shows the results
of scene simulation processed by the different method. The result
of geometric correction for the proposed method is also shown
in Fig. 19(d). It can be seen that the scattering characteristics of
the benchmark SAR images are well displayed by the processing
of the proposed method. Fig. 22 is an enlarged view of the white

dashed area selected in Fig. 21. It is obvious that Fig. 22(a) is
severely defocused, because the spatial variation of the Doppler
parameter is not considered. In contrast, the imaging quality
of the reference algorithm has been improved, but due to the
existence of residual errors, the imaging performance is still
not satisfactory, as shown in Fig. 22(b). The imaging result
processed by the proposed algorithm has the best focusing
performance because the second-order spatial variation of the
azimuth FM rate and azimuth cubic coefficient is considered
simultaneously, as shown in Fig. 22(c). For a more intuitive
comparison, an isolated edge point in the red dashed circle is
selected, and the corresponding azimuth profile via the three
methods is shown in Fig. 22(d). The purple dash-dotted line
is the azimuth profile of the basic method. Since the azimuth
variance of the Doppler parameter is not considered, the main
lobe is widened, and the side lobes are raised and asymmetrical.
As shown by the blue dashed line, the side lobes are reduced pro-
cessed by the reference method, and the resolution is improved,
but PSLR and ISLR are still higher than the theoretical value
due to the lack of azimuth focus depth. Because the proposed
algorithm considers the second-order spatial variation of the
azimuth cubic coefficient in STHM-BFSAR, there are lower side
lobes for the edge points, which indicate a better focusing result.
Therefore, the proposed method has a better scene edge focusing
effect compared with the basic method and reference method.
The theoretical derivation and imaging simulation evaluation all
prove the effectiveness and feasibility of the proposed modified
FNCS algorithm.

V. CONCLUSION

In this article, an imaging method based on EKT and modified
FNCS for STHM-BFSAR data processing is proposed. First,
the echo signal model for STHM-BFSAR is established, and
the characteristics of the echo signal are analyzed in detail.
Second, in order to eliminate the influence of acceleration,
the preprocessing operation was done in the echo. Then, EKT
was introduced to eliminate the spatial variation of RCM for
alleviating the coupling of range and cross range, whose residual
RCM is smaller compared with traditional KT. After range
processing, the NCS is introduced in the frequency domain to
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equalize dependent the Doppler parameters of targets in one
range cell, which can eliminate the second-order spatial variation
of the azimuth FM rate and azimuth cubic coefficient at the same
time and reduce the side lobes of the focused image. Finally,
the simulated results validate the effectiveness of the proposed
method and the correctness of the analysis.

APPENDIX A

Equation (19) is the azimuth frequency domain signal by the
MSR, and the corresponding coefficient expression is

fn = − K1

λ
(32)

φ2 (fa, fn) = − π
1

fdr (Rbf0, fn)
(fa − fn)

2 (33)

φ3 (fa, fn) = π
fdk (Rbf0, fn)

f3
dr(Rbf0, fn)

(fa − fn)
3 (34)

φ4 (fa, fn) = π

(
fdr (Rbf0, fn) fdm (Rbf0, fn)
− 9

4f
2
dk (Rbf0, fn)

)
f5
dr (Rbf0, fn)

(fa − fn)
4.

(35)

APPENDIX B

After applying the NCS, the signal is (27), and the coefficients
of phase are written by

ϕ1 (Rbf0) = 3d3fdr0 (36)

ϕ2 (Rbf0) = B + 3d3f
2
dr0 (37)

ϕ3 (Rbf0) = C + 6d3Bfdr0 +
9

2
d3 (fdk0 +A) + 6d4f

2
dr0

(38)

ϕ4 (Rf0) = E + 3d3Bf2
dr0 + 9d3 (fdk0 +A) fdr0

+ 4d4f
3
dr0 (39)

ϕ5 (Rbf0) = F + d3
(
3B2fdr0 + 3Cf2

dr0

)
+ 12d4Bf2

dr0

+ 18d4 (fdk0 +A) fdr0 + 10d5f
3
dr0

+ 9d3 (Efdr0 +Bfdk0 +AB) (40)

ϕ6 (Rbf0) = πfdr0t
2
a + π

(
fdk0 +A+ d3f

3
dr0

)
t3a

+ π

[
d4f

4
dr0 +

9
2d3 (fdk0 +A) f2

dr0

+ 9(fdk0+A)2

4fdr0

]
t4a

+ πd5f
5
dr0t

5
a. (41)

Then, the analytic solution of the (28) is shown as

d3 = − B

3f2
dr0

(42)

d4 =
E − 2Cfdr0 + 3B2

8f3
dr0

(43)

A = −2
(
C + 6d3Bf

dr0
+ 9

2d3fdk0 + 6d4f
2
dr0

)
9d3

(44)

d5 =

−

(
F + 12d4Bf2

dr0 + 9d3 (Efdr0 +Bfdk0 +AB)+
d3
(
3B2fdr0 + 3Cf2

dr0

)
+ 18d4 (fdk0 +A) fdr0

)
10f3

dr0

.

(45)
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