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Clustering Point Process Based Network Topology
Structure Constrained Urban Road Extraction From

Remote Sensing Images
You Wu, Quanhua Zhao , Zhaoyu Shen, and Yu Li

Abstract—To extract complicated road network from remote
sensing images on urban scenes, this article presents a clustering
point process (CPP) based network topology structure constrained
road extraction algorithm. Firstly, the CPP is constructed to model
the feature points, such as endpoints, bends, and crossroads in a
road system. Based on that, an initial network topology structure
is constructed by connecting the points with lines. Then, according
to the network structure characteristic and the spectral charac-
teristic of road, a network topology structure constraining model
and a spectral measurement constraining model are constructed,
respectively. By combining the models above, a road extraction
model is built under the framework of Bayes’ theorem. Finally,
to simulate from the road extraction model and extract an opti-
mal road network, a solution strategy, reversible jump Markov
Chain Monte Carlo (RJMCMC) simulation algorithm with related
transfer operations, is designed according to the CPP and net-
work topology structure. Several high-resolution remote sensing
images on urban scenes are tested. According to a buffer evaluation
method, and compared with the comparing algorithms, accuracy
and extraction rate of results from the proposed algorithm are
increased by 10.86% and 8.75% on average, respectively. It is
proved that the proposed algorithm can extract the complicated
road network effectively.

Index Terms—Clustering point process (CPP), feature points,
network topology structure, reversible jump Markov chain Monte
Carlo (RJMCMC), urban road extraction.

I. INTRODUCTION

ROAD is one of the most important infrastructures in urban
systems. Therefore, it is of great significance to obtain

urban road information timely and accurately in urban planning,
traffic management, cartography, etc., [1]–[5]. All the time, re-
mote sensing images are main data source for this purpose, while
extracting urban road information from remote sensing images
has always been an extremely difficult and challenging task,
especially from ones with high spatial resolution. At present,
scholars have proposed some sophisticated algorithms for road
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extraction. In terms of the level of characteristic utilization of
road in images, the existing road extraction algorithms can be
divided into algorithms of using spectral characteristic and al-
gorithms of using both spectral and geometrical characteristics.
The former algorithms, such as binarization [6], [7] and edge
detection [8], [9] mainly rely on spectral information of pixels
covered by roads in images, so they are easily interfered by geo-
metric noises (e.g., cars and tree shadows). The latter algorithms,
such as tracing algorithm [10]–[12] and least square algorithm
[13], [14] are designed mainly by considering the local geometry
(line with length and direction) of roads in images. They can
avoid interference of geometric noises to some extent, but it is
hard for them to extract the complete road networks if roads in
images are crisscross. Interestingly, the point process (PP) based
road extraction algorithm [15]–[17] is designed by combining
the spectral, geometrical and network-structure characteristics
of road, which has made many breakthroughs for extracting
road accurately and completely. In the previous PP-based road
extraction algorithms [18], [19], PP is used to model the location
distribution of road, road segments are modeled by marking PP
with local geometry of road, then a connected network model
is constructed by constraining the relationships between road
segments, and simultaneously a spectral measurement model
of pixels covered by road segments is constructed according
to the spectral characteristic of road. The previous algorithms
can avoid interference of geometric noises greatly and extract
the complete and connected road network, but their simula-
tions are time-consuming and extraction results are not accurate
enough especially at the crossroads. To improve the existing
problems mentioned above, this article modifies the previous
algorithms by changing modeling ways and focusing on the
characteristics of location distribution and network structure of
road.

The contributions of this article are as follows.
1) This article proposes that the endpoints, road bends, and

crossroads in a road system can be considered as feature
points showing the clustering characteristic along the road
in a remote sensing image. Thus, the clustering point
process (CPP) [20] is constructed to model the feature
points.

2) Based on that, an initial network topology structure
is constructed to characterize the network structure of
road. Then, a road extraction model is constructed by
constraining the network topology structure according
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Fig. 1. Main flow of the proposed algorithm.

to the network-structure characteristic and the spectral
characteristic of road.

3) Extremely related transfer operations of reversible jump
Markov chain Monte Carlo (RJMCMC) simulation algo-
rithm are designed to simulate from the road extraction
model effectively.

To illustrate advantages of the proposed algorithm, high-
resolution remote sensing images with complicated urban scenes
are tested. The proposed algorithm is described in Section II.
Section III shows experimental results from different road ex-
traction algorithms and discussions on the extraction results.
Finally, Section IV concludes this article.

II. ALGORITHM

Given a remote sensing image z = {zi (xi, yi): i = 1, …, n},
where i is the index of pixels, n is the number of pixels, (xi, yi)
� D is the lattice coordinate of pixel i, D is the image domain
(without confusion, D is used to denote the set of the lattice
coordinates of all pixels), and zi is the spectral measurement
(vector) of pixel i. From the perspective of the spatial statistics,
z can be regarded as the realization of random field Z = {Zi (xi,
yi): i = 1, …, n} defined on D, where Zi is the random vector
defined on the (xi, yi) and zi is the realization of Zi.

A road system can be regarded as a continuous network
topology structure of which the elements are road segments and
road junctions, such as endpoints, bends, and crossroads. The
junctions can be viewed as a set of feature points showing the
clustering characteristic along the road. The real road network
shows the network structure characteristic (e.g., connectivity
and intersection). Besides, in the remote sensing image, the
spectral homogeneity of pixels in road body and the spectral
heterogeneity of pixels between road body and nonroad body
around are obvious. As shown in in Fig. 1, the CPP model,
network topology structure constraining model and spectral
measurement constraining model can be constructed like the
flowchart to accurately extract the complete road network.

Fig. 2. 13 feature points of road network.

Fig. 3. Clustering region.

A. Clustering Point Process and Initial Network Topology
Structure

As shown in Fig. 2, the feature points, such as the endpoints,
bends, and crossroads represent the key locations of road net-
work and show the clustering characteristic along the road. So,
they can be viewed as a configuration of a CPP. First, let the set
of feature points be V = {(uj, vj): j = 1, …, m}, where j is the
index of feature points, (uj, vj) � D is the location coordinate of
feature point j and m is the number of feature points. Assuming
that the number m satisfies the Poisson distribution with mean
β, where β is evaluated according to complexity and proportion
of road in image

p(m) =
βm

m!
exp(−β). (1)

Besides, as shown in Fig. 2, both the feature points and their
related areas (see the green dotted rectangles) formed by the
feature points are clustered in the road body. Therefore, to model
the clustering characteristic of feature points, clustering regions
are defined as the clustering measurement of CPP. As shown in
Fig. 3, the clustering region Uj of (uj, vj) is constructed by the
rectangle region with length lj = min{||(uj, vj)−(u1, v1)||2, …,
||(uj, vj)−(um, vm)||2} (lj � 0) and width rj = ω0ln(lj), where
||. ||2 is used to calculate the distance between two points, and
ω0 is a constant introduced to avoid the width too small or large.



WU et al.: CPP BASED NETWORK TOPOLOGY STRUCTURE CONSTRAINED URBAN ROAD EXTRACTION FROM REMOTE SENSING IMAGES 2089

Fig. 4. Network topology structure. (a) Connection of three points. (b) An
initial network

The probabilities of points falling into the clustering regions
(or on the edge) should be larger than that of the other points
to enhance the clustering characteristic, so probability density
function (PDF) of the feature point can be given by

p((uj , vj)) =

{
ς1, if (uj , vj) ∈ U
ς2, if (uj , vj) /∈ U

(2)

where ς1 and ς2 are constants closing to 1 and 0, respectively,
and U = {U1 � U2 … � Um}.

Based on the CPP, an initial network topology structure L can
be generated by connecting the points in V with lines (which can
be regarded as the road segments) according to the maximum
and minimum distances. Let the maximum distance and mini-
mum distance is dmax and dmin, respectively. Given two points
(uj, vj) and (uj ′ , vj ′ ), if dmin ≤ ||(uj, vj)−(uj ′ , vj ′ )||2 ≤ dmax,
then they are connected, otherwise not connected. Therefore,
an initial network topology structure is presented as L = {Ljj ′ :
dmin ≤ ||(uj, vj)−(uj ′ , vj ′ )||2 ≤ dmax, j, j′ = 1, …, m, j � j′}, for
example, in Fig. 4, the initial network topology structure is L =
{L12, L23}.

B. Network Topology Structure Constraining Model

Road system in an image shows network topology struc-
ture characteristics, such as the connectivity and intersection
of network, thus, to ensure that L satisfies the characteristics,
the freedom degree of point in V is defined and constrained,
and included angles, distances between lines are calculated and
constrained.

1) Constraining of Freedom Degree: To ensure that L is con-
tinuous at the bends, crossroads, etc., freedom degree ε of point
is introduced and is defined as the number of lines connected by
the point. As shown in Fig. 5, several local road structures, such
as the road ends, straight roads, bending roads, road junctions
with three, four, or more road segments are common in road
system. Road ends can be represented by the points with ε =
1; straight roads and bending roads can be represented by the
points with ε = 2; road junctions with three, four or more road
segments can be represented by the points with ε = 3, 4, ….
These points with different freedom degrees can be constrained
(punished or rewarded) by different energy values according to
the complexity of whole road network.

Fig. 5. Points with different freedom degrees. (a) Road end. (b) Straight and
Bend roads. (c) Junctions with three road segments. (d) Junctions with four road
segments.

In a road system, straight and bending roads are the most
common structures in the whole road system, so the points with
ε= 2 should account for the largest proportion and their energy
values should be small. The proportions of road junctions with
three and four road segments are smaller than the straight and
bending roads, so energy values of the points with ε = 3, 4 are
larger than the points with ε= 2. The proportion of road ends is
usually determined by the test image and is larger than the road
junctions, so energy values of the points with ε = 1 should be
smaller than the points with ε = 3, 4. In this way, PDF of the
freedom degree constraining is given by

p (εj) = exp

⎛
⎜⎜⎜⎜⎜⎜⎝
−

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

τ0, if εj = 0
τ1, if εj = 1
τ2, if εj = 2
τ3, if εj = 3
τ4, if εj = 4
τ5, if εj > 4

⎞
⎟⎟⎟⎟⎟⎟⎠

(3)

where εj represents the freedom degree of point j, and τ0, …, τ5
are energy values which meet τ2 <τ1 ≤ τ3 ≤ τ4 <<τ0 <<τ5.
If road junctions with five road segments appear in the testing
image, τ5 << τ0 and new energy values will be introduced to
constrain the points with ε > 5. The settings of energy values
τ0, …, τ5 are given in Section III.

2) Constraining of Included Angles and Distances: To avoid
sharp angles appearing in L, included angles and distances
between lines are calculated and constrained. Given two lines L
and L′ in L, suppose that their directions are θL and θL ′ , lengths
are lL and lL ′ , and coordinates of midpoints are (uL, vL) and
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Fig. 6. Included angles and distances between lines. Black points are mid-
points of lines.

Fig. 7. Modeling of road body and nonroad body.

(uL ′ , vL ′ ), respectively. Then their included angle and distance
can be calculated by θLL ′ = min{|θL − θL ′ |, π − |θL − θL ′ |}
and dLL ′ = ||(uL, vL)−(uL ′ , vL ′ )||2, respectively. If θLL ′ < θ0 (a
small angle threshold) and dLL ′ ≤ max{lL, lL ′} / 2, the two lines
are adjacent and their included angle is sharp (see L and L′ in
Fig. 6), so this state should be punished by a large energy value.
If θLL ′ ≥ θ0 or dLL ′ >max{lL, lL ′} / 2, this state is accepted (see
Fig. 6), so its energy is 0. In this way, PDF of included angles
and distances constraining can be given by

p (θLL′ , dLL′)

= exp

(
−
{
τ6, if dLL′ ≤ max{lL,lL′ }

2 ∧ θLL′ < θ0

0, if ¬(dLL′ ≤ max{lL,lL′ }
2 ∧ θLL′ < θ0)

)

(4)
where τ6 is a large energy to stop lines forming sharp angles,
“�” and “¬” represent AND and NO operators, respectively.

C. Spectral Measurement Constraining Model

In a remote sensing image, road has the spectral homogene-
ity in road body and the spectral heterogeneity between road
body and nonroad body around. Thus, to constrain the spectral
measurement of L, road body and nonroad body belonging to
L are required to be modeled. As shown in Fig. 7, for any line

L in L, its road body (light gray region) and nonroad body (dark
gray region) are modeled by rectangles with width WL. They
are distributed at both sides of L with distances 0 and WL. WL is
a variable taking in a width interval evaluated according to the
average width of road surface. Since the coordinates of pixels
covered by L are known, the coordinates of pixels covered by
road body and nonroad body can be calculated. For any line
L in L, let BI

L and BO
L be coordinate sets of pixels covered

by the road body and nonroad body, respectively. Then, given
an image Z = {Zi (xi, yi): i = 1, …, n}, the spectral values of
pixels covered by road body and nonroad body can be calculated
according to the mapping from coordinates of pixels to spectral
values of pixels. In this way, the spectral values ZI

L and ZO
L

of pixels covered by road body and nonroad body belonging to
L can be calculated by the mappings ZI

L = Z(BI
L) and ZO

L =
Z(BO

L ), respectively.
To measure the homogeneity of spectral values of pixels

covered by road body belonging to L, suppose that every spec-
tral value in ZI

L satisfies independent and identical Gaussian
distribution

p
(
ZI

L|L
)
=

∏
ZI

L∈ZI
L

p
(
ZI
L|L
)

=
∏

ZI
L∈ZI

L

1√
2πσI

exp

(
− (ZI

L − μI)
2

2(σI)2

)
(5)

where μI and σI are mean and standard deviation of spectral val-
ues of pixels covered by the road body, respectively. Similarly,
suppose that every spectral value in ZO

L satisfies independent
and identical Gaussian distribution

p
(
ZO

L |L
)
=

∏
ZO

L ∈ZO
L

p
(
ZO
L |L)

=
∏

ZO
L ∈ZO

L

1√
2πσO

exp

(
− (ZO

L − μO)
2

2(σO)2

)
(6)

where μO and σO are mean and standard deviation of spectral
values of pixels covered by the nonroad body, respectively. To
measure the heterogeneity of spectral values in ZI

L and ZO
L ,

Kullback–Leibler (K–L) divergence [21], [22], which is an ef-
fective measurement to characterize the difference between two
probability distributions, is used. Its negative value can be used
to define energy function of the heterogeneity. Therefore, the
symmetric form of K–L divergence is used to calculate energy
function of heterogeneity between p(ZI

L|L) and p(ZO
L |L)

E
(
ZI

L,Z
O
L

)
= − p(ZI

L|L) log
p(ZI

L|L)
p(ZO

L |L)

− p(ZO
L |L) log

p(ZO
L |L)

p(ZI
L|L)

. (7)

Its PDF is expressed as p(ZI
L, ZO

L | L) = exp(-E(ZI
L, ZO

L )).
For all lines in L, it is assumed that their PDFs of the homogene-
ity and heterogeneity are independent of each other. Therefore,
the spectral measurement constraining model of L is given by (9)
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p (Z|L) ∝ p
(
ZI

L|L
)
p
(
ZO

L |L
)
p
(
ZI

L,Z
O
L |L

)
=
∏
L∈L

p
(
ZI

L|L
) ∏
L∈L

p
(
ZO

L |L
) ∏
L∈L

p
(
ZI

L,Z
O
L |L

)
.

(8)

D. Road Extraction Model

To sum up, V and m are built to characterize the clustering
characteristic of road, L is built to characterize the network
topology structure of road. Therefore, given an image Z, and
under the framework of Bayes’ theorem [23]–[26], the posterior
PDF for road extraction is given as in (9). The parameter set
{V, m, L} can characterize a configuration which can be sim-
ulated by RJMCMC algorithm effectively. The optimal results
can be obtained according to the maximum a posterior [27], [28]
criterion

p(V ,m,L|Z) ∝ p(V ,m,L,Z) = p(Z|V ,m,L)p(V ,m,L)

= p(Z|L)p(L|V ,m)p(V |m)p(m)

=
∏
L∈L

p
(
ZI

L|L
) ∏
L∈L

p
(
ZO

L |L
) ∏
L∈L

p
(
ZI

L,Z
O
L |L

) m∏
j=1

p(εj)

∏
L,L′∈L,L 	=L′

p (θLL′ , dLL′)
m∏
j=1

p((uj , vj))
βm

m!
exp(−β).

(9)

E. RJMCMC Simulation Algorithm

It can be seen from the road extraction model that extraction
process of optimal road is actually a solution process of pa-
rameter set S = {V, m, L}. When m changes, the corresponding
dimensions of vectors V and L also change. RJMCMC algorithm
[29]–[31] is an effective method which can perform reversible
jumps between configurations with different dimensions. The
configurations are characterized by parameter sets at differ-
ent iterations. The jumps are proposed according to transfer
operations designed in advance to update the configurations
(parameter sets). The basic idea of RJMCMC algorithm is to
calculate acceptance rate of the jumping from a configuration to
another configuration. At (t+1)th iteration, suppose that the cur-
rent configuration characterized by parameter set is S(t) = (V(t),
L(t), m(t)) and the candidate configuration proposed by transfer
operations can be given by S∗ = (S(t),ϕ), whereϕ is a continuous
random vector which is defined to ensure the dimension balance
between S∗ and S(t), i.e., dim(S∗) = dim(S(t)) ± dim(ϕ), where
dim(.) is a function that calculates the dimension of vector. The
acceptance rate of jumping proposed by one transfer operation

is calculated by

α
(
S(t),S∗

)

=min

{
1,

p (Z |S∗ ) p (S∗) q (S∗)
p
(
Z
∣∣S(t)

)
p
(
S(t)

)
q
(
S(t)

)
p (ϕ)

∣∣∣∣∣ ∂ (S∗)
∂
(
S(t), ϕ

)
∣∣∣∣∣
}

(10)

where p(ϕ) is the PDF of random vector ϕ, q(S(t)) is PDF of
transfer operation from S(t) to S∗, q(S∗) is PDF of the reverse
transfer operation from S∗ to S(t), and |�(S∗) / �(S(t), ϕ)| is the
Jacobian [32], [33]. If α ≥ num (a random number uniformly
distributed in [0, 1]), the candidate configuration is accepted,
i.e., S(t+1) = (S(t), ϕ), otherwise rejected, i.e., S(t+1) = S(t).
Noting that if I^t is lower than it, where I � [0.99, 0.9999] and
it is a threshold set according to complexity and sizes of road
scenes and 0 < it < 1), the result obtained is considered to be
optimal. Obviously, designing related transfer operations is key
to obtaining the optimal road effectively. This article designs the
operations birth, death and move of point for changing V(t) and
birth, death and transformations of line for changing L(t).

1) Birth, Death and Move of Point: To ensure that new gener-
ated points can improve the quality of the current network, new
related points can be generated based on the CPP. Randomly
selecting a point (uj(t), vj(t)) in V(t), a new point can be generated
in clustering region Uj

(t). Taking Fig. 8(a) as an example, the
point (u1(t), v1(t)) is selected randomly, its clustering region U1

(t)

with length l1(t) = ||(u1(t), v1(t))−(u2(t), v2(t))||2 and width r1(t) =
ω0ln(l1(t)) can be obtained, then a new point (u∗, v∗) can be
generated in U1

(t). Then, for each point (uj(t), vj(t)) (j = 1, …,
m(t)) in V(t), if distance between points (u∗, v∗) and (uj(t), vj(t))
satisfies dmin ≤ ||(uj, vj)−(u∗, v∗)||2 ≤ dmax, line Lj∗ will be
generated correspondingly [e.g., the new lines L1∗ and L2∗ in
Fig. 8(b)]; otherwise will not be generated.

In this way, suppose that S∗ = {V∗, m(t)+1, L∗}, the cor-
responding acceptance rate is calculated as. (11) shown at the
bottom of this page, where No is the number of points in the
clustering region of the point selected randomly, qVb(S(t)) is
PDF of birth transfer operation of point, qVd(S∗) is PDF of death
transfer operation of point. If αVb(S(t), S∗) ≥ num, the (u∗, v∗)
will be accepted; otherwise will be rejected. Similarly, the death
operation is designed based on the CPP. Randomly selecting a
point (uj(t), vj(t)) in V(t), a point in clustering region Uj

(t) can
be deleted randomly. The corresponding acceptance rate can be
simply represented by αVd(S(t), S∗) = αVb

−1(S∗, S(t)).
The move operation of point is easier than the birth and dearth

operations. Randomly selecting a point (uj(t), vj(t)) in V(t), a
point in clustering region Uj

(t) can be moved randomly. Taking
Fig. 9 as an example, if point (u1(t), v1(t)) is selected randomly,

αV b

(
S(t),S∗

)
= min

{
1,

p (Z |S∗ ) p (S∗) qV d (S
∗)

p
(
Z
∣∣S(t)

)
p
(
S(t)

)
qV b

(
S(t)

)
p (ϕ)

∣∣∣∣ ∂ (S∗)
∂ (S∗, ϕ)

∣∣∣∣
}

= min

{
1,

β

(m(t) + 1)

p(V ∗ ∣∣m(t) + 1)p(L∗ ∣∣V ∗,m(t) + 1)p(Z |L∗ )qV d(S
∗)

Nop(V (t)|m(t))p(L(t)|V (t),m(t))p(Z
∣∣L(t) )qV b(S(t))p(ϕ)

∣∣∣∣∣ ∂ (S∗)
∂
(
S(t), ϕ

)
∣∣∣∣∣
}

(11)
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Fig. 8. Birth operation for changing V(t). (a) New point (black) generated in the clustering region. (b) New lines generated according to dmin ≤ ||(uj,
vj)−(u∗, v∗)||2 ≤ dmax, j = 1, 2.

Fig. 9. Move operation for changing V(t). (a) Point selection. (b) Move of the point.

point (u3(t), v3(t)) randomly selected in clustering region U1
(t) is

moved. In this way, the dimension of new configuration is not
changed, the corresponding acceptance rate is calculated as (12)
shown at the bottom of the next page, where qVm(S(t)) is PDF
of move transfer operation of point, qVm∗(S∗) is PDF of reverse
transfer operation of move.

2). Birth, Death and Transformations of Line: To obtain a
connected L, the operations for changing L(t) are designed.
Randomly selecting a point (uj(t), vj(t)) in V(t) and given a
circle with radius d (a threshold), if one or more points fall
into the circle, then the point (uj′ (t), vj′ (t)) closest to (uj(t), vj(t))

is connected with (uj(t), vj(t)) by a new generated line Ljj′
∗;

otherwise a new line L∗ is generated with length l∗ = d and
direction θ∗ is uniformly selected in [θj-π/Q, θj+π/Q], where
π/Q is a small angle. Taking Fig. 10 as an example, point (u4(t),
v4(t)) in V(t) is selected and circle is given, a point (u2(t), v2(t)) falls
into the circle, then (u4(t), v4(t)) and (u2(t), v2(t)) are connected
by a new line L24

∗ [see Fig. 10(b)]; but, if no point falls into the
circle [see Fig. 10(c)], a new line L∗ with a endpoint (u∗, v∗) is
generated.

In this way, suppose that S∗ = {V∗, m∗, L∗}, the corresponding
acceptance rate is calculated by (13) shown at the bottom of this

αV m

(
S(t),S∗

)
= min

{
1,

p (Z |S∗ ) p (S∗) qV m∗ (S∗)
p
(
Z
∣∣S(t)

)
p
(
S(t)

)
qV m

(
S(t)

)
}

= min

{
1,

p(V ∗ ∣∣m(t) )p(L∗ ∣∣V ∗,m(t) )p(Z |L∗ )qV m∗(S∗)
Nop(V (t)|m(t))p(L(t)|V (t),m(t))p(Z

∣∣L(t) )qV m(S(t))

}
(12)



WU et al.: CPP BASED NETWORK TOPOLOGY STRUCTURE CONSTRAINED URBAN ROAD EXTRACTION FROM REMOTE SENSING IMAGES 2093

Fig. 10. Birth operation of line for changing L(t). (a) Selection of a point. (b) (c) Birth of a new line.

page, where Nb is the number of points within the range of
distance d, qLb(S(t)) is PDF of birth transfer operation of line,
qLd(S∗) is PDF of death transfer operation of line. If αLb(S(t),
S∗) ≥ num, new line is accepted; otherwise rejected. Similarly,
the death operation is designed as the same way. Randomly
selecting a point (uj(t), vj(t)) in V(t), another point within the
range of distance d can be deleted randomly. The corresponding
acceptance rate can be simply represented by αLd(S(t), S∗) =
αLb

−1(S∗, S(t)).
The transformations of line are designed by changing posi-

tion (mobile), length (elastic) and direction (rotary). Randomly
selecting a line Ljj′ in L(t), then its position, length and direction
can be transformed with transformation variables (Δx, Δy), Δl
and Δθ, respectively. Noting that its related points (uj(t), vj(t)),
(uj′ (t), vj′ (t)) and lines connected by (uj(t), vj(t)), (uj′ (t), vj′ (t)) will
also be changed correspondingly. Taking Fig. 11 as an example,
line L23

(t) is transformed to L23
∗ according to position, length

and direction transformations, then the related end points (u2(t),
v2(t)), (u3(t), v3(t)) and lines L12

(t), L34
(t) are also changed to

(u2∗, v2∗), (u3∗, v3∗) and lines L12
∗, L34

∗. The dimension of new
configuration is not changed, their corresponding acceptance
rates can be calculated as (14) shown at the bottom of this page,
where qLT(S(t)) represents PDF of any transformation transfer
operation of line, qLT∗(S∗) is PDF of reverse transfer operation
of the transformation.

III. EXPERIMENTAL RESULTS AND DISCUSSIONS

A. Datasets, Parameter Setting, and Buffer Evaluation Method

Datasets are given in Table I. All images cover urban scenes
with different road network structure characteristic and spectral
characteristic, where WorldView-1 satellite image is with 0.4
m resolution and covers the urban road scene in Addis Ababa,
Ethiopia; Google Earth image is with about 1 m resolution and
covers the urban road scene in the west area of Beijing, China;
Gaofen-2 satellite image is with 0.8 m resolution and covers the
urban road scene in Shenyang, China; Ikonos satellite image is
with 1 m resolution and covers the urban road scene in Deutsches

αLb

(
S(t),S∗

)
= min

{
1,

p (Z |S∗ ) p (S∗) qLd (S
∗)

p
(
Z
∣∣S(t)

)
p
(
S(t)

)
qLb

(
S(t)

)
p (φ)

∣∣∣∣ ∂ (S∗)
∂ (S∗, φ)

∣∣∣∣
}

=

{
min

{
1,

Nbp(L
∗ |V ∗,m∗ )p(Z|L∗)qLd(S

∗)
p(L(t)|V (t),m(t))p(Z|L(t))qLb(S(t))p(φ)

∣∣∣∣∣ ∂ (S∗)
∂
(
S(t), φ

)
∣∣∣∣∣
}

(13)

αLT

(
S(t),S∗

)
= min

{
1,

p (Z |S∗ ) p (S∗) qLT ∗ (S∗)
p
(
Z
∣∣S(t)

)
p
(
S(t)

)
qLT

(
S(t)

)
}

= min

{
1,

p(V ∗ ∣∣m(t) )p(L∗ ∣∣V ∗,m(t) )p(Z |L∗ )qLT ∗(S∗)
p(V (t)|m(t))p(L(t)|V (t),m(t))p(Z

∣∣L(t) )qLT (S(t))

}
(14)
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Fig. 11. Transformations of line for changing L(t). (a) Selection of a line. (b) Position transformation in any direction. (c) Length transformation at one end or
both ends of the line. (d) Direction transformation at midpoint or one end of the line.

TABLE I
OVERVIEW OF THE DATASETS AND INITIAL PARAMETER

TABLE II
HYPERPARAMETER SETTING RULE

Zentrum für Luft-und Raumfahrt zone, German; and QuickBird
satellite image is with 0.61 m resolution and covers the urban
road scene with many large tree shadows. Besides, Table I gives
the sizes of testing images and initial state of each experiment.

In the proposed algorithm, main hyperparameters which are
evaluated according to the experimental experience and infor-
mation of datasets. Table II gives the setting rule of all hyperpa-
rameters in the proposed algorithm.

Besides, to evaluate experimental results quantitatively, the
buffer evaluation method [34] is modeled. The buffer region is
obtained by buffering the standard road network (reference line).
Fig. 12(a) gives an example of buffer model with three layers,
the red grids are pixels covered by reference line, the yellow,
blue and green grids are first layer, second layer and third layer

of buffer region, respectively. Obviously, the reference is 0th
layer of buffer region. Let Ke, e = 0, 1, 2, 3, …, h, be the set of
pixels covered by eth layer of buffer, where e and h are index
and total number of buffer layers, respectively, and KE be the
set of pixels covered by the extracted road network. As shown
in (15) and (16), the percentages between the number of pixels
in different buffers and the total number of pixels in KE are
calculated to evaluate the accuracy and extraction rate

ke =
φ{(x, y) : (x, y) ∈ Ke ∩KE}

φ{(x, y) : (x, y) ∈ KE} (15)

Kh =

h∑
e=0

ke (16)
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Fig. 12. Buffer model. (a) and (b) K0 = red pixels, K1 = yellow pixels, K2 = blue pixels, K3 = green pixels, and KE = brown pixels. (c) Practical example.

Fig. 13. (a) Worldview-1 image. (b) Google Earth image. (a1) and (b1) Reference lines. (a2) and (b2) Initial road networks [(a2): 26 points and 91 lines and (b2):
36 points and 134 lines].. (a3) and (b3) Final road networks [(a3): 66 points and 70 lines and (b3): 84 points and 92 lines]. (a4) and (b4) Separated results.

where φ is the function that computes the number of pixels,
Kh is the cumulative sum of pixel percentages in h layers.
Therefore, K0 = k0 represents accuracy of extraction and Kh

(h > 0) represents extraction rate in the h layers of buffer
region.

B. Results and Discussions

To illustrate the advantages of the proposed algorithm, the
corresponding experimental results are showed and analyzed.
First, Fig. 13 gives two experimental results obtained from the
proposed algorithm. Fig. 13(a) and (b) are testing images from
Worldview-1 satellite (size: 1151 × 1257 pixels) and Google
Earth (size: 2494 × 2303 pixels), respectively. The urban road
scenes in Fig. 13(a) and (b) include clear geometry noise (cars)
and objects (e.g., buildings) whose spectra are similar to road.
Fig. 13(a2) and (b2) shows the feature points and initial networks
of road. The feature points which are selected by users according
to the road ends, bends end crossroads form V(0). The initial

networks which are generated by connecting the feature points
according to the maximum and minimum distances (see Table I)
form L(0) and they almost cover the whole roads in whole
scenes. Simulated from the road extraction model in (9) with
the designed RJMCMC algorithm, the final feature points and
networks are showed in Fig. 13(a3) and (b3). It can be seen
that all the feature points and networks are almost clustered
in the road body rightly. Compared with the reference lines in
Fig. 13(a1) and (b1), it can be seen that the road extraction
results [see Fig. 13(a4) and (b4)] are continuous and smooth
except the extremely unclear road segments. It illustrates that
the proposed algorithm combining the geometry and network
topology structure characteristics of road can avoid the interfer-
ence of geometric noises and similar spectra. Moreover, Table III
gives the evaluation results calculated according to the buffer
evaluation method, the accuracy (K0) and extraction rate (K3)
of extraction results can reach 61.35% and 98.99%, respectively.
Therefore, the proposed algorithm for urban road extraction is
practicable.
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TABLE III
QUANTITATIVE EVALUATION OF BUFFER

Fig. 14. (a) Gaofen-2 image with 2144 × 2226 pixels. (b) Ikonos image with 700 × 700 pixels. (a1) and (b1) Reference lines. (a2) and (b2) Results from the
proposed algorithm [(a3): 66 points and 70 lines and (b3): 84 points and 92 lines].

Second, Fig. 14 shows the road extraction results from more
complex road scenes. The testing images are Fig. 14(a) (size:
2144 × 2226 pixels) from Gaofen-2 satellite and Fig. 14(b)
(size: 700 × 700 pixels) from Ikonos satellite. It can be seen
that the spectral characteristic of road in Fig. 14(a) is weak,
the structure of road in Fig. 14(b) is curved and complex. Al-
though characteristics and sizes of two road scenes are great, the
numbers of feature points (and initial lines) are controlled to be
almost same. From the extraction results Fig. 14(a2) and (b2), it
can be seen that both the extracted road networks are continuous
and complete except the extremely unclear road parts. Moreover,
as shown in Fig. 15, the convergence rates are similar within t
= 9650 iterations. Besides, it can be seen in Table III that the
accuracy and extraction rate of Fig. 14(a2) are up to 54% and
93%, and of Fig. 14(b2) are up to 60% and 98%, respectively.
From Table III, the computation time is not raised when size of
testing image is increased. Overall, it can be illustrated that the

proposed algorithm can extract the road networks from urban
road scenes with different sizes and characteristics effectively.

Finally, Fig. 16 gives the comparing results from the pre-
vious PP-based algorithms and the proposed algorithm. The
testing images are Ikonos image (size: 400 × 400 pixels) and
QuickBird image (size: 1024 × 1024 pixels). Fig. 16(a2) and
(b2) are results from the algorithms proposed by [18] and [19],
respectively. It can be seen in Fig. 16(a2) and (b2) that the results
are not continuous at some crossroads (see the red boxes) or
shaded roads (see the blue boxes). The comparing algorithms
only model the connectivity between road segments and ignore
connectivity between points and road segments. Moreover, the
spectral characteristic of shaded roads is weak, so it is hard for
the comparing algorithms to extract the shaded roads rightly.
Comparatively, the proposed algorithm uses the CPP to model
the feature points in road and define the freedom degree of points
to constrain connectivity between points and road segments.
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Fig. 15. Convergence process. (a) Convergence process of Fig. 14(a2). (b) Convergence process of Fig. 14(b2).

Fig. 16. (a) Ikonos image. (b) Quickbird image. (a1) and (b1) Reference lines. (a2) Result from the algorithm proposed by [18]. (b2) Result from the algorithm
proposed by [19]. (a3) and (b3) Results from the proposed algorithm.

Therefore, as shown in Fig. 16(a3) and (b3), the road extraction
results are more complete and continuous. Besides, Table III
gives the accuracy, extraction rate and simulating time. It verifies
that the proposed algorithm can extract the complex urban roads
more accurately and completely than the PP-based algorithms.
Moreover, the simulating time of PP-based algorithms is much
longer than the proposed algorithm. Overall, it is illustrated that
the proposed algorithm can extract the road system efficiently.

IV. CONCLUSION

This article presents the CPP-based network topology struc-
ture constrained urban road extraction algorithm. The CPP is
used to model the feature points in the road system. Based on
that, an initial network topology structure is constructed. The
road extraction model constructed by constraining the network
topology structure and the spectra of road can form a continu-
ous network quickly. The RJMCMC algorithm with designed

transfer operations, such as birth, death, move of points in
CPP, and birth, death and transformations of lines in network
topology structure can simulate from the road extraction model
effectively. The proposed algorithm can be applied to different
datasets and can effectively extract the continuous road networks
in the complicated urban scenes. Moreover, compared with the
results from the existing road extraction algorithms, it proves
that the proposed algorithm can extract the higher quality road
network from remote sensing images with complex spectral and
structural characteristics. However, what is worth noting is that
the proposed algorithm needs the feature points in advance,
which reduces the full automation of algorithm. Therefore, the
article for selecting the feature points automatically is necessary.
Moreover, to construct an automatic and high-efficient road
extraction algorithm, the top-down methodology designed from
the network structures to geometrical structures and then to pixel
points is worth studying.
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