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Classification of Laser Footprint Based on Random
Forest in Mountainous Area Using GLAS

Full-Waveform Features
Xiangfeng Liu , Xiaodan Liu, Zhenhua Wang , Genghua Huang, and Rong Shu

Abstract—Full-waveform spaceborne laser altimeter can
provide more characteristic parameters of the laser footprint and
rich vertical structure information on the target surface. This
technology has the potential for land-cover classification, especially
in hard-to-reach mountain areas. Classifying the land types based
on the returned waveform can provide a convenient way for the
online classification needs and assess the quality of footprint
used as the ground control point in photogrammetry. This article
presents a random forest (RF) classification using geoscience laser
altimeter system waveform, in the west-central Yunnan Province,
China. First, an improved threshold wavelet is performed to
denoise the waveform, and then Gaussian decomposition is used
to extract the typical characteristic features of footprint. Second,
an RF algorithm is implemented to clarify the footprints into
five types: flat, building, terrace, forest, and mountain. Finally,
quantitative analysis is conducted with producer’s accuracy (PA),
user’s accuracy (UA), overall accuracy (OA), precision, recall rate,
F1-score, and kappa coefficient to compare the performance of
RF with other classifiers, including linear support vector machine
(linear-SVM), radial basis function SVM (RBF-SVM), logistic
regression (LR), K-nearest neighbor (KNN), and naive Bayes
(NB). The results show that all the six methods can accurately
classify the flat land with 100.00% PA and UA. The RF also has
the best performances in other four land types, with PA and
UA of 98.14% and 100.00%, 97.24% and 95.49%, 98.64% and
96.03%, and 94.64% and 100.00%, respectively. The OA, precision,
recall, F1-score, and kappa coefficient for the RF are 97.95%,
97.73%, 98.30%, 97.99%, and 0.9737, respectively; while 83.45%,
82.55%, 82.98%, 81.16%, and 0.7765 for NB, which has the worst
performance. LR performs better than RBF-SVM, linear-SVM,

Manuscript received November 19, 2021; revised January 4, 2022 and January
27, 2022; accepted February 8, 2022. Date of publication February 14, 2022;
date of current version March 23, 2022. This work was supported in part by
the Shanghai Municipal Science and Technology Major Project under Grant
2019SHZDZX01, in part by the Universities of Shanghai Science and Technol-
ogy Commission under Grant 19050502100, and in part by the Shanghai Science
and Technology Innovation Action Plan Program under Grant 18511102202.
(Corresponding authors: Zhenhua Wang; Rong Shu.)

Xiangfeng Liu and Genghua Huang are with the Key Laboratory of Space
Active Opto-Electronics Technology, Chinese Academy of Sciences (CAS),
Shanghai 20083, China, and also with the Shanghai Institute of Technical
Physics CAS, Shanghai 20083, China (e-mail: liuxiangfeng@mail.sitp.ac.cn;
genghuah@mail.sitp.ac.cn).

Xiaodan Liu and Zhenhua Wang are with the College of Information
Technology, Shanghai Ocean University, Shanghai 201306, China (e-mail:
topxdliu@163.com; zh-wang@shou.edu.cn).

Rong Shu is with the Key Laboratory of Space Active Opto-Electronics
Technology, Chinese Academy of Sciences (CAS), Shanghai 20083, China,
with the Shanghai Institute of Technical Physics CAS, Shanghai 20083, China,
and also with the Hangzhou Institute for Advanced Study, UCAS, Hangzhou
310024, China (e-mail: shurong@mail.sitp.ac.cn).

Digital Object Identifier 10.1109/JSTARS.2022.3151332

and KNN. It also observes worse classification accuracy for all
methods when the waveforms are more complex.

Index Terms—Classification, full-waveform, Gaussian
decomposition, laser footprint, random forest (RF), spaceborne
laser altimeter.

I. INTRODUCTION

S PACEBORNE remote sensing has an ability to observe
the Earth almost all the time, thus helping to derive more

information about the land cover at the global scale. This
technology can overcome the disadvantages of traditional field
surveying, such as high costs in the time and labor, many
hard-to-reach areas, and dependence of subjective judgment [1].
One method of remote sensing is passive optical imagery, which
could collect multispectral, hyperspectral, and high-resolution
images. However, these image data can only provide the spectral
or visual information on object’s surface, but not the vertical
structural properties. As a result, it is difficult to separate the
objects with spectrally similar but structurally different [2], for
example, roads and buildings with the same material. Another
remote sensing method is active detecting system, including
radar and laser technologies. For the radar imagery and radar
altimetry, which can penetrate clouds and work in all weather
conditions (rain and snowfall) and both day and night-time, with
penetration through the vegetation canopy and soil, as well as
sensitivity to structure and dielectric properties (liquid vs. frozen
water). However, the radar imagery is affected by polarization
and backscattering, and the acquisition on textural and spatial
features with lower resolution (usually expressed in meters)
[3], [4]. The radar altimetry can provide the vertical structural
properties, but the measurement and pointing accuracy is worse
than the laser (precision with almost twice and increased with
the slope) [5]. For the light detection and ranging (LiDAR), it
can collect the discrete-return or full-waveform laser echo [6]
that directly provide the structural information one object from
return pulse with three-dimensional positional measurements
[7], [8]. The full-waveform LiDAR has the enhanced ability to
capture the time-dependent variation in the echo signal with a
specified sampling, and this helps us extract the finer vertical
distribution of one geographical object; however, the traditional
discrete-return LiDAR only recorded six or fewer echoes along
one object’s vertical profile typically [9]–[12]. Furthermore,
additional features (e.g., metrics in distance) specified by the
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users can also be extracted from the full-waveform. Land cover
classification using data extracted from these remote sensing
methods can be utilized by geographers and ecologists to mon-
itor, assess, and understand the ongoing process that drives
the geographical changes and identify strategies for sustainable
development [1], [13].

For the full-waveform airborne LiDAR, it has been demon-
strated that the waveform backscattered coefficient is useful for
land cover classification [13]. And many classification experi-
ments using full-waveform data have been established [6], [14],
[15]. Mallet et al. [16] took a support vector machine (SVM)
to mark point clouds according to various scenes and levels of
features, and classified building, ground, and vegetation in urban
areas with an average accuracy of about 95%. Höfle et al. [17]
used a decision tree (DT, with ≤72% correctness) and an artifi-
cial neural network (ANN, with ≤95% correctness) by combing
raster data and point cloud to analyze the radiometric waveforms
about urban vegetation. Ma et al. [18] tested a random forest
(RF) classifier with features extracted from the waveforms from
an airborne LiDAR (LiteMapper 5600), including intensity,
distance, full width at half maximum (FWHM), skewness, and
kurtosis; and this classifier achieved an accuracy of 89.73% and
Kappa of 0.8631, and outperformed SVM in differentiating tree,
building, farmland, and ground. However, these methods were
performed on the waveform returned from small laser footprint
avoided more noise.

For the full-waveform spaceborne laser altimeter, the range
from the laser altimeter to the illuminated object, and even more
typical characteristic parameters of the target surface and rich
vertical structure information can be used into the land-cover
classification [19], [20]. For example, the first spaceborne laser
satellite [21], geoscience laser altimeter system (GLAS) carried
on the ice, cloud, and land elevation satellite (ICESat), launched
in January 2003. Besides of the main objective of the GLAS on
polar ice-sheet elevation change, atmospheric profiles of cloud
and aerosol properties, land topography, and vegetation height
[22], [23]. Brenner et al. [19] used features, such as the distance
between laser and nadir surface, the returned laser pulse energy,
and the waveform shape of the GLAS to perform the land-cover
classification. In addition, more research has shown that the de-
rived structure information can be used to distinguish the specific
land types [20]. Many summary metrics parameters extracted
from full-waveform (including number of echoes, total return
energy, waveform begin, peak amplitude, echo width, skewness,
and kurtosis) have been used to represent the characteristics of
the waveforms [1], [11], [16], [21], [24]–[29]. These parameters
provide more comprehensive features for the vertical structure
of illuminated surface and have been successfully applied to
various land types.

In the first period, the vertical structure of the footprint
was used as a comprehensive attribution to improve the clas-
sification accuracy of remote sensing imagery. Ranson et al.
[24] conducted an experiment on forest tree species in Siberia
using GLAS and MODIS data and showed that GLAS profile
information can help understand MODIS land cover categories.
Liu et al. [30] discriminated land types, including cropland,
forest, shrubland, water, and impervious surface, in the laser

footprints with RF and SVM, and showed that incorporating
GLAS waveform features and Landsat spectra could improve
the classification accuracy of footprints and achieved an overall
accuracy (OA) of 91%.

In the late period, some supervised machine learning methods
were adopted for land cover classification just based on the
waveform features. Duong et al. [25] tested an example of
classification with DT in the Netherlands and clarified five
categories (bare land, low vegetation, high vegetation, urban,
and water) with an accuracy of approximately 73%. Molijn
et al. [28] developed a terrain classification on DT with fea-
tures from GLAS waveform (width, kurtosis, reflectivity, and
saturation) to distinguish four land types (snow, ice, rock, and
water) with an OA of 74% in the Dry Valleys of Antarctica
to estimate the changes in large-scale surface properties on
cryosphere. Gong et al. [31] estimated the building height and
density with GLAS data. Li et al. [32], [33] tested a multiclass
SVM to classify the GLAS waveforms cover Beijing area into
five land types (invalid, plain, building, terraces, and mountain)
and achieved an OA of 92.36%. Fayad et al. [34] tested the
principal component analysis and RF regressions on the canopy
height. Zhou et al. [1] developed a curve match method based on
Kolmogorov–Smirnov distance to classify the waveforms from
a relatively level area into three open space categories. Zhao
et al. [35] compared the classification accuracy of DT and the
Gaussian process on the GLAS waveform. However, in the areas
covered with dense forests or heterogeneous vegetation, GLAS
waveforms are more complex and difficult to be consistently
characterized. Generally, the full-waveform can be regarded as
a product of the interaction between laser and illuminated area,
though it is very sensitive to the surface topography due to the
large footprint [36], and this sensitivity becomes more serious in
mountainous areas even with complex vegetation cover. There
are still existing problems for large number of the waveforms
over these areas.

The main objective of this project is to further improve the
classification accuracy in differentiating objects with the fine
vertical structures based on full-waveform, especially for the
mountainous area that is hard to reach. Classifying the land
cover of laser footprint based on the returned full-waveform
can meet the online classification about the laser spot in a
simple and fast way and assess the quality level of laser
footprint used as ground control points in the photogram-
metry. In this article, we propose an RF-based method for
the land cover classification research of GLAS full-waveform
data, in where the west-central Yunnan, a south west province
in China. The general steps are as follows. First, an im-
proved threshold wavelet procedure is performed to denoise
the full-waveform, then Gaussian decomposition method is
performed on the denoised waveform to extract the typical
characteristic parameters of the object surface and rich verti-
cal structure information. Second, some of the typical feature
parameters derived from the decomposition are used to classify
land cover, as well as features such as amount of noise, the
peak interval, and relative time between peaks. Third, an RF
classifier is used to classify the land covers of the mountainous
areas into five types: flat land, building, terrace, forest, and
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mountain. The performances of the RF are compared to other
classifiers (such as SVMs with linear and RBF kernel functions,
logistic regression (LR), K-nearest neighbor (KNN), and naive
Bayes (NB)) using quantitative analysis (producer’s accuracy
(PA), user’s accuracy (UA), OA, precision, recall rate, F1-score,
and kappa coefficient). Finally, results and discussion on this
experiment are analyzed and summarized.

II. STUDY AREA AND DATASETS

ICESat/GLAS can measure global surface elevation and veg-
etation. The ICESat operated at an orbit altitude of 600 km with
an inclination angle of 94°, and the GLAS instrument used two
lasers with green (532 nm) and near-infrared (1064 nm with
pulsewidth of 4 nm) wavelength to obtain the vertical profiles of
returned energy on a full-waveform at a 40 Hz frequency [22],
[37]. From launched in January 2003 to termination in October
2009, it had carried out 19 observation campaigns and collected
about two billion waveforms [38]. There were two reference
orbits programmed in the operation: one was an 8-day repeat
orbit, which acquires the data cover ground calibration sites with
enable frequent repeat during the lifetime of Laser 1; the other
was a 91-day repeat orbit (with about 33 days subcycle), which
provided dense data for scientific usage with Laser 2 and Laser 3
[37]. The direction of laser beam was roughly pointing to nadir
(with an approximate 0.3° bias), forming an elliptical spot on
the target surface. The diameter of spot was about 70 m, and
the spacing of the adjacent spots’ center was about 170 m. The
average horizontal geolocation accuracy of the footprints was
about 3.7 m [20]. There were 15 data products on Level-1 and
Level-2 derived from the waveforms, namely GLA01 to GLA15
[39]. These data have been released on the National Snow and
Ice Data Center.

A. Study Area

The study area is in the west-central region of Yunnan
Province, located in the southwest China, with the longitude
approximately of 22°–27° N and the latitude of 99°–102° E.
The climate belongs to a subtropical monsoon. The average
annual temperature is around 15 °C to 18 °C, and the annual
rainfall is approximately 1300–1400 mm. The terrain of Yunnan
Province is higher in the northwest and lower in the southeast,
showing a gradual downward trend from north to south (Fig. 1). It
belongs to mountainous plateau terrain, and the middle altitude
area accounts for about 87.21% of the total land area of the
province. In terms of terrain types, plain, terrace, hilly, and
mountainous areas approximately account for 4.85%, 1.55%,
4.96%, and 88.64%, respectively.

B. Datasets

In the experiment, the waveform data were collected on
November 11, 2007, March 17, 2008, and December 13, 2008.
GLA01, GLA05, and GLA14 data products were used, where
GLA01 contains the transmitted and received waveforms, and
the returned waveforms were digitized in 1 ns bin interval and
with 544 bins over the land and ice and 200 bins over the oceans

Fig. 1. Study area and eight ICESat/GLAS ground tracks.

and sea ice; GLA05 contains the parameters on the shape of
footprints; and GLA14 contains the geographic location and
elevation of the footprints. The three data products could be
matched by the unique index number and spot number in the
header files. As shown in Fig. 1, there are eight ground tracks,
and the footprints of the sampling point are determined by the
latitude and longitude from GLA14. The experimental dataset
includes 1367 waveforms, among which 639 located in the
ascending orbit and 728 located in the descending orbit. The
data in the red rectangle are missing in natural, as GLAS did not
acquire the echo waveforms in this area, while data in the red
ovals are sparsely sampled, because data were eliminated when
the test requirements were not met.

The high spatial resolution of Google Earth images has been
used as a reliable ground reference in the land cover classification
[1], [40]. To minimize the difference and refine the land types,
available historical images from Google Earth that closest to the
GLAS data time were considered as ground reference. In this
article, nearly 3000 high-resolution images (nearly 1 m with
eye altitude less than 500 m) released in 2011 or 2013 and 2000
middle-resolution images (almost some meters with eye altitude
less than 3000 m) released in 2007 or 2008 were used to compare
the GLAS data in 2007 and 2008. The approximate areas of
laser footprint could be estimated with the ellipses based on
their short and long axes and the orientations of the long axes,
which can be derived from the GLA05 product [29]. The GLAS
footprints then overlaid on the images, and the land types can
be identified with visual interpretation. Additionally, a digital
elevation model (DEM) with 30 m spatial resolution and 1° ×
1° tiles from ASTER GDEM v31 and slope map derived from
DEM are also used to analyze the topography of the footprint.

In addition, the coordinate system of all these geographic
data is converted to WGS84 used by the Google Earth (with an
OA within ±1 m) [41], [42], and then the provincial boundary
between them is analyzed to ensure them matching together.

In the study area, there five typical feature types are focused,
namely, flat, building, terrace, forest, and mountain. Fig. 2 shows
their images, DEMs, slopes, and typical waveforms on the foot-
prints, where the approximate areas are marked with red ellipses

1[Online]. Available: http://reverb.echo.nasa.gov/reverb/

http://reverb.echo.nasa.gov/reverb/
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Fig. 2. Image, DEM, slope, and GLAS waveform about the five typical land types: (a) flat, (b) building, (c) terrace, (d) forest, and (e) mountain.

(from GLA05) together with the latitude and longitude marked
with red crosses (from GLA14). It is difficult to distinguish
the mixing of buildings and vegetation from the vegetation just
with the waveform, thus the types of mixing of buildings and
vegetation are not considered.

Combining the waveform characteristics with the actual
scenes of the feature types, a bare or flat land with the open
surface mostly gives a single-peak waveform, and the pulsewidth
of the return waveform is nearly the same as that of the trans-
mitting pulse. While the wave width of the return waveform
increases with the increase of slope gradient and surface rough-
ness. Artificial objects (building and terrace) and vegetation rep-
resents complex areas with different height levels, and this will
yield overlapping or superimposing Gaussian signals, resulting
multipeak and wide-width waveforms. Additionally, roughness

surface of artificial objects will introduce more noise into the
waveforms. For examples, waveforms over the high vegetation
usually have a wider width for the first echo due to the scattering
from tree crowns, while waveforms over urban area often have a
narrower width for all echoes due to reflectance from the sharp
shape of artificial objects. Terraces are flat terrain with a large
raised area and low relative height, and the central slope is gentle
while the surrounding area is steep. The waveforms on woodland
contain information about multiple trees rather than a single
tree, and the waveform caused by successive height changes
appears to have a high frequency with a larger number of peaks
and a wider pulsewidth compared to the flatland waveform.
The waveforms returned from hilly or mountainous areas have
wider pulsewidth than any other types due to the most complex
vegetation and slope gradient.
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III. METHODS

A. Preprocessing of Full-Waveform

For the ICESat/GLAS, the returned full-waveform is de-
pendent on the transmitted waveform, and can be regarded as
the sum of the reflections on distinctive surfaces within laser
footprints [43]. Generally, the shape of waveforms is primarily
determined by the vertical structures of the dominant land types
within the footprint, thus the features of waveform with a domi-
nant land cover type is helpful to identify the corresponding class
[1]. To accurately extract the waveform features and classify
the land types of footprints, one needs to remove the noise and
decompose the waveform beforehand.

1) Noise Reduction: The full-waveform of the spaceborne
laser altimetry contains more ground feature information, which
can be used as the basic information for the classification of
footprints. However, the recorded waveform is always contam-
inated by various noises, including equipment, environment,
object, and others. The noise could be seriously affecting the
practical application of the GLAS waveform; thus, it is important
to remove the noise first.

Compared to Gaussian filter, wavelet threshold denoising,
including wavelet hard or soft threshold and wavelet improved
threshold [44]–[46], can effectively retain the main character-
istics of the signal. The wavelet coefficients of wavelet hard
threshold denoising are discontinuous at the threshold value,
and this can produce oscillation when reconstructing the signal.
Wavelet soft threshold denoising usually has good continuity,
but there is a constant deviation between wavelet coefficients
after wavelet decomposition and threshold quantization when
the absolute value of the former is greater than the latter, and the
loss of edge signal may lead to too smooth and distortion noise
reduction. Hence, the following improved wavelet threshold
denoising method is adopted:

wn =

⎧⎪⎨
⎪⎩

sgn (w)

[
|w|−aT

e
b

( |w|−T
T

)
]
, |w| ≥ T

0, |w| < T

(1)

where a and b are the adjustment factors and a ∈ [0, 1], b > 0.
The improved wavelet threshold becomes the wavelet hard
threshold when a = 0 and the soft threshold when a =
1 and b = 0. The improved wavelet threshold combines the
benefits of both hard and soft threshold, and the proper selection
of parameters can achieve the best effect of wavelet threshold.

2) Normalization: Considering the influence of measure en-
vironment and instrument itself during the laser pulse transmis-
sion, the returned energy of waveform usually has more varia-
tions. The normalization of waveform data could be conducted
to yield a unified standard, and this further helps to improve
the retrieval accuracy of the data and ensures the reliability
of waveform feature extraction. It is assumed that wave has
only finite real values, normalizing the minimum and maximum
values to ymin and ymax, which is expressed as follows:

y =
(ymax − ymin) (x− xmin)

xmax − xmin
+ ymin (2)

where x is the original values and y is the normalized values.
3) Waveform Decomposition: The returned full-waveform

contains more detailed characteristics in the footprint of illumi-
nated object. Decomposing the full-waveform can obtain typical
characteristic parameters and rich vertical structure information.
At present, the most widely used waveform decomposition
methods include wavelet decomposition [47], Gauss decompo-
sition [9], [48], and deconvolution decomposition [49], [50].
Among them, the wavelet method requires the prespecification
of wavelet basis function, decomposition scale, and threshold
value, and these requirements limit its application; and the de-
convolution method has stricter requirements on noise reduction
and inherits some other certain ill-conditioned problems. The
transmitted pulse of the laser is considered to follow the Gaus-
sian distribution, so does to the returned waveform of complex
object, which is the result of superposition of Gaussian pulses
reflected by multiple single objects [51], it also considered to
follow as the Gaussian distribution. As a result, the complex
returned full-waveform can be decomposed into multiple Gaus-
sian components and represented as follows [1]:

w (t) =
N∑

m=1

wm (t) =
N∑

m=1

Ame
−(t−tm)2

2σ2
m (3)

where w(t) is a denoised and normalized waveform, wm(t) is
the amplitude of individual components at the time of t, N is
the number of Gaussian components, and Am, tm, and σm are
the amplitude, peak position, and pulsewidth of the individual
components, respectively.

In the procedure of Gaussian decomposition, the peak of the
waveform components can be detected by the parity inflection
point method, and then the parameters of waveform features
can be determined, for example pulsewidth, amplitude, peaks’
number, peaks’ position, and so on. For the parity inflection
point method, the first derivative is regarded as peak position and
the amplitude of the peak can be derived from the waveform;
the second derivative is the inflection point position, and the
width of the components can be calculated with the second
derivative and first derivative; the pulsewidth is the closest value
from the inflection point to the peak position; and the peak
value is the maximum value between adjacent odd and even
inflection points. The number of the Gaussian components can
be counted, and generally counts to six Gaussian components
for the complex GLAS full-waveform. When the number of
waveform components decomposed out is larger than 6, the
combination will be conducted according to the principle of
pulsewidth and peak area [20]. More components parameters
can be determined after the nonlinear curve fitting of waveform
can be solved with the Levenberg–Marquardt [7]. The local noise
is calculated with a standard deviation on the first 150 bins of
the raw waveform, and the global noise is meant the local noise
of the entire waveform. Meanwhile, a threshold value of each
waveform can be set as the maximum value of local noise, and
this threshold value can be used to truncate the waveform by
specifying the actual begin and end positions [25]. Therefrom,
the beginning of waveform is the intersection of the horizontal
threshold line with the first rising edge of the waveform, and
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the end of waveform is the last intersection, here regarded as
the beginning and end of waveform. The width of waveform is
the distance between the beginning and the end positions of the
waveform. The peak position is usually taken as the component
location, and the flying time can be used to calculate the range
from laser transmitter to the target [10]. Intensity, which can
be simply expressed in the term of the echo amplitude, is the
combination of emitted energy, distance, atmosphere attenua-
tion, and reflection of illuminated target [52]. FWHM represents
the extension of waveform in the incident direction, and it is
closely related to the geometry and topographic slope of target
[7]. Skewness of returned waveform indicates the degree of
asymmetry of a distribution around its mean value, and kurtosis
of returned measures the relative peakedness and flatness of a
distribution [19]. In brief, the main feature parameters can be
extracted from the Gaussian decomposition algorithm, and can
be used in the next classification to distinguish the typical land
types.

B. Classification Based on Waveform Features

Varieties of nonparametric classifiers have been introduced,
e.g., ANN, DT, and SVM. In this article, the RF classifier is
demonstrated under the complex environments. We also com-
pared its performance with the other classifiers, for example,
linear-SVM and radial basis function SVM (RBF-SVM) [53],
LR [54], KNN [55], and NB [56]. And the quantitative analysis
is also evaluated.

1) Random Forest Classifier: RF is a versatile supervised
machine learning algorithm that combines multiple DTs to reach
a single result [57]. RF uses bagging and feature randomness to
create low correlated DTs. The construction of each DT in the
forest relies on an independent randomly selected training set.
There is no strong dependency between DTs, and multiple DTs
can be generated in parallel. To ensure low correlation among
DTs, only a subset of possible features to instead of all features
will be used to construct the DT split. The RF algorithm has four
main hyperparameters: the number of trees (n_estimators), the
division criteria of nodes (criterions), the leaf node size, and the
number of features sampled. This algorithm also introduces two
random selection methods during construction process: one is
that the training set is randomly selected by bootstrap method;
and the other one is that split features are randomly selected
from the candidate features.

It is usually trained with bagging method to combine multiple
machine learning models to improve the overall performance.
The structure of DT is a tree: each internal node indicates a
test of an attribute, each branch represents a prediction result,
and each leaf node represents a category. When a DT is used to
classify a sample test set, it is necessary to start from the root
node: detect the corresponding features of the test set samples
according to the features represented by nonleaf nodes, select
branches according to the output results, assign the test samples
to its subnodes until completely classified into leaf nodes, and the
category represented by the leaf node will be the classification
result of the test sample.

The RF algorithm is consisted of a set of DTs, and each
tree in the ensemble is comprised of a data sample extracted
from a training set with replacement, as known as bootstrap
sample. For the training samples, half of them is set as test
data, named as out-of-bag sample, and will be sued at later.
Another instance of randomness is then injected through feature
bagging to increase the diversity of the dataset and reduce the
correlation between DTs. The overall prediction depends on
the outcome type: for a regression task, the individual DTs
usually could be averaged; and for the classification task, the
predicted classes are generated by majority voting on the most
frequent categorical variables. Finally, the out-of-bag sample is
used for cross-validation and to estimate the final prediction.
In the DTs, Gini index or information entropy (IE) is usually
used as the selection metric. The information gain (4) can be used
as the feature selection, where IE (5) of the dataset T represents
the purity of these sample data, and the feature that minimizes
the IE of the dataset should be selected as the split feature. If Q
is selected as the split feature the dataset T, as (6)

Gain (Q) = IE (T )− IEQ (T ) (4)

IE (T ) = −
m∑

i = 1

pilog2pi (5)

IEQ (T ) =
k∑

j=1

|Tj |
|T | IE (Tj) (6)

where m is the number of categories contained in the dataset T,
pi is the proportion of samples with category i in the dataset T;
k is the splitting of dataset T into k copies using the split feature
Q, and Tj is the jth copy of the dataset obtained by splitting. It
can be seen from the equation that the closer the proportions of
samples of different categories in the dataset, the greater IE and
larger number of categories.

2) Training and Validation Samples: In the RF procedure, a
training dataset from reference waveforms is needed to create
the model, which is used to predict future outcomes. And the
training and testing samples are usually divided by random
sampling within each category. The extracted waveform features
(including the number of Gaussian components, the waveform
pulsewidth, the amount of noise, the relative time between peaks,
and the beginning and end of waveform) for each sample are
used to classify the land types. And the class labels of samples
are obtained by selecting the main object or an object cluster
based on the geolocation and the high-resolution Google Earth
images that are within approximate areas of the laser footprint
and close to the waveform acquisition time, due to the horizontal
geolocation errors (average with 3.7 m) of the GLAS data [20],
[58]. Meanwhile, the topography is also used to assist in the
analysis. In this article, the RF-based classification is performed
in two phases: 1) the training phase, where the extracted features
and related class labels are used to train a classifier; and 2) the
testing section, where each waveform is assigned to the class
that has the closest similarity with the reference waveform.

As shown in the Fig. 3, the specific process of RF-based
classification generally have the following five steps: 1) use the
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Fig. 3. Training and validation procedures of the random forest.

bootstrap method to extract samples from the replaced training
samples as the training set of the DT, and use the unextracted
samples as the out-of-bag data; 2) repeat the above steps many
times to get the training set and out-of-bag data; 3) use the
obtained multiple training sets to build a DT, for each node of
the DT, randomly extract m features from the feature space as
the candidate feature set; 4) select the optimal feature from the
candidate feature set according to the information gain as the
split feature to generate a DT, the generated multiple DTs form
an RF; and 5) input the test sample into the trained RF model.
Each DT in the RF will vote on the classification result, and the
class with the most votes is the final classification class of the
test sample.

3) Accuracy Assessment: The performances of RF and other
classifiers are assessed and compared with PA, UA, OA, accu-
racy, precision, recall rate, F1-score, and kappa coefficient, and
these indexes are calculated using testing samples in this article
as follows:

a) PA corresponds to error of omission and indicates the
percentage of correctly classified class samples among
the true class in the test set. It indicates the degree of
classification of the reference data for this category, and
expressed as follows:

PA =
aii∑N
i=1 aji

(7)

where N is the number of categories of feature types,aii is
the number of correctly classified samples, and aji is the total
number of samples of class j divided into class i.

b) UA corresponds to error of commission and represents
the percentage between the number of samples correctly
classified in the test set and the total number of samples
in this category in the test set

UA =
aii∑N
i=1 aij

(8)

where aij is the total number of samples of class i divided into
class j.

c) OA refers to the probability that the classification result for
each random sample is consistent with the actual result. It
is calculated as the total number of correctly classified
samples divided by the reference samples, and can be
expressed as

Accuracy =
TP + TN

TP + TN+ FP + FN
. (9)

d) The precision represents the proportion of true positive
samples among those predicted positive samples, and can
be expressed as

Precision =
TP

TP + FP
. (10)

e) The recall represents the proportion of true positive sample
among those actual positive sample, and can be expressed
as

Recall =
TP

TP + FN
. (11)

f) As the accuracy and recall are used as the evaluation
results, the index measurement is prone to saturation.
Therefore, F1-score is used as the evaluation standard,
which can be expressed as

F1− score =
2× Precision× Recall

Precision + Recall
(12)

where TP is the number of positive classes predicted to be
positive classes, TN is the number of negative classes predicted
to be negative classes, FP is the number of negative classes
predicted to be positive classes, and FN is the number of positive
classes predicted to be negative classes.

g) The kappa coefficient is usually used to test the spatial
consistency of image classification. It is an index to mea-
sure the classification accuracy. The higher the kappa
coefficient, the higher the classification accuracy of the
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Fig. 4. Normalization, noise reduction, and decomposition of five typical full-waveforms: (a) flat, (b) building, (c) terrace, (d) forest, and (e) mountain.

model which can express as follows:

kappa =
Accuracy − p1

1− p1
(13)

where

p1 =
a1 × b1 + a2 × b2 + · · ·+ an × bn

n× n
(14)

and a1, a2, · · · , an indicates the number of actual samples of
each type, b1, b2, · · · , bn indicates the number of prediction
samples for each type, and n is the total number of samples.

IV. RESULTS AND DISCUSSION

A. Pretreatments of Full-Waveform

In the experiment, a total of 1367 full-waveforms were se-
lected from GLA01, in this study area, including 269 flat wave-
forms, 217 building waveforms, 213 terrace waveforms, 440
forest waveforms, and 228 mountain waveforms. The original
full-waveform was normalized to make the full-waveform form
different ground object processed and analyzed under a unified
standard. The improved wavelet threshold denoising was first
used to reduce the noise on the normalized full-waveforms. The
threshold parameter was determined by unbiased risk estimation
criterion with the wavelet basis function db4 and the level 3. The
Gaussian decomposition was finally conducted on pretreated
full-waveform into one or up to six Gaussian components.
And then the typical characteristic parameters were extracted
to distinguish different types of footprints.

Fig. 4 shows the pretreatments of GLAS full-waveform, in-
cluding normalization, noise reduction, and decomposition. In

this figure, blue dotted line and black solid line represent the nor-
malized and denoising waveform on the five types. The Gaussian
white noise in the waveform is eliminated and denoised, and the
number and position of the main peaks (marked with the red
circle) in the waveform are retained after the noise reduction. The
full-waveform usually consists of one or more echoes, one echo
may correspond to an individual target or an object cluster too
close to be separated, while multiple echoes usually represent
multiple targets or a target with multiple vertically separable
components in the footprint [6]. The wave component about
echoes represents with green dotted line. Consequently, features
of the full-waveform will be directly related to the land cover
types. Fig. 4(a) shows the waveform over a flat surface, which
displays a single peak with a narrow width nearly the same
as the transmitted pulsewidth, meaning a high concentration of
energy returned almost simultaneously. There will be a spread
in the pulse and a decrease in the amplitude when the surface
slope is greater than 10° [36]. There is no significant influence
on the waveform shape about majority of the flat surfaces, in
this article. Fig. 4(b) shows the waveform over a building area,
which displays an obvious interval between the two relatively
independent wave peaks, and the amplitude of the first peak is
higher than the second one. The waveform is mainly determined
by the combined influence of the height and vertical structure of
building, as well as the percentage of area covered by building in
the footprint. When the building is high enough, the peak interval
of the returned pulse can be distinguished easily from the ground
surface. Fig. 4(c) shows the waveform over some terraces, which
displays multiple peaks close to each other, and the amplitude
of the first peak is higher than others. The height difference
of the terraces is much smaller than that of the buildings and
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Fig. 5. Details of each waveform characteristic parameter in the sample set: (a) number of Gaussian components, (b) waveform pulsewidth, (c) amount of noise,
(d) relative time between peaks, and (e) begin and end of waveform.

the interval between peaks is less obvious. This is because the
terrace terrain is close to a flat or a gently sloping landform
surface. Fig. 4(d) shows the waveform over forest. There are
some specific features about forest waveforms, for example, the
pulsewidth spread due to multireflection echo from vegetation,
the high frequency due to the consecutive height variation, and
greater influence of global noise by the rough surfaces, compared
to the flat. For the large footprint, the waveform over forest
contains more information over the forest canopy and multiple
forest elements than individual trees, and it is derived from the
density, structure, and vegetation phase of tress. Fig. 4(e) shows
the waveform over mountain. It has larger expansion than other
types due to various sloping and roughness on a large scale.
Overall, the last echo waveform decomposed is the ground echo
for all land types; the amplitude of first echo on the building
and terrace is largest in all peaks, compared to those on forest
and mountain, and the waveform noise is relatively larger on the
forest and mountain than that on the building and terrace.

Many characteristic parameters extracted from the Gaussian
components can be used to classify different land covers. To
analyze the intrinsic relationship between these characteristic
parameters and the land types, there 200 samples from each of
the five types were selected and counted in the experiment. Fig. 5
shows the five main features on these land covers analyze with
the 1000 samples, such as the number of Gaussian components,
the pulsewidth of waveform, the global noise, the relative time
between peaks, and the beginning and end of waveform. To
the best of our knowledge, two characteristic parameters on
the global noise and the relative time between peaks are never
used as classification criteria by previous article. The noise

represents the surface roughness of the object and can be used to
discriminate the buildings’ floor, flat with grass, and plain; and
the relative time between peaks indicates the actual distance
between multiple features in the laser footprint.

Fig. 5(a) shows the number of Gaussian components on the
five land types. It is obviously that the flat waveforms have only
one component; nearly all the building waveforms have two
components, and few have three; most terrace waveforms have
two or three components, some have five, and few have six; half
of forest waveforms have five components, some have four, and
the others have three and six; nearly all of mountain waveforms
have six components, and a few have five. Fig. 5(b) shows the
pulsewidth of the waveforms on the five land types. It is clearly
that nearly all flat waveforms have pulsewidth less than 10 ns
with a few between 10 and 20 ns; most of building waveforms
distribute in the range of less than 10, some between 10 and
20 ns, and a few between 20 to 30 ns; while most mountain
waveforms have pulsewidth between 10 and 20 ns. It also
observes the numbers of bin with width 10 to 20 ns and with 20
to 30 ns gradually increases across the five land types. Fig. 5(c)
shows the global noise contained in the waveforms on the five
land types. Mountain, forest, and terrace waveforms have the
highest noise level, followed by the building and flat. And terrace
shows a relatively high noise because it may be overbounded
in vegetation. Fig. 5(d) denotes the relative distance between
the peaks of Gaussian components. Since the flat waveforms
consist of only a single peak, this feature parameter does not
exist and is set to zero in the dataset. The mountain waveforms
have the most varied waveform pulsewidth due to the slope
and ground roughness, so the relative distance between their
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Fig. 6. Classification results of the laser footprints: (a) all samples, (b) flat, (b) building, (d) terrace, (e) forest, and (f) mountain.

peaks is the largest. The relative distance between the peaks
of the building waveform is larger compared to that of the
terrace waveform, which means that the actual distance between
buildings in the actual terrain is larger than the actual distance
between each terrace level. Fig. 5(e) shows the beginning and
end of waveforms on the five land types. Since the flat land is
the farthest from the laser pulse emitter, the transmission time
of the laser pulse is the longest when acquiring the waveform,
resulting the late beginning position. The mountain waveforms
are greatly influenced by the terrain topography and vegetation,
so their begin position is the earliest and end position is the latest;
followed by the forest waveforms, which are influenced by the
change of tree height, and their beginning position is earlier than
the terrace waveforms and the building waveforms; the terrace
waveforms are obtained from the terrace, and their beginning
position is earlier compared with those of the building.

B. Classification and Comparison

Generally, a single Gaussian component is used in this article
to distinguish flat waveforms, and the waveform width of flat
is narrower than other land types. The distance between peaks

is used to distinguish between buildings and terraces, since the
peak relative distance of terrace waveforms is smaller than that of
the buildings. The beginning of waveform is used to distinguish
between buildings and forests, where the wave beginning posi-
tion of forests is usually earlier. The pulsewidth of waveform
is used to distinguish between forests and mountains because
the mountain waveforms are influenced by slope gradient and
surface roughness, and the pulsewidths are wider than other
land types. The amount of noise is used to distinguish between
terraces and forests because the forest waveform contains in-
formation of a variety of trees, and the high frequency of the
waveform caused by continuous height change introduces noise
signal, while the central slope of the terrace is gentle and has
less noise signal.

In the experiment, the scikit-learn, an open-source machine
learning library in Python, is used for the classification based on
waveforms’ feature. Half of the samples were randomly selected
and set as the training set, and the remaining samples were set as
the testing set. The training set is the class labels in the original
sample set corresponding to the test set. In which, there are a total
of 683 feature attributes of waveforms in the training set, and
the waveforms to which the feature attributes belong include
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TABLE I
EVALUATION INDEX OF CLASSIFICATION RESULTS OF EACH CLASSIFIER

135 flats, 111 buildings, 102 terraces, 213 forests, and 122
mountains, respectively; and a total of 684 feature attributes of
waveforms in the test set, and the waveforms to which the feature
attributes belong include 134 flats, 106 buildings, 111 terraces,
227 forests, and 106 mountains, respectively. Fig. 6 shows the
classification results of the training and testing samples on the
five land types. The distribution of land types is generally rea-
sonable, and consistent with the land cover of Yunnan Province.

To perform and evaluate this method on the classification,
there are other methods simultaneously conducted, such as
linear-SVM, RBF-SVM, LR, KNN, and NB. The quantitative
analysis of these methods is conducted with seven terms, as
shown in Table I.

From the perspective of PA and UA on the five land types, all
the six methods can classify the flat land perfectly. For the other
four land types, all the methods do very well on the building and
forest, but performed the worst on terrace with the worst result.
The RF method also performed the best on the other four land
types, with PA and UA of 98.14% and 100.00%, 97.24% and
95.49%, 98.64% and 96.03%, and 94.64% and 100.00% on the
building, terrace, forest, and mountain, respectively. However,
the NB method performed the worst among all the methods
on building, terrace, forest, and mountain, with PA and UA

of 61.27% and 100.00%, 74.67% and 47.74%, 88.88% and
77.53%, and 84.96% and 86.62%, respectively. In the classifi-
cation procedure, there are more misclassifications on building,
terrace, forest, and mountain. The misclassification between
buildings and terraces may be the result of indeterminate thresh-
old of the relative time between peaks; and the misclassification
of forests and mountains is usually observed in the case of dense
forests and sparse mountains, because they share large similari-
ties between the extracted parameters on the begin of the wave-
form and the waveform pulsewidth. In addition, the lower classi-
fication accuracy of buildings and forests is due to the potential
for confounding between the two types or mixing of them. It is
difficult to distinguish forests from those in montane areas, and
this may cause the lowest classification accuracy of mountain.

For the perspective of OA, precision, recall, F1-score, and
kappa coefficient on these methods, the RF classifier has the
best performances on the classification in the all of land cov-
ers, with the OA, precision, recall, F1-score, and kappa of
97.95%, 97.73%, 98.30%, 97.99%, and 0.9739, respectively.
The NB classifier performed the lowest, with the accuracy of
them is 83.45%, 82.55%, 82.98%, 81.16%, and 0.7765, respec-
tively. And then LR classifier performed better than RBF-SVM,
linear-SVM, and KNN, with the accuracy of them is 95.32%,
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95.23%, 95.77%, 95.44%, and 0.9399, respectively. For the hy-
perparameters of RandomForestClassifier in sklearn, the larger
n_estimators in the RF model, the better of the performance,
which was achieved at the expense of higher memory occu-
pied usage and longer training time. In the experiment, when
n_estimators = 10 by default, the classification accuracy rate
was 97.95%; and when it was adjusted to 17, the accuracy
rate reached the highest as 97.99% and the kappa coefficient
was 0.9737. In the classification of flat land and building, the
classification is completely correct. For the testing set on the
terrace waveforms, one was classified as building, and another
one was classified as the forest. For the testing set on the forest
waveforms, four of them were misclassified as mountain. In
the classification of LR, there twenty forest waveforms were
divided into mountain, seven mountain waveforms were cate-
gorized as forest waveforms, and seven terrace waveforms were
mistakenly classified as forest or building. The classification
precision of linear-SVM and RBF-SVM is 90.34% and 93.20%,
and the kappa coefficient is 0.8764 and 0.9117, respectively. The
classification effect of RBF-SVM is slightly better than linear-
SVM because the former performs better in linear nonseparable
scenarios. The KNN classifier performed slightly better than
NB, but the selection of the value is a big problem for KNN
classifier, and this will influence the results. In the experiment of
NB, nearly half of terrace waveforms were classified as building,
about 22.47% of forest waveforms were incorrectly classified,
and about 10.38% of mountain waveforms were classified as
forest. Although RF method performs the best performances on
the classification in the five land types, there is still a certain
dependence on the training samples.

V. CONCLUSION

Full-waveform spaceborne laser altimeter has an ability of
observing the earth almost all the time, helps to derive more
vertical structure information about the land cover at global
scale. And classifying the land cover of laser footprint based on
the returned full-waveform can meet the online classification in a
simple and fast way and assess the quality level of laser footprint
used as the ground control points in photogrammetry. However,
it is very sensitive to surface topography, even with the complex
vegetation in mountainous regions. It is still existing problems
occurring for large number of the waveforms over these areas.

To further improve the classification accuracy based on full-
waveform alone to differentiate objects with fine vertical struc-
tures. In this project, it proposes an improved method based
on RF for the land cover classification research of GLAS full-
waveform data, in where the west-central Yunnan, a south-
west Chinese province. First, an improved threshold wavelet
procedure is performed to denoise the GLAS full-waveform,
then a Gaussian decomposition is used to extract the wave-
forms’ characteristic parameters, such as the number of Gaussian
components, the pulsewidth, the global noise, the relative time
between peaks, and the beginning and end of waveform. Second,
an RF algorithm is conducted and compared with other methods,
such as linear-SVM, RBF-SVM, LR, KNN, and NB. They are
implemented to classify the waveforms on five types: flat land,

building, terrace, forest, and mountain. And the quantitative
analysis of classification accuracy is indicated with PA, UA,
OA, precision, recall rate, F1-score, and kappa coefficient. And
the results show that all the six methods can accurately classify
the flat land, with the PA and UA achieve to 100.00%. The
method of RF has the best performances in other four land
types with the PA and UA of 98.14% and 100.00%, 97.24%
and 95.49%, 98.64% and 96.03%, and 94.64% and 100.00%,
respectively. And the OA, precision, recall, F1-score, and kappa
coefficient for the RF are 97.95%, 97.73%, 98.30%, 97.99%, and
0.9737, respectively, while 83.45%, 82.55%, 82.98%, 81.16%,
and 0.7765 for NB, which has the worst performance. The LR
performed better than RBF-SVM, linear-SVM, and KNN. We
also observe worse classification accuracy for all methods when
the waveforms are more complex.

The classification demonstrates the potential of classifying
the land types within laser footprint based on full-waveform.
It is conducted here an RF algorithm using GLAS waveform
to improve the classification accuracy in differentiating objects
with the fine vertical structures. Our future article will extend
the footprint classification to the Global Ecosystem Dynamics
Investigation laser data and China’s Gaofen-7 laser altimeter.
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