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Semi-Supervised Change Detection in
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Abstract—Change detection (CD) is an important application
of remote sensing, which provides information about land cover
changes on the Earth’s surface. Hyperspectral image (HSI) can
show more spectral information, which greatly improves the abil-
ity of remote sensing to identify change features. The challenge
is how to overcome the scarcity of labeled samples and extract
the change information of high-dimensional spectra in HSI. To
solve the previous problem, a semi-supervised CD with multilayer
cascade screening strategy (MCS4CD) that uses both the spatial
information and active learning is proposed to select highly reliable
unlabeled samples to increase the training sets. The MCS4CD
method can effectively use unlabeled samples to improve accuracy.
Additionally, a subspace CD method based on iterative slow feature
analysis is designed to extract the most temporally invariant compo-
nent from the high-dimensional space. Experimental results on four
hyperspectral datasets show that with a small number of labeled
samples, the proposed method achieves a much better performance
than existing CD methods.

Index Terms—Active learning, change detection, hyperspectral
image (HSI), iterative slow feature analysis (ISFA), semi-supervised
learning.

I. INTRODUCTION

THE surface ecosystem and human social activities are
dynamically developing and evolving [1], [2]. Accurate

acquisition of land surface change information is of great sig-
nificance to better protect the ecological environment, manage
natural resources, study social development, and understand
the relationship and interaction between human activities and
the natural environment [3]–[5]. Change detection (CD) is the
process of determining the change of the land cover state based
on multiple observations at different times. As an advanced
and mature technical means, remote sensing earth observation
can quickly, macroscopically, and dynamically obtain surface
images, which provides important data support for solving the
CD of land cover [38], [40]. Therefore, using multitemporal
or bitemporal remote sensing data to obtain the CD of surface
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features has become one of the most widely used research
fields of remote sensing technology [6], [7]. The purpose of
CD research is to find interesting change information and fil-
ter out irrelevant change information as an interference factor
[8]–[11].

Over the past decades, land-use and land-cover CD tasks
of optical remote sensing imagery has received increasing at-
tention in the supervised, unsupervised, and semi-supervised
algorithms. Supervised learning (SL) relies on prior knowledge
to supply the learning algorithm with labeled class data, un-
supervised learning (UL) classifies data samples based on the
features inherent within the data, and semi-supervised learning
(SSL) uses a combination of both [11]–[13]. The main idea of
SSL is to use the sample distribution information carried by
unlabeled samples to select certain unlabeled samples to join
the labeled training set, so as to improve the classification ac-
curacy. Sufficient evidence demonstrated CD ability to provide
remarkable performances on a wide range of SL tasks when
trained on extensive collections of labeled data. In contrast, the
classifying ability in UL still remains limited, due to missing
label information [34], [35], [39]. However, obtaining such large
labeled training samples requires a considerable amount of re-
sources, time, and effort [14]–[18]. In many practical situations,
the scarcity of labeled training samples is caused by bad weather
areas (such as Gobi, desert, and other unmanned areas), which
limits the adoption and application of many SL learning methods
[19], [20]. In a search for more efficient unlabeled samples to
overcome the need for large labeled datasets, there is a rising
research interest in SSL and its applications to CD to reduce
the amount of labeled data required, by either developing novel
classification algorithms or adopting existing SSL frameworks
[21].

At the same time, various CD methods are used to identify
change information in the literature. There are mainly three
CD feature extraction algorithms of spectral characterization
for classification.

1) Simple algebraic operation: including image differencing,
image ratioing, image regression, and change vector anal-
ysis (CVA) [22], absolute average difference (AAD) [36].

2) Image transformation: including multivariate alteration
detection (MAD) [23], iteratively reweighted MAD (IR-
MAD) [24], differential principal component analysis
(DPCA) [25], and iterative slow feature analysis (ISFA)
[26].
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3) Classification detection method: including post classifica-
tion comparison and compound classification. Among all
these CD algorithms, image transformation methods have
been extensively studied and applied.

The basic idea of image transformation is to project the
original data into the transformed space to better separate the
changed and unchanged pixels.

Slow feature analysis (SFA) is an image transformation CD
algorithm that can extract constant and slowly varying features
from input signals. Wu et al. [26] proposed a new ISFA al-
gorithm to detect the presence of real changes in bitemporal
multispectral datasets. The ISFA algorithm is an extension of
the SFA algorithm. Through the iterative weighting method,
the unchanged pixels can be highlighted, and the influence
of the changed pixels can be suppressed in the calculation,
so as to learn the best projection matrix. The ISFA algorithm
has obtained good experimental results on two groups of real
multispectral datasets. This method has better performance than
other CD methods. Although ISFA methods can make use of
spectral information, they are not suitable for the continuous
high-dimensional spectral features derived from hyperspectral
image (HSI) data. The high dimensionality of HSI data usually
contain redundant information, which reduce the separability
between changed and unchanged areas and increases the amount
of computation [27].

Based on the above analysis of the current hyperspectral CD
problems, it is obvious that we need to explore CD algorithms
by focusing on two main points. First, it is often difficult for
ISFA algorithm to separate the changed and unchanged pix-
els in HSI classification especially with limited small training
samples. This observation has fostered the idea of SSL, which
adds unlabeled samples to the initial training samples, without
significant cost, to improve the capability of the classifier. In this
article, a novel semi-supervised classification algorithm based
on multilayer cascade screening strategy (MCS4CD) is put for-
ward. In the semi-supervised process, the spatial neighborhood
of labeled training samples is combined with active learning
(AL) algorithm to select the most helpful unlabeled samples,
which is used as the pseudo labeled set to retrain the support
vector machine (SVM) classifier. Second, the performance of
ISFA algorithm is degraded due to the band redundancy of HSI.
To solve this problem, we designed a new CD algorithm for
HSI called subspace iterative slow feature analysis (SISFA).
The basic idea is projecting the original HSI into a new feature
subspace to better separate changed and unchanged pixels.

The main contributions of this article are summarized as
follows.

1) The reliability of selected unlabeled samples is increased
with the proposed MCS4CD strategy that utilizes the spa-
tial information and AL algorithm. The MCS4CD strategy
reduces the tedious workload of labeling by introducing
a semi-supervised method, and overcomes the limitations
caused by too few label samples.

2) The MCS4CD strategy takes into account the positive
effect of neighborhood spatial information in the semi-
supervised classification process. We combine spatial
information and traditional SVM algorithm to further

determine the label of unlabeled samples, which plays a
positive role in improving the classification accuracy.

3) The SISFA method is designed for extracting the un-
changed features of bi-temporal HSI data. The original
HSI is projected into the subspace to better separate
changed and unchanged pixels.

The rest of this article is organized as follows. In Section II,
the proposed method is explained in detail, including MCS4CD
strategy and SISFA method. In Section III, the HSI datasets and
experimental assessment indexes are described. In Section IV,
the experimental results are shown and discussed. Finally, Sec-
tion V concludes this article.

II. METHODOLOGY

A. Subspace Iterative Slow Feature Analysis

1) Subspace Analysis for Hyperspectral Imagery: One of the
main problems in hyperspectral CD is the presence of high
dimensionality, which can be an important negative impact in
the data interpretation process [28]. Feature extraction [e.g.,
principal component analysis (PCA)] can be used as a solu-
tion to address this issue, which is achieved by finding a new
set of vectors that represents an observation, while reducing
the dimensionality by transforming the input data to another
low-dimensional space (referred to as subspace) and extracts
informative features in the new domain [29].

2) SISFA Change Detection: Consider two co-registered HSI
data acquired over the same geographical area at two different
times. PCA is implemented on each HSI data, and the HSI
cube are projected into the subspace. This process reduces data
dimensions and views some principal components (PCs) as the
inputs of ISFA algorithm to extract CD feature.

Given a bitemporal subspace spectral vector pair xi =
[xi

1, . . . , x
i
H] and yi = [yi1, . . . , y

i
H], where H represents the

dimension of spectral subspace and i indicates the pixel number
in each band. The two input data are normalized as follows:

x̂i
j =

xi
j − μxj

σxj

and ŷij =
yij − μyj

σyj

(1)

where μxj
and σxj

are the mean and variance for band j of
image x, respectively. SISFA is to minimize the difference in the
unchanged pixels by finding a transformation function, so as to
better highlight the changed regions, which can be formulated
as follows:

min
1

P

P∑
i=1

(Lj(x̂
i)− Lj(ŷ

i))
2
. (2)

Assuming that the transformation function L is linear projec-
tion, the function can be expressed as Lj(x) = wT

j x. And the
following constraints must be satisfied:

s.t.
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(3)
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A total of three constraints are included in formula (3). The
function of constraint 1

2P [
∑P

i=1 Lj(x̂
i) +

∑P
i=1 Lj(ŷ

i)] = 0
is to minimize the degree of spectral change over time,
which is mainly measured by the mean value. Constraint
condition 1

2P [
∑P

i=1 Lj(x̂
i)

2
+
∑P

i=1 Lj(ŷ
i)

2
] = 1 forces

that each transformed feature should contain some
information and avoid the false solution. Constraint
1
2P [
∑P

i=1 Lj(x̂
i)Ll(x̂

i) +
∑P

i=1 Lj(ŷ
i)Ll(ŷ

i)] = 0 means
each feature to be decorrelated and carries different types
of CD information. The constraint (3) is integrated into the
optimization objective (2), and then the new optimization
problem is required

wT
j OAwj

wT
j OBwj

=
wT

j ΣΔwj

wT
j

[
1
2 (Σx +Σy)

]
wj

. (4)

Projection matrix w can be solved by generalized eigenvalue
problem OAw = OBwΛ. Where Λ represents diagonal matrix
of the eigenvalue, the covariance matricesOA andOB are shown
as follows:

OA =
1

P

P∑
i=1

(x̂i − ŷi)(x̂i − ŷi)
T
= ΣΔ (5)

OB =
1

2P

[
P∑
i=1

(x̂i)(x̂i)
T
+

P∑
i=1

(ŷi)(ŷi)
T

]
=

1

2
(Σx +Σy) .

(6)

In slow feature analysis process, the most crucial work is to
find an effective projection vector to extract unchanged infor-
mation. Finally, the difference SISFAj between the projected
features is calculated as follows:

SISFAj = wT
j x̂−wT

j ŷ. (7)

The mean value of SISFAj variables is zero, independent of
each other and obeys the standard normal distribution. There-
fore, it can be considered that the square sum of the SISFA
difference conforms to the χ2 distribution with H degrees of
freedom

T i =

k∑
j=1

(
SISFAi

j

σSISFAj

)2

∈ χ2(H) (8)

where T is the chi-square distance of pixel i, σSISFAj
is the

variance of SISFA, χ2 denotes the chi-square distribution. To
highlight the spectral difference of the slowly varying unchanged
pixels, the intensity of the change is weighted by the chi-square
distance. Finally, the iterative weighted distance Q can be for-
mulated as follows:

Qi = P{T i > t} = P{χ2(H) > t}. (9)

In the next iteration, the mean value and variance for the
bitemporal spectral are updated as follows:

μxj
=

∑P
i=1 Qixi

j∑P
i=1 Qi

and σxj
=

∑P
i=1 Qi(xi

j − μxj
)
2∑P

i=1 Qi
. (10)

The weight is added into the whole calculation process of
SISFA. We calculate the covariance matrices OA and OB with

the weight

OA =
1

P∑
i=1

Qi

P∑
i=1

Qi(x̂i − ŷi)(x̂i − ŷi)
T

(11)

OB =
1

2
P∑
i=1

Qi

[
P∑
i=1

Qi(x̂i)(x̂i)
T
+

P∑
i=1

Qi(ŷi)(ŷi)
T

]
.

(12)

B. Semi-Supervised Classification Based on Multilayer
Cascade Screening Strategy

SSL can use a large number of “cheap” unlabeled data to
improve the classification accuracy on few labeled training
examples. The proposed MCS4CD strategy combines spatial
neighborhood information (SNI) extraction strategy with AL
algorithm to select the most informative unlabeled samples as the
pseudo labeled set to further improve classification performance.
The specific procedures of MCS4CD are shown in Fig. 1.

1) Semi-Supervised Classification Based on Spatial Neigh-
borhood Information: If the label categories of unlabeled sam-
ples are determined only by the primary SVM classification map,
it is difficult to ensure satisfactory accuracy. This is because
the primary classification accuracy is not high, the labels of the
candidate set are misclassified. Therefore, the subsequent SSL
process will be affected by the error labels, resulting in error
accumulation. In this article, MCS4CD strategy is constructed
to help the SVM classifier label the selected unlabeled samples.

Step 1): Circular neighborhood (CN): We empirically find out
that four or eight neighborhood are usually used to obtain
the SNI. It only covers a small area within a fixed radius,
which obviously cannot meet the needs of different sizes. Four
or eight neighborhood windows are too small for searching
useful unlabeled samples. In this article, we adopt a CN
window, which can adjust the search radius d to find the
optimal size (including four- and eight-neighborhood).

Step 2): SNI extraction strategy: “First Law of Geography”
reveals that the attribute values of all objects on the earth are
related to each other, but near values are more correlated than
distant ones. This law gives us an important assumption that
the label category of unlabeled samples should be consistent
with the existing training sample categories in the spatial
neighborhood area. However, in the process of determining
unlabeled samples, the positive effect of SNI on SSL method
is often ignored. Based on the initial classification results (the
SVM classification map is the first sample screening) and
SNI-CN (the second spatial screening), the labels of unlabeled
samples are screened for the third time. The third screening
strategy eliminates the negative effects of low quality and
wrong labels.

2) Selecting the Most Informative Unlabeled Samples Based
on Active Learning: In the SSL process, a large number of
unlabeled data points are selected as the candidate sets. To
further simplify the samples, an AL strategy is used to select the
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Fig. 1. Flowchart of the proposed MCS4CD method (Take the radius d = 0.5 as an example). The entire label screening process is cascaded, and the output of
each step is used as the input of the next step.

most informative unlabeled samples from the candidate sets. AL
aims to carefully choose the samples to be labeled to achieve a
higher accuracy while using as few requests as possible, thereby
minimizing the cost of obtaining labeled data. After the third
screening step, the unlabeled samples with high confidence
or most informative are selected as the final pseudo samples
through AL (the fourth screening).

In this article, breaking ties (BT) query strategy of AL algo-
rithm is used to collect the most informative unlabeled samples.
The decision criterion of BT is as follows:

x̂BT
i = arg min

xi∈xU

{
max
k∈K

p(yi = k|xi)

−
{

max
k∈K\{k+}

p(yi = k|xi)

}}
(13)

p(y = k|xi) =
1

1 + exp(Af(x) +B)
(14)

where k+ = argmaxk∈K p(yi = k|xi) represents the class la-
bel corresponding to the largest posterior probability for sam-
ple xi, and k ∈ K\{k+} represents the interested class labels
excluding k+. p is provided the probabilistic outputs by the
probability model-based SVM.

C. Procedure of the Proposed MCS4CD

To increase the reliability of selected unlabeled samples, an
SSL method that is based on the MCS4CD strategy is adopted.
The detailed strategy is described as follows.

III. EXPERIMENTS

A. Datasets

To demonstrate the effectiveness of the proposed method, we
will display the numerical results on four HSI datasets.

Algorithm: MCS4CD.
Inputs: bi-temporal HSI images
Parameters of the model: spectral dimension of subspace
feature H, radius d of CN, the number of training
samples for each class p.

Output: the CD classification result for DC ∪DL

Steps:
1) Initialize training samples

DL = {(x1, y1), . . . (x1, yl)};
2) Extract changed and unchanged features x ∈ Rs using

the SISFA method;
3) Train SVM probability model to predict the label

ŷ = {ŷi, i = 1, . . . , npre} of unlabeled samples;
4) Select a circle neighborhood which takes the selected

DL as the center and remove redundancy samples
(including background information and repeated
selection of training samples). Retain samples with the
same ŷlabels as spatial neighborhood label. The
extracted candidate samples are denoted as
DU = {(x1, y1), . . . (x1, ynd

)}, i = 1, . . . , nd;
5) Simplify DU to DC by using the AL algorithm. The

DL is expanded with each iteration of BT. Then,
update the labeled sample sets DC+L = {DC ,DL};

6) Concatenate DC and DL, and then test the
classification performance of the final pseudo labeled
samples using the SVM classifier.

1) The Hermiston Dataset: This dataset was collected by
Hyperion sensor over the Hermiston city area (Oregon)
on the years 2004 and 2007. The scene illustrates round
farmland, whose spatial dimensions are 390 × 200 pixels
and includes 242 spectral bands. After data preprocessing,
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Fig. 2. Hermiston Dataset and land-cover ground truth map. (a) Image ac-
quired in 2004. (b) Image acquired in 2007. (c) Ground Truth.

Fig. 3. River Dataset and land-cover ground truth map. (a) Image acquired on
May 3, 2013. (b) Image acquired on December 31, 2013. (c) Ground Truth.

the spectral bands affected by noise and water absorption
(1–7, 58–76, 121–126, 167–180, 222–224, 225–242) are
removed, and the remaining 175 spectral bands are in-
volved in the following experiment. The true color com-
posite image of the Hermiston dataset and its correspond-
ing land-cover CD map are shown in Fig. 2(a)–(c). The
reference ground truth of the CD map contains 2 classes,
which white and black colors indicate the change and
nonchange areas, respectively.

2) The River Dataset: This dataset was collected by Hyperion
sensor on May 3, 2013 and December 31, 2013 in Jiangsu
Province, China. The spatial resolution of this image is 30
m covering spectral bands from 0.4 to 2.5 μm. The image
is consisting of 463 by 241 pixels. Some spectral bands
were removed due to the noise, and the remaining 198
spectral dimensions were used. The main type of change
in this dataset is the reduction of river channel. The true
color composite image and the corresponding land-cover
CD map are shown in Fig. 3.

3) The USA Dataset: This dataset illustrates an irri-
gated agricultural field of Hermiston city in Umatilla
County, Oregon, OR, the USA, which was collected on

Fig. 4. USA Dataset and land-cover ground truth map. (a) Image acquired on
May 1, 2004. (b) Image acquired on May 8, 2007. (c) Ground Truth.

Fig. 5. China Dataset and land-cover ground truth map. (a) Image acquired
on May 3, 2006. (b) Image acquired on April 23, 2007. (c) Ground Truth.

May 1, 2004, and May 8, 2007, respectively. The size of
this dataset is 307 lines by 241 samples, with 154 spectral
bands. The land cover types include soil, irrigated fields,
building, river, cultivated land and grassland. For this
dataset, all changes related to the type of land cover and
river. The true color composite image of the USA dataset
and its corresponding land-cover CD map are shown in
Fig. 4.

4) The China Dataset: This dataset illustrates a farmland
near the city of Yancheng Jiangsu province in China,
which was collected on May 3, 2006, and April 23, 2007,
respectively. The size of this dataset is 420 lines by 140
samples, with 154 spectral bands. This scene is mainly a
combination of soil, road, and agricultural field. For this
dataset, all changes related to the type of land cover and
river. The composite image of the China dataset and its
corresponding CD map are shown in Fig. 5.

B. CD Accuracy Assessment Indexes

In order to evaluate the performance of the CD methods,
the accuracy of the experimental results is evaluated by the
confusion matrix. The related assessment criteria include overall
accuracy (OA), kappa coefficient (Kappa), missing alarm (MA)
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TABLE I
CLASSIFICATION ACCURACY IN RELATION TO DIFFERENT CHANGE DETECTION METHODS FOR THE HERMISTON DATASET

rate, and false alarm (FA) rate. Previous studies have provided
the meanings and calculation method for these assessment in-
dexes [30]–[33].

IV. RESULTS AND DISCUSSION

A. Comparison With Other Change Detection Methods

To verify the effectiveness of the proposed method, we com-
pare MCS4CD with other CD methods under the limited labeled
training samples. In this experiment, the initial number of labeled
samples per class p is fixed. On each HSI dataset, we take p
samples from each class for first training, and the remaining
pixels are used for testing. Comparison methods include CVA
[22], AAD [36], TDI-GC [37], MAD [23], IR-MAD [24], ISFA
[25], and DPCA [26], which employ different techniques to
detect changes, such as simple algebraic operation and image
transformation. The first three algorithms (i.e., CVA, AAD, and
TDI-GC) are unsupervised CD methods, which do not require
prior information of samples. The last four algorithms (i.e.,
MAD, IR-MAD, ISFA, and DPCA) and the proposed SISFA are
designed in a supervised mode, so the ground reference data are
needed in practical application. Supervised method uses labeled
training data to achieve accurate CD results. Therefore, note that
these methods are supervised and require HSI reference samples
to train SVM classifiers.

The proposed MCS4CD is based on the CD feature extraction
algorithm of SISFA followed by a semi-supervised classification
of the difference image using multilayer cascade screening
strategy. In this framework, the binary CD map is obtained in
the semi-supervised classification step, and richer change infor-
mation is captured in the SISFA feature extraction step. In the
case of limited training samples, the SISFA algorithm can show
better performance, so the screening strategy is implemented
based on the SISFA algorithm.

In the experimental setup, in order to verify the effectiveness
of each step of the proposed method, we conducted an ablation
study. ISFA without spectral subspace constraint, DPCA without
slow feature extraction, and SISFA without cascade screening
strategy were compared with our proposed method. Moreover,
MCS4CD algorithm was implemented by using the SISFA algo-
rithm and cascade screening strategy. The comparison results of
Hermiston, River, USA, and China datasets are shown in Tables
I–IV and Figs. 6 –9, respectively. The bold values indicate the
best performance among the methods in each case. Take the
average of ten independent operation results.

For the Hermiston dataset, we report the results of the
proposed two methods and the comparison methods in Ta-
ble I. About 20 samples were selected for each class labeled

training samples. For the proposed MCS4CD algorithm, we
added 100 samples, which constitute the unlabeled set, to update
the pseudo labeled set. MCS4CD is the same as other algorithms,
and the number of initial training sample labels is 20. Statistical
analysis shows that the OA and Kappa for the MCS4CD improve
by 9.67% and 0.2912 compared with ISFA method, by 4.41%
and 0.1531 compared with the DPCA method. The performance
of SISFA is better than ISFA, and its OA and Kappa are increased
by 5.81% and 0.1551, respectively. The lowest FA (FA=0.0026)
is achieved when using ISFA, and the best results appear in
boldface. As can be observed in Fig. 6, MCS4CD is capable of
building better classification performance that compensates for
the lack of labeled training data. MCS4CD projects the original
data into a new transformed space to better separate the changed
and unchanged pixels.

For the River dataset, the CD accuracy achieved by these
methods are illustrated in Table II. The parameter p was set to
50, because this dataset required a relatively larger number of
training samples. If the parameter p were set as above, the OA of
the MAD method dropped below 15%. Therefore, we selected 50
samples for each class, and then selected 40 unlabeled samples
from DL as the pseudo labeled set. Most of existing CD method
may not work well for the situation of limited samples. The
visual classification results of the River dataset are shown in
Fig. 7.

From Fig. 7(d)–(f), it can be seen that MAD, IR-MAD,
ISFA-based methods are distributed a large number of white
patches. These three algorithms are affected by limited sam-
ples and high dimensionality, which suppresses the separation
between the change and the background. Statistical analysis
shows that the OA and Kappa for the MCS4CD improve by
5.08% and 0.1294 compared with the DPCA method, by 7.14%
and 0.1747 compared with the SISFA method. Although both
DPCA and SISFA are based on dimensionality reduction, their
experimental results are different. The performance of SISFA
is lower than DPCA, and its OA and Kappa are reduced by
2.06% and 0.0453, respectively. The proposed SISFA algorithm
is slightly unsatisfactory in terms of both OA and kappa. This
poor performance is mainly due to the implementation of di-
mensionality reduction, SISFA loses part of the information,
resulting in worse performance than DPCA.

For the USA and China datasets, parameters were set to the
same values in the experiment. The initial labeled samples of
these two datasets selected 100 samples for each class, and then
selected 40 unlabeled samples as the pseudo labeled set. The
classification accuracy of each CD method is listed in Tables III
and IV. Statistics show that the OA and Kappa of MCS4CD
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Fig. 6. Classification results of different change detection methods for the Hermiston dataset. (a) CVA. (b) AAD. (c) TDI-GC. (d) MAD. (e) IR-MAD. (f) ISFA.
(g) DPCA. (h) SISFA. (i) MCS4CD. (j) Ground truth.

TABLE II
CLASSIFICATION ACCURACY IN RELATION TO DIFFERENT CHANGE DETECTION METHODS FOR THE RIVER DATASET

is 13.41% and 0.2969 greater than that of ISFA for the USA
dataset, and 7.39% and 0.1541 greater than that of DPCA for the
China dataset. Figs. 8 and 9 detail the visual comparison of seven
different methods. We can see obviously that Fig. 8(i) is more
accurate than Fig. 8(d)–(f) for the USA dataset, and Fig. 9(g)–(i)
is visually more precise than Fig. 9(a)–(f) for the China dataset,
which indicates that the proposed MCS4CD algorithm is more
accurate. It can be concluded that the proposed MCS4CD are
valid for change and superior to the CD methods, in terms of
small-size training set. Few PCs capture most of the change
information, and use slow feature analysis to further enhance the
change, so that the classifier can identify the change in different
components.

B. Effect of Labeled Training Sample Number

In this section, four real HSI images are used to evaluate the
effect on using different number p of unlabeled samples. In order
to illustrate the performance of the proposed MCS4CD method,
we deliberately set a very small initial training samples, such as
20, 50, or 100 in each class. Correspondingly, the step size of
increasing training samples is set to 20, 50, and 50. For more
intuitive observation, the classification performance of different
algorithms of the four HSI datasets is expressed in the form
of histogram, as shown in Fig. 10. The histogram gives the
OA accuracy obtained by different CD algorithms (including
supervised and the proposed methods) with different p. Since
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Fig. 7. Classification results of different change detection methods for the River dataset. (a) CVA. (b) AAD. (c) TDI-GC. (d) MAD. (e) IR-MAD. (f) ISFA.
(g) DPCA. (h) SISFA. (i) MCS4CD. (j) Ground truth.

Fig. 8. Classification results of different change detection methods for the USA dataset. (a) CVA. (b) AAD. (c) TDI-GC. (d) MAD. (e) IR-MAD. (f) ISFA.
(g) DPCA. (h) SISFA. (i) MCS4CD. (j) Ground truth.
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Fig. 9. Classification results of different change detection methods for the China dataset. (a) CVA. (b) AAD. (c) TDI-GC. (d) MAD. (e) IR-MAD. (f) ISFA.
(g) DPCA. (h) SISFA. (i) MCS4CD. (j) Ground truth.

TABLE III
CLASSIFICATION ACCURACY IN RELATION TO DIFFERENT CHANGE DETECTION METHODS FOR THE USA DATASET

TABLE IV
CLASSIFICATION ACCURACY IN RELATION TO DIFFERENT CHANGE DETECTION METHODS FOR THE CHINA DATASET
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Fig. 10. Classification accuracy in relation to different number of labeled training samples. (a) Hermiston Dataset. (b) River dataset. (c) USA dataset. (d) China
dataset.

unsupervised CD algorithm does not need training samples,
CVA, AAD, and TDI-GC algorithms are not involved in this
experiment.

As shown in Fig. 10, the OA values are increased when using
more labeled samples. It indicates that the number of labeled
samples affects the OA accuracy that the algorithm can achieve.
The more labeled samples used initially, the better the final
result. In addition, it can also be observed that the proposed
MCS4CD algorithm produces consistently higher OA than the
other supervised CD algorithm. For example, at p = 150, the
OA of the proposed MCS4CD algorithm is 13.28% greater than
that of the ISFA for the USA dataset and 4.21% greater than
that of the DPCA for the China dataset. The proposed MCS4CD
method can achieve more competitive results compared to the
other five CD methods with limited labeled samples.

C. Effect of the Spectral Subspace Dimension

Detailed spectral information provided by HSI data present
both challenges and opportunities. The unique characteristics
of high-dimensional data can usually be represented in a lower
dimensional space (i.e., spectral subspace) without losing con-
siderable information about class separability. To analyze the
influence of the number of input dimension on the final accuracy
and determine the parameter H, we set the different dimension
and test their accuracy in this section. Fig. 11 presents the OA
curves of MCS4CD in relation to the parameter H for the four
datasets.

Several observations can be made from Fig. 11.
1) The OA curves rise with the increase of H.
In Table I, the OA of ISFA algorithm can reach 88.17%. For

example, at H = 10, the OA of the proposed SISFA algorithm

is 5.81% greater than that of the ISFA. It reveals that full
dimensionality is worse than subspace in terms of OA accu-
racies. Feature extraction-based dimensionality reduction helps
in data compression, thereby eliminating redundant features and
improving classification accuracy.

2) When dimension H increases, with a constant and limited
number of training samples, a higher OA can be obtained.

After the feature dimension increases to a certain critical
point, continuing to increase will cause the performance of the
classifier to deteriorate. This problem can be explained by the
Hughes phenomenon. In order to achieve better classification
effect, Hughes phenomenon can be effectively avoided in the
experiment. The method we adopt is to select the SVM classifier
with good classification performance for small samples. We can
also increase the features for classification within a certain range
and select a sufficient number of training samples, so that the
number of training samples has a greater ratio to the dimension
of features.

3) According to Fig. 11(b), the OA curve shows an oscillating
trend.

This is because of the introduction of feature extraction
algorithms. The main reason is that PCA is to eliminate the
correlation between variables, and assumes that this correlation
is linear, and it cannot get good results for nonlinear dependence.
Therefore, the solution space will be unstable, which may lead
to the incoherent and fluctuation of OA results.

D. Effect of the Suitable Search Radius D

For the MCS4CD, one of the key questions is how to confirm
the suitable radius d, which influences the CD accuracy and
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Fig. 11. Classification accuracy in relation to different spectral subspace dimension. (a) Hermiston Dataset. (b) River Dataset. (c) USA Dataset. (d) China Dataset.

the numbers of selected unlabeled samples (i.e., pseudo labeled
samples). To analyze the influence of SNI extraction strategy on
the final accuracy and determine the optimal parameter d, we set
the three different radii and test their accuracy in this section.
Fig. 12 shows the OA curves of MCS4CD with respect to the
unlabeled samples and the radius of CN (d) for the four datasets.

Fig. 12(a) shows the result of the Hermiston dataset. The
OA becomes higher with the increase of the number of pseudo
labeled sample, when the initial training samples and search
radius d are fixed. When the number s of pseudo labeled samples
is 0, 20, 40, 60, 80, 100, 120 and the search radius d ranges from
1 to 3, the results corresponding d = 2 or d = 3 are acceptable.
Fig. 12(b)–(d) show the results of the other three datasets,
respectively. The OA are first increased and then decreased with
the increase of the pseudo labeled samples. When the number
of pseudo labeled samples is 0, 20, 40, 60, 80, 100, 120 and the
search radius d ranges from 1 to 3, the results corresponding
d = 2 is the best for the USA dataset. The comparison results
of River and China datasets show that the search radius is the
same, and d is 3.

Examining the four pictures, all the considered radius can
significantly improve the initial supervised classification per-
formances. The classification accuracy can be improved by
the distribution information of unlabeled samples. The greatest
OA accuracy can be obtained at around s = 40. As shown in
Fig. 12(b) and (d), the curves rise as s increases to s = 40 or
s = 60, and afterward, they decrease gradually as s increases.
This is due to the accumulation of errors caused by too many

unlabeled samples in the labeling process. Pseudolabeling is
the process of using labeled data to predict unlabeled data and
label it. First, the model has been trained on a dataset containing
labels, and the model is used to generate pseudo labels for
unlabeled samples. Finally, the original labels and pseudo labels
are combined together for final model training. Therefore, the
training model is easy to be affected by wrong labels, which
makes the misclassification spread. In order to avoid the neg-
ative effect of incorrect labels on classification, an appropri-
ate neighborhood radius and number of unlabeled should be
selected.

E. Change Detection in Complex Background

In order to achieve better experimental accuracy, most of
the currently published CD datasets are developed under the
conditions of good visual conditions, clear pictures, and simple
environment backgrounds. However, in real life scenarios, the
changes of ground objects are often diverse, and the environment
background is more complex. In our experiments, for further
testing the performance of the algorithm in a complex back-
ground, Xiong County dataset is selected as the experimental
object to verify the effectiveness. Compared with the four pub-
lished datasets, the flying height of Xiong County is relatively
low, so the captured scene background is complex and includes
more ground objects, such as buildings, trees, grassland, cars,
and foodstuff in residential areas.
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Fig. 12. Classification accuracy in relation to different radii. (a) Hermiston Dataset. (b) River Dataset. (c) USA Dataset. (d) China Dataset.

Fig. 13. Xiong County dataset and land-cover ground truth map. (a) Image
acquired on October 3, 2017. (b) Image acquired on September 22, 2018.
(c) Ground Truth.

This dataset shows the residential areas of Xiong County,
Xiong’an New Area, China, which were collected on October
3, 2017, and September 22, 2018, respectively. An aerial hyper-
spectral remote sensing image of Xiong County was acquired us-
ing the visible and near infrared imaging spectrometer designed
by Shanghai Institute of Technical Physics, Chinese Academy
of Sciences. The flight height is 2000 m. The spectral range is
400–1000 nm, with 250 bands and a spatial resolution of 0.5 m.
This image size is 300× 300 pixels. Between the two acquisition
dates, some changes related to residents’ lives between the areas
occurred on the ground. The true color composite image of the
Xiong County dataset and its corresponding land-cover CD map
are shown in Fig. 13. In particular, three different kinds of change
can be observed:

1) Changes in building roofing materials (i.e., yellow tile
roof to blue colored steel). Peeling, aging, and fading of
roof paint coating. Changes in roofs related to saturation
problems of the sensor.

2) Seasonal changes in tree and vegetation areas. (i.e., with
the growth of the year, the shape and volume of the tree
crown change, and the branches and leaves gradually
become denser). And the changes that the dense tree crown
visually obscures the buildings below.

3) Changes along daily life of local residents (i.e., residents
dried foodstuff under their houses and cars parked by the
road). To quantitatively analyze this dataset, we obtained
reference change maps based on visual interpretation and
manual delineation.

The CD maps obtained by different methods on the Xiong
County dataset are shown in Fig. 14. Table V lists the classifi-
cation accuracy obtained by nine algorithms. These traditional
unsupervised methods, except for the TDI-GC algorithm, obtain
more obvious structural outline of the building area in the CD
result map. It can be observed that many unchanged regions are
detected as the changed ones in Fig. 14(a)–(c). For the binary
CD tasks, CVA achieves an OA of 79.13%. On the contrary,
the CD maps obtained by the methods under the supervised and
semi-supervised framework have a relatively clear background
in Fig. 14(d)–(i). The OA values of the five supervised methods
are greater than 82.61%. Among them, it is clear that DPCA
obtains the better change detection result, where the values of OA
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Fig. 14. Classification results of different change detection methods for the Xiong County dataset. (a) CVA. (b) AAD. (c) TDI-GC. (d) MAD. (e) IR-MAD.
(f) ISFA. (g) DPCA. (h) SISFA. (i) MCS4CD. (j) Ground truth.

TABLE V
CLASSIFICATION ACCURACY IN RELATION TO DIFFERENT CHANGE DETECTION METHODS FOR THE XIONG COUNTY DATASET

are up to 88.73%. Semi-supervised MCS4CD algorithm achieves
the best result (OA = 89.19%) visually, and unsupervised AAD
algorithm obtains the worst result (OA = 72.88%) with many
undetected regions.

Among these competing methods, the CD results show that
there are many small and fragmented areas in the changed area,
indicating that when the supervised and MCS4CD algorithm
extracts the change information, some changed pixels will be
misclassified as unchanged pixels, and then a large number of
spots appear in the image. SSL algorithms, which consider both
labeled (the number of initial training sample labels is 200) and
unlabeled (unlabeled samples select 500 as the pseudo labeled
set) data, can improve the experimental accuracy. However, in
complex scenes, the improvement of accuracy is limited. The
complexity of surface scene, the diversity of surface feature
types, and imaging conditions significantly affect the accuracy
of CD results. In the process of CD, there are a lot of false
detection and missed detection. The results of traditional al-
gorithms under complex backgrounds are easily affected by
environmental background, resulting in a large amount of spots.
Therefore, using traditional algorithms to detect changes in a
complex background is very challenging. The machine learning
algorithm represented by deep learning essentially adopts the
way of supervised learning, which uses a large number of sample
data to learn the essential characteristics of the target, and then
predicts and discriminates the unknown data accordingly. It can
extract high-level feature changes and suppress speckle noise.

However, the experimental effect of deep learning network
depends on sufficient training samples. If the number of sample
data can meet the requirements of deep learning, we can continue
to study in the field of deep algorithms in the future.

V. CONCLUSION

This study proposed a semi-supervised CD method with slow
feature analysis, including multilayer cascade screening strategy
and data transformation strategy in spectral subspace domain, for
HSI classification with a small number of labeled samples. In the
semi-supervised process, the slow feature extraction in a high-
dimensional space, the use of BT algorithm, and the decision
strategy for the label of unlabeled samples are all key points. On
one hand, we use feature extraction method to reduce too many
spectral bands, which has a negative impact on the expected
CD performance. On the other hand, BT, circular neighbor, and
SVM are combined together to improve the judgment accuracy
of unlabeled samples. Experimental results with four classical
HSI datasets indicate that the proposed MCS4CD approach can
show well performance.

In the future, we will explore the CD method based on
nonlinear transformation and spatial constraint method for HSI
datasets with limited labeled samples.
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