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Abstract—Timely gridded gross domestic product (GDP) data
is a fundamental indicator in many applications. It is critical
to characterize the complex relationship between GDP and its
auxiliary information for accurately estimating gridded GDP.
However, few knowledge is available about the performance of deep
learning approaches for learning this complex relationship. This
article develops a novel convolutional neural network based GDP
downscaling approach (GDPnet) to transform the statistical GDP
data into GDP grids by integrating various geospatial big data. An
existing autoencoder-based downscaling approach (Resautonet) is
employed to compare with GDPnet. The latest county-level GDP
data of China and the multiple geospatial big data are adopted to
generate the 1-km gridded GDP data in 2019. Due to the different
related auxiliary data of each GDP sector, the two downscaling
approaches are first separately built for each GDP sector and then
the results are merged to the gridded total GDP data. Experimental
results show that the two deep learning approaches had good
predictive power with R2 over 0.8, 0.9, and 0.92 for the three sectors
tested by county-level GDP data. Meanwhile, the proposed GDPnet
outperformed the existing Resautonet. The average R2 of GDPnet
was 0.034 higher than that of Resautonet in terms of county-
level GDP test data. Furthermore, GDPnet had higher accuracy
(R2 = 0.739) than Resautonet (R2 = 0.704) assessed by town-level
GDP data. In addition, the proposed GDPnet is faster (about 78%
running time) than the Resautonet. Hence, the proposed approach
provides a valuable option for generating gridded GDP data.

Index Terms—1-km gridded gross domestic product (GDP),
China, deep learning, downscaling, geospatial big data, gross
domestic product (GDP).

I. INTRODUCTION

GROSS domestic product (GDP) is a monetary metric that
measures the market value of all final goods and services
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within a given region during a period of time, often seasonally
and annually [1]–[3]. GDP is the worldwide standard statistical
indicator to measure the economic development condition in a
country or region and it is of great significance to formulate
policies in various aspects for regional development [1], [3].
GDP is an essential indicator of economic activity in assessing
disaster risk, simulating climate change, reducing poverty, and
identifying economic development inequality [4]–[8], most of
which are related to the sustainable development goals published
by the United Nations.

The traditional manner of collecting GDP data is through
statistical tables in administrative units (e.g., province, city, and
county) and they are spatially linked to the boundary of these
administrative units [9]. However, this form of statistical GDP
data only provides a single value of GDP for each irregular ad-
ministrative unit; hence, it cannot represent the spatial variation
of GDP within a unit and it is often difficult to integrate with
gridded environmental variables derived from remote sensing
images [10]–[12]. Thus, transforming the traditional statistical
GDP data into gridded GDP data (also termed as GDP spatial-
ization or GDP downscaling) is an important way to facilitate
the integration of GDP data with other environmental variables
[5], [13]–[17].

GDP downscaling is an ill-posed problem and it usually
requires auxiliary data to reduce its uncertainty to enhance the
accuracy of estimating gridded GDP data from the traditional
statistical GDP data [14], [16]. Elvidge et al. [14] first found the
strong correlation between GDP and night-time lights (NTL).
Since then, NTL dataset has been one of the most widely
used auxiliary variables in GDP downscaling. The Defense
Meteorological Satellite Program’s Operational Linescan Sys-
tem (DMSP/OLS) dataset is the first type of NTL data for
GDP downscaling. For instance, Doll et al. [13] employed
the DMSP/OLS data to produce the global gridded purchasing
power parity GDP map at the spatial resolution of 1° and
Sutton and Costanza [5] used it to generate the global grid-
ded GDP map at a finer spatial resolution of 1-km. Recently,
the visible infrared imaging radiometer suite (VIIRS) NTL
data has proved its better performance than DMSP/OLS data
in GDP downscaling because of its higher spatial resolution
(i.e., 500 m) [18], [19]. Although NTL data has been widely
applied to GDP downscaling, its shortcomings are obvious. For
example, NTL data cannot be a proxy for the primary sector of
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GDP (e.g., agricultural activities) and only NTL data is hard to
differentiate the secondary sector (e.g., industry activities) and
the tertiary sector (service activities) of GDP [15], [16].

To handle the limitation of the only usage of NTL data,
a large number of geospatial big data (e.g., land use/cover,
road network, points of interest (POI), footprint of buildings,
and human distribution data) have been adopted to combine
with NTL data for GDP downscaling [15], [16], [18]–[22]. To
deal with the absence of agricultural distribution by NTL data
[20], [21], the land use/cover was integrated with NTL data
to delineate the agricultural and nonagricultural distributions
for estimating global 1-km GDP grids in 2015 by Wang et al.
[19] and national gridded GDP data [15], [23]. The road net-
work density was adopted by Murakami and Yamagata [22]
to represent the industry activities and it was combined with
land cover as auxiliary variables to downscale the national-level
GDP to generate global GDP grids at the spatial resolution of
0.5° in 1980, 1990, 2000, and 2010. Recently, Chen et al. [16]
applied different auxiliary data to model the relationship with
each GDP sector and it has demonstrated that the combined
usage of various auxiliary variables can effectively represent
the distribution of different GDP sectors in generating the 1-km
gridded GDP image for China in 2010.

Over the past few decades, a variety of methods have been
applied to downscale the statistical GDP data. In the beginning,
the simple linear regression was used to investigate the rela-
tionship between GDP and NTL data [5], [13]. Subsequently,
several nonlinear algorithms were developed to characterize
the nonlinear relationship between GDP and auxiliary variables
[15], [23], [24]. Zhao et al. [24] found the nonlinear method (i.e.,
quadratic polynomial regression) outperformed a linear method
and it obtained a high determinate coefficient (R2 = 0.92) in
South China. Recently, ensemble approaches (e.g., random for-
est regression) have been applied to GDP downscaling and they
have achieved better performance than simple linear or nonlinear
regression algorithms [16], [18], [19], [22]. Liang et al. [18]
demonstrated random forest regression performed better than
multivariate linear regression and it achieved the determinate
coefficient (R2 = 0.77) in Ningbo city of China. Chen et al. [16]
used random forest regression to estimate the gridded GDP map
in 2010 for China and the determinate coefficient ranges from
0.7 to 0.95. However, the performance of the traditional machine
learning algorithms is limited to handle geospatial big data [25].

With the development of deep learning techniques, several
studies have reported that deep learning approaches outper-
formed some traditional machine learning algorithms (e.g.,
XGBoost [26]) in a series of geoscience applications [27]–
[29]. Because deep learning models take multiple layers to
learn representations of data with multiple levels of abstrac-
tion to better learn the complex relationships, including lin-
ear and nonlinear relationships, than the traditional machine
learning algorithms [25]. For downscaling geoscience variables,
the autoencoder (AE) deep neural networks and convolutional
neural networks (CNN) are the two typical and widely used
deep learning techniques [30]. Li et al. [27] developed an AE
algorithm, AE-based residual deep network (Resautonet), to
downscale the aerosol optical depth observations from moderate

Fig. 1. Flowchart of GDP downscaling using deep learning.

resolution imaging spectroradiometer (MODIS). Although the
Resautonet has proved its strength to regress and downscale
the aerosol optical depth, its feasibility for downscaling other
geoscience variables (e.g., GDP) is unknown. Meanwhile, CNN
has been successfully applied to downscaling spatially 2-D data
(e.g., remote sensing images) and it is seldom applied to down-
scaling spatially 1-D data, such as statistical GDP data [30], [31].
Compared with the traditional fully connected neurons between
adjacent layers in AE networks, CNN is much easier to train and
generalize much better than the fully connected networks as it
uses the shared weights in a convolutional layer [25]. Until now,
few knowledge is available for the performance of deep learning
techniques in generating gridded GDP data. In addition, existing
gridded GDP datasets for China are out of date and they cannot
meet the timely requirement of several applications in China as
it has a very fast economic growth speed [16], [20].

To fill the above-mentioned research gaps, we first develop a
novel GDP downscaling approach using 1-D CNN and residual
connection (GDPnet). Then, both the proposed GDPnet and the
existing Resautonet are employed to generate the gridded GDP
data of China using the multiple geospatial big data and the
latest county-level statistical GDP data from the 2020 yearbook.
Finally, the accuracy of gridded GDP maps is evaluated for the
two deep learning approaches.

The rest of this article is organized as follows. Section II
describes the methodology. Section III and Section IV show
the experimental results and discussion, respectively. Finally,
Section V concludes this article.

II. METHODOLOGY

The flowchart of GDP downscaling is shown in Fig. 1, and
there are five main steps as follows.

1) Collecting and preprocessing GDP data and covariates,
including VIIRS NTL, POI, land cover, digital elevation
model (DEM), OpenStreetMap, Tencent user position-
ing data, and centroid of girds. The county-level and
town-level GDP data, including the annual primary sector
of GDP (GDP1), the annual secondary sector of GDP
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(GDP2), the annual tertiary sector of GDP (GDP3), and the
sum of the three sectors (i.e., total GDP), were spatially
linked to the corresponding administrative boundaries and
their coordinate system was transformed to the Albers
equal-area conic projection. For GDP1, it mainly includes
the economic activities of farming, forestry, livestock, and
fishery [15]. The manufacturing of goods and construction
in the economy often belongs to GDP2, while the service
economic activities are related to GDP3 [15]. The spatial
distribution of the three sectors is different and their re-
lated covariates are different as well. Thus, it is needed
to separately process each sector [15], [16]. The 1-km
gridded covariates were preprocessed and reprojected to
the Albers equal-area conic coordinate system as well.
Additionally, town-level total GDP data was collected for
accuracy assessment purpose.

2) Building deep learning models: We build a 1-D CNN-
based GDP downscaling approach with residual connec-
tion (GDPnet) and fine tune the existing Resautonet for
the GDP downscaling.

3) Training deep learning models: Because each GDP sector
has different related covariates [15], [16], different combi-
nations of covariates were prepared for each sector in train-
ing the two approaches. With the county-level covariates
and the logarithm of the GDP density for each sector as
inputs, the two approaches were separately implemented
on each sector of GDP; hence, six models will be trained.

4) Predicting gridded GDP density using trained deep learn-
ing models: Taking 1-km gridded covariates as inputs,
each trained GDP downscaling model was applied to
predict the 1-km gridded density of each GDP sector.
To ensure the coherency between the statistical GDP and
the sum of GDP density grids within each county, the
correction was implemented on the predicted gridded GDP
densities to yield the gridded GDP data of each sector
and the corrected gridded GDP data of three sectors were
summed to the total gridded GDP data for each approach.

5) Assessing the accuracy of gridded GDP data: The town-
level GDP data was adopted to assess the accuracy of grid-
ded GDP data by comparing the statistical town-level GDP
data from the yearbook and the corresponding town-level
GDP data aggregated from the estimated gridded GDP
data.

A. Preparing GDP and Auxiliary Data

The county-level GDP density for each sector was calculated
by dividing the value of GDP in a county by the area of the
corresponding county and the logarithm of each GDP sector
density was adopted as the dependent variable in training the
GDP downscaling models. Then, county-level covariates were
aggregated by the Zonal Statistics tool in ArcGIS 10.6 from the
1-km gridded covariates to spatially align with the county-level
GDP data and they were used as independent variables (i.e.,
auxiliary data) in training.

B. Deep Learning Models

The Resautonet, proposed by Li et al. [27], took advantage of
AE deep neural network and residual connection to model the
regression relationship between station-level PM2.5 and other
related covariates (e.g., aerosol optical depth). Resautonet is a
mirrored structure with encoding and decoding layers. Resau-
tonet contains input layer, three encoding layers, one central
layer, three decoding layers, and output layer. The neural nodes
of the input layer depend on the specific data and the output layer
could be one or more nodes. The neural nodes of three encoding
layers are 128, 64, and 32, respectively. The central layer has 16
nodes. The neural nodes of three decoding layers are 32, 64, and
128, respectively. The residual connection was implemented on
two symmetrical encoding and decoding layers with the same
nodes.

To take advantage of CNN, we developed the GDPnet using
CNN and residual connection to model the regression relation-
ship between GDP and its covariates. GDPnet employed the 1-D
CNN to deal with the spatially 1-D GDP data. The architecture of
GDPnet consists of input layer, encoding CNN layers, central
CNN layer, decoding CNN layers, fully connected layer, and
output layer, as shown in Fig. 2. Inspired by Resautonet, both
encoding and decoding parts used three CNN layers. The three
encoding CNN layers, respectively, used 128, 64, and 32 filters,
whereas the three decoding CNN layers, respectively, employed
32, 64, and 128 filters. The number of filters in the central CNN
layer is set to 16. To avoid the vanishing/exploding gradients
problem [31], [32], the residual connects were also taken to
any two symmetrical CNN layers with the same filters in the
encoding and decoding parts of GDPnet. After the decoding
part, a fully connected layer was adopted. The output layer was
used to yield the prediction of GDP. The batch normalization
and the rectified linear activation (ReLU) operations were per-
formed after each hidden layer. The linear activation function
was employed for the output layer. In addition, the kernel size
of filters in CNN layers is set to an empirical value of seven.

C. Training

According to the designed GDPnet and existing Resautonet,
the county-level covariates and the logarithm of GDP density
were adopted to train the two approaches and we chose the loss
function of mean square error for training as the following:

L (θw,b) = argmin

{
1

N

N∑
i = 1

∣∣Yi − fθw,b
(Xi)

∣∣2} (1)

where θw,b is the model parameters of weight w and bias b to
be optimized for model f , Yi is the logarithm of county-level
GDP density for county i, fθw,b

(Xi) is the estimated logarithm
of GDP density using the covariates Xi for county i, and N is
the batch size.

In training, the adaptive moment estimation (Adam) was used
to optimize the model. The batch size and the number of epochs
were set to 100 and 500, respectively. For each sector, the GDP
data was randomly split into two parts: 20% of counties for test
and the rest for training and validation.
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Fig. 2. Architecture of GDPnet.

D. Prediction

After the training of Resautonet and GDPnet for each sector
of GDP, the 1-km gridded GDP density of each sector can be
estimated by

gk (j) = efθw,b
(xj) (2)

where fθw,b
(xj) is the estimated logarithm of GDP density for

grid j, xj is the covariates for grid j, and k ∈ {1, 2, 3} is the
index of GDP sector.

To maintain the GDP coherency within each county, the
gridded GDP density of each sector was corrected by multiplying
the ratio between the actual GDP and the sum of predicted GDP
grids within a county as

GDPk (j) = gk (j)
GDPk (i)∑
j∈i gk (j)

(3)

where GDPk(i) is the actual GDP within county i for sector k.
The total GDP for grid j can be calculated by

GDP (j) =
3∑

k=1

GDPk (j) . (4)

E. Accuracy Assessment Metrics

To evaluate the performance of the proposed GDPnet and
the existing Resautonet in predicting gridded GDP data, the
actual town-level GDP data was adopted to compare with the
corresponding town-level GDP data aggregated from the es-
timated 1-km gridded GDP data. Three metrics of the mean
absolute error (MAE), the root-mean-square error (RMSE), and
the coefficient of determination (R2) were measured for each
1-km gridded GDP data of each approach. Their formulas are
expressed as

MAE =
1

M

M∑
i = 1

∣∣∣GDP(i)− ˜GDP(i)
∣∣∣ (5)

RMSE =

√√√√ 1

M

M∑
i=1

(
GDP(i)− ˜GDP(i)

)2

(6)

R2 = 1−
∑M

i = 1

(
GDP (i)− ˜GDP(i)

)2

∑M
i = 1

(
GDP(i)−GDP

)2 (7)

where GDP(i) is the actual GDP for town i, ˜GDP(i) is the
estimated GDP for town i, GDP is the mean of actual GDP for
all towns, and M is the number of towns.

III. EXPERIMENTS

A. Study Area and Data

The whole mainland China is selected as the study area. The
economy of mainland China is the second in the world and it
grows fast. Therefore, it is highly desired to generate the timely
gridded GDP maps for its subsequent applications, such as risk
assessment and poverty reduction.

Four types of datasets are used in this study. The first type is
the county-level statistical GDP data from the 2020 yearbook,
and it is considered as the dependent variable. The second type
is the gridded auxiliary data and they are regarded as covariates
(independent variables). The third type is the town-level statis-
tical GDP data that is finer than the county-level data and it is
employed for the accuracy assessment of the gridded GDP data.
The last type is the county-level and town-level administrative
boundary data, which are used to spatially link to the statistical
GDP data.

1) County-Level Statistical GDP Data: The latest county-
level statistical GDP data of China was collected to generate
the gridded GDP data to meet the timely requirement of several
applications. Four county-level indicators, GDP1, GDP2, GDP3,
and the annual total GDP, were first collected from the 2020
yearbook of China,1 and the missing GDP data was then obtained
from the 2020 yearbook of each province in mainland China.
Finally, we obtained the GDP data for 2757 counties in mainland
China, as shown in Fig. 3. Hong Kong, Macao, and Taiwan
were excluded from this study because of the different usage of
currency.

2) Gridded Auxiliary Data: Auxiliary datasets are crucial in
accurately estimating gridded GDP data from the statistical GDP
data. According to the previous studies [15], [16], we collected
eight types of 1-km gridded auxiliary data that are related to
GDP activities, as shown in Fig. 4 and Table I. Table I presents
the correlation coefficients between each GDP sector and the
used covariates in the sector.

1[Online]. Available: https://data.cnki.net/Yearbook/Single/N2021050062

https://data.cnki.net/Yearbook/Single/N2021050062
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Fig. 3. County-level annual GDP data of mainland China. (a) Primary sector. (b) Secondary sector. (c) Tertiary sector. (d) Total GDP. (e) Total GDP of towns for
accuracy assessment.

Fig. 4. 1-km gridded covariates of China. (a) NTL. (b) POI KDE for the secondary sector. (c) POI KDE for the tertiary sector. (d) Land cover. (e) DEM.
(f) Slope. (g) Road density. (h) Tencent user density.

The annually composited VIIRS NTL image in 2019 was
obtained from the website:2 and it has implemented the satura-
tion correction [33]. The original 500-m VIIRS NTL image was
aggregated to 1-km VIIRS NTL image as one of the covariates.
The correlation coefficients between GDP and aggregated NTL

2[Online]. Available: https://eogdata.mines.edu/nighttime_light/annual/v20/

data for the secondary and tertiary sectors, as given in Table I,
suggest that NTL data is highly correlated to the two sectors
of GDP.

We obtained 50 347 282 POIs from one of the largest online
maps.3 They involve 5 070 471 POIs related to industry and

3[Online]. Available: https://amap.com/

https://eogdata.mines.edu/nighttime_light/annual/v20/
https://amap.com/
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TABLE I
COVARIATES FOR DOWNSCALING THE GDP OF CHINA

construction activities for the secondary sector of GDP and
45 276 811 POIs related to service activities for the tertiary
sector of GDP. The count of POIs is highly correlated to the
secondary and tertiary sectors in Table I. Referred in the study
[16], we used the kernel density estimation (KDE) to generate
the 1-km gridded POI density data for the secondary sector
and the tertiary sector, respectively. The bandwidth of KDE
was set from 500 to 5000 m with an interval of 100 m. Ac-
cording to the correlation coefficient between the GDP data
and the estimated KDE data with each bandwidth, the optimal
bandwidth of KDE was 1600 m for the secondary sector and
1200 m for the tertiary sector to generate the 1-km gridded POI
density data.

The 30-m global land cover data in 2020, GlobeLand30,4 was
first resampled to 30.303 m for generating the 1-km land cover
proportions using a window of 33× 33 pixels. Then, the propor-
tion of each land cover class within a 1-km grid was calculated.
The six final land cover proportion images (i.e., Cropland, Forest
and Shrub, Grass, Water and Wetland, Bareland and Ice, and
Artificial surface) were achieved. The land cover of the Artificial
surface is correlated to the secondary and tertiary sectors in
Table I. For the land covers related to the primary sector, the
Cropland has the highest correlation coefficient, followed by
Water and Wetland and Forest, the Grass and Bareland and Ice
are negatively correlated to the primary sector. Although a few
land cover classes are not highly correlated to the primary sector,
they are also employed to learn the nonlinear relationship in
the two deep learning approaches in terms of previous studies
[15], [16], [18], [22], [23]. To avoid abnormal values, the class
of Water and Wetland was masked out for the secondary and
tertiary sectors.

The 30-m DEM data, advanced spaceborne thermal emis-
sion and reflection radiometer global digital elevation model
(ASTER GDEM), was collected from the website of the Earth
Remote Sensing Data Analysis Center of Japan.5 The 30-m

4[Online]. Available: http://www.globallandcover.com/home.html
5[Online]. Available: http://www.gdem.aster.ersdac.or.jp/search.jsp

DEM was first resampled to 30.303 m and then it was aggregated
to 1-km DEM using a window of 33 × 33 pixels and the 1-km
slope was further computed. Both DEM and slope are negatively
correlated to the primary sector in Table I. Inspired by the articles
presented in [16], [18], they are used for the primary sector.

The 1-km road network density image (i.e., road length within
each grid) was calculated in ArcGIS 10.6 using the road network
data from OpenStreetMap.6 The road density is highly correlated
to the secondary and tertiary sectors, as given in Table I.

The real-time Tencent user positioning density images at a
spatial resolution of 0.01°7 were collected from January 1 to
June 12 in 2019 and all the density images were averaged to yield
one final Tencent user density image. The averaged Tencent user
density image was reprojected to 1-km final Tencent user density
image with the Albers equal-area conic coordinate system. The
0.01° real-time Tencent user density was unavailable after June
12, 2019; thus, we only used the data from June 1 to June 12 in
2019. The Tencent density user positioning data, provided by one
of the biggest companies in China, can effectively characterize
a proxy of human activities for the secondary sector and tertiary
sector of GDP [10]. It is highly correlated to the secondary and
tertiary sectors in Table I.

Five location-related data, longitude, the square of longitude,
latitude, the square of latitude, and the product of longitude and
latitude, were calculated for each grid to account for the first
law of geography (i.e., spatial autocorrelation) [34]. There are
final 18 covariates derived from the 8 types of auxiliary data for
downscaling the statistical GDP of mainland China in Table I.

For GDP1, 12 covariates that are related to the primary sector
of GDP were adopted and they involved five land cover propor-
tions (i.e., Forest and Shrub, Grass, Water and Wetland, Bareland
and Ice, and Cropland), DEM, slope, and five location-based
variables (i.e., longitude, the square of longitude, latitude, the
square of latitude, and the product of longitude and latitude). For
GDP2, ten covariates were used for the secondary sector of GDP

6[Online]. Available: http://download.geofabrik.de/index.html
7[Online]. Available: https://heat.qq.com/

http://www.globallandcover.com/home.html
http://www.gdem.aster.ersdac.or.jp/search.jsp
http://download.geofabrik.de/index.html
https://heat.qq.com/
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Fig. 5. 1-km gridded total GDP map of China.

and they contained one land cover proportion (i.e., Artificial
surface), VIIRS NTL data, Tencent user density, POI KDE
related to the secondary sector of GDP, road network density,
and five location-based variables. For GDP3, ten covariates were
employed for the tertiary sector of GDP and they included
one land cover proportion (i.e., Artificial surface), VIIRS NTL
data, Tencent user density, POI KDE related to the tertiary
sector of GDP, road network density, and five location-based
variables.

3) Town-Level Statistical GDP Data: Due to the lack of
ground truth GDP data within the 1-km grids, there are often
two ways to evaluate the accuracy of gridded GDP data. The
first way is to compare a part of county-level GDP data that
is uninvolved in training GDP downscaling models with the
corresponding county-level GDP data predicted by the trained
model [16]. However, this way is better to test the effectiveness
and generalization of GDP downscaling approaches. The second
way is to compare the ground truth GDP data at finer scales (e.g.,
town-level GDP data) with the corresponding town-level GDP
aggregated from the estimated gridded GDP data. The estimated
town-level GDP can be calculated by the Zonal Statistics tool
in ArcGIS. The second way is a popular way in the accuracy
assessment of GDP downscaling as it provides the ground truth
data at a finer scale than the scale of county-level GDP data.
At present, town-level GDP data, the finest statistical GDP
data, has the closet scale to 1-km gridded GDP data in China
because town is the smallest administrative unit for GDP data.
Town-level GDP data is often unavailable for the vast majority
of towns because the Chinese government is not scheduled to
release the town-level GDP data. Even though we have done

our utmost to collect 791 town-level total GDP data from the
2020 yearbook, as shown in Fig. 3(e), to assess the accuracy
of gridded total GDP data derived from the two deep learning
approaches.

4) Administrative Boundary Data: The administrative
boundary of counties in mainland China was collected
from the National Catalogue Service for Geographic
Information.8 The administrative boundary of towns for
accuracy assessment purpose was obtained from the Resource
and Environment Science and Data Center.9 They were adopted
to spatially link to the statistical GDP data.

B. Gridded GDP Maps

The 1-km gridded total GDP maps in mainland China are
displayed in Fig. 5. It shows that relatively high GDP grids
mainly distribute in eastern China (e.g., Huanghuaihai Plain and
eastern coastal region) and that the two deep learning approaches
have basically similar spatial distribution of GDP grids in visual.
Four representative zoom-in regions (i.e., Chengdu-Chongqing,
Beijing-Tianjin-Hebei, Pearl River Delta, and Yangtze River
Delta) are used to analyze the GDP spatial distribution in de-
tail. The four regions are the largest metropolitan regions in
China and it is worthy of analysis. It can be seen that city
centers have higher GDP grids than suburbs and that the city
centers of Beijing, Shanghai, Guangzhou, and Shenzhen present
significantly higher GDP grids than other city centers. This

8[Online]. Available: https://www.webmap.cn/main.do?method=index
9[Online]. Available: https://www.resdc.cn/data.aspx?DATAID=203

https://www.webmap.cn/main.do?method=index
https://www.resdc.cn/data.aspx?DATAID$=$203
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Fig. 6. 1-km gridded GDP map of China for the primary sector.

spatial distribution of GDP grids is intuitively consistent with
the basic understanding of GDP in mainland China, indicating
the reasonability of the two deep learning approaches.

The 1-km gridded GDP maps of the primary sector in main-
land China are shown in Fig. 6. It presents that the two maps
have a similar spatial distribution pattern that the agglomeration
of relatively higher GDP grids mainly locates in eastern China
and Sichuan Basin. But, GDP grids for the primary sector in
eastern China have obviously lower values than those in the
total GDP map in Fig. 5. Focusing on the four zoom-in regions,
the grids in citer centers have lower values than those in urban
suburbs and countryside, especially in Chengdu-Chongqing,
Pearl River Delta, and Yangtze River Delta regions. The grids
with low values in city centers and the grids with high values in
suburbs for the primary sector of GDP are reasonable because
the agricultural activities mainly distribute out of city centers.

The 1-km gridded GDP maps of the secondary sector in
mainland China are shown in Fig. 7. It shows that eastern
China has the clustered high GDP grids for the secondary
sector and that the spatial pattern of the two maps gener-
ated by the two approaches is very close. The four zoom-in
regions display that the GDP grids with high values mostly
distribute in city centers and urban suburbs. When compar-
ing the spatial distribution of GDP grids in the four zoom-in
regions for the secondary sector, the GDP grids with high
values in Yangtze River Delta region are more uniformly dis-
tributed than those in the other three zoom-in regions. There
is an obvious difference between the two approaches’ re-
sults is that GDPnet tends to allocate higher values of grids

TABLE II
PERFORMANCE OF THE TWO DEEP LEARNING APPROACHES

along with road network than Resautonet dose, especially in
the Chengdu-Chongqing and Beijing-Tianjin-Hebei zoom-in
regions.

The 1-km gridded GDP maps of the tertiary sector in mainland
China are displayed in Fig. 8. Again, the high GDP grids for the
tertiary sector mostly distribute in eastern China and the two
approaches generated comparable gridded GDP data in visual.
City centers in the four zoom-in regions have significantly higher
GDP grids than urban suburbs and countryside. Despite the
unbalanced spatial distribution in the four regions, the GDP grids
for the tertiary sector in Yangtze River Delta are more evenly
distributed than the other three zoom-in regions.

C. Model Evaluation and Accuracy Assessment

To evaluate the performance of six trained models, the unused
county-level GDP data in model training was used to calculate
the three metrics of the two approaches for each GDP sector, as
given in Table II. It shows that the proposed GDPnet performed
better than the existing Resautonet for each GDP sector, as
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Fig. 7. 1-km gridded GDP map of China for the secondary sector.

Fig. 8. 1-km gridded GDP map of China for the tertiary sector.
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Fig. 9. Accuracies of gridded GDP maps assessed by town-level total GDP
data. (a) Resautonet. (b) GDPnet.

indicated by higher R2 and lower MAE and RMSE for all the
three sectors. Meanwhile, the three metrics present that the two
approaches have the best performance in the tertiary sector,
followed by the secondary sector, and the primary sector is the
worst. Despite the difference performances in the three sectors
by the two approaches, they performed well, as indicated by the
R2 over 0.8, 0.9, and 0.92 for the three sectors, respectively.

IV. DISCUSSION

A. Intercomparison of Two Approaches

The 1-km gridded GDP maps were produced by the proposed
GDPnet and the existing Resautonet. The two deep learning
approaches were built on different architectures. GDPnet is
based on the 1-D CNN, while Resautonet is based on the AE
deep neural network. Their performances in generating gridded
GDP maps are compared here. The quantitative metrics, as
given in Table II, show that the proposed GDPnet outperformed
Resautonet with higher R2 and lower MAE and RMSE for
the county-level GDP test data. Specifically, the average R2

of GDPnet is 0.034 higher than that of Resautonet, while the
average MAE and RMSE of GDPnet are 78% and 82% of those
for Resautonet, respectively. At the same time, the accuracy
assessment by town-level total GDP data, as shown in Fig. 9,
also confirms the finding, and it shows that the R2 of GDPnet
is 0.035 higher that of Resautonet. The main reason may be
that the CNN are easier to train and generalized much better
than the fully connected networks [25]. Fig. 9 presents that both
GDPnet and Resautonet performed better for towns with low
total GDP than towns with high total GDP. There may be two
main reasons. First, the aggregation error from gridded GDP to
town-level GDP for towns with high GDP may be larger than that
in towns with low GDP. Towns with high GDP primarily locate
in the downtown area and they have a relatively small area, which
easily results in larger errors due to the obviously inconsistent
boundary between small towns and grids. Second, most of the
counties locate out of the downtown area and they have relatively
low GDP and the two approaches may learn the better complex
relationship between GDP and covariates for the counties with
low GDP than that of counties with high GDP. Moreover, Fig. 10
displays the loss curves of the two approaches for each sector in
training process. Fig. 10 presents that the loss values of the two
approaches decrease dramatically at the beginning and gradually

Fig. 10. Loss curves of GDPnet and Resautonet for each sector. (a) Primary
sector. (b) Secondary sector. (c) Tertiary sector.

TABLE III
MAXIMUM AND STANDARD DEVIATION OF THE GRIDDED GDP MAPS

converge after 300 epochs for the primary sector, 200 epochs for
the secondary sector, and 100 epochs for the tertiary sector. It
also shows that the proposed GDPnet has lower loss values than
those of Resautonet for all the three sectors, which confirms
the findings in Fig. 9. The loss values between GDPnet and
Resautonet have the largest difference in the primary sector,
followed by the secondary sector, and the tertiary sector is the
least. Additionally, the loss curves of the two approaches for the
primary sector fluctuate more than those of the other two sectors,
suggesting that the stability of the two approaches in the primary
sector is less than that in the other two sectors.

B. Intercomparison of Three Sectors

Considering the different contribution of covariates for each
GDP sector, different combination of covariates was separately
prepared for training the two approaches for each sector. The
performance of the two approaches was investigated for each
sector. When comparing the four zoom-in regions, as shown
in Figs. 6–8, the primary sector has less GDP grids with high
value than the secondary and tertiary sectors, and the primary
sector mainly distributes out of city centers (i.e., urban suburbs
and countryside). The secondary and tertiary sectors mainly dis-
tribute in city centers and urban suburbs, and the GDP grids with
high value in the two sectors are more than those in the primary
sector. Meanwhile, the tertiary sector has relatively more GDP
grids with high value in city centers than the secondary sector
(see Figs. 7 and 8), which is basically consistent with reality
as a large number of service-related activities locate in city
centers. This phenomenon would be reasonable and consistent
with the actual distribution of GDP in China. In addition, the
four zoom-in regions, as shown in Figs. 7 and 8, display that
GDPnet tends to allocate higher values of grids along with road
network than Resautonet dose for the secondary and tertiary
sectors, which suggest that the distribution by GDPnet is more
reasonable than that by Resautonet for the two sectors as the
economic activities in the secondary and tertiary sectors are
more related to transportation. Table III presents the statistics



CHEN et al.: MAPPING GRIDDED GDP DISTRIBUTION OF CHINA USING DEEP LEARNING WITH MULTIPLE GEOSPATIAL BIG DATA 1801

TABLE IV
TRAINING TIME(S) OF RESAUTONET AND GDPNET

(i.e., maximum and standard deviation) of the three sectors
and the total GDP. It suggests that the existing Resautonet
generated GDP grids with larger value range and variation than
the proposed GDPnet did, as indicated by the larger standard
deviation and maximum value by the Resautonet for the three
sectors and the total GDP. The reason is likely that the GDPnet
used the CNN layers to generate results with lower variation.
The minimum of all gridded GDP maps is zero and the mean of
two approaches is almost the same for each type of gridded GDP
map due to the coherency manipulation in (3); thus, the minimum
and mean of gridded GDP maps are excluded in Table III.

C. Comparison Against Existing GDP Downscaling Methods

Several previous GDP downscaling studies have proved that
ensemble algorithms (e.g., random forest regression) performed
better than simple regression methods in estimating gridded
GDP data [16], [18], [24]. Chen et al. [16] used random forest
regression to estimate the 1-km gridded GDP data for China in
2010 and they adopted tenfold cross validation to evaluate the ac-
curacy using county-level GDP data. It is similar to the two deep
learning approaches that random forest regression performed the
best for the tertiary sector, followed by the secondary sector, and
the primary sector has the worst accuracy. According to Table II
tested by 20-fold county-level GDP data, the Resautonet has the
comparable performance with the random forest regression in
[16], but the proposed GDPnet has higher accuracy (e.g., R2)
than the random forest regression for each sector. Meanwhile,
previous studies have proved that deep learning approaches
have better performance than several ensemble algorithms (e.g.,
XGBoost [26]) through the multiple levels of data representation
and abstraction [25]. Although the deep learning downscaling
approaches have better performance, their computational effi-
ciency is lower than the traditional ensemble algorithms.

D. Computational Efficiency

The structure depth of Resautonet and GDPnet is the same
and they used the same residual connections. Resautonet used
the fully connected layers, whereas GDPnet employed the 1-D
convolutional layers. The neuron number of a fully connected
layer in Resautonet is the same to the filter number of the
corresponding convolutional layer in GDPnet. Thus, Resautonet
and GDPnet have similar structure except the different types of
layers. Their computational efficiency is worthy of comparison.
The training time of the two deep learning approaches is given in
Table IV. It indicates that the proposed GDPnet is more efficient
than the existing Resautonet for each sector. The time of GDPnet
is 78.05%, 78.26%, and 78.41% of Resautonet for the primary
sector, secondary sector, and tertiary sector, respectively. The
reason may be that the weight of CNN layers in GDPnet is faster

and easier to train than that of the fully connected neurons be-
tween adjacent layers in Resautonet. Additionally, the secondary
and tertiary sectors with the same number of covariates have
almost same time in each approach, while the primary sector
needs slightly more time than the other two sectors for the two
approaches because the primary sector used two more covariates
than the other two GDP sectors.

E. Limitations

Although multiple geospatial big data and deep learn-
ing approaches were made full use to produce the gridded
GDP data in China, limitations of this study were inevitable.
The different POIs were employed to separately characterize
the secondary and tertiary sectors; however, POIs only give the
quantity information rather than the area of each POI [16]. It
limits the accuracy of gridded GDP for the secondary and tertiary
sectors. Thus, potential geospatial big data that can represent the
density and area of economic activities can be incorporated in
the future. The uncertainty of transforming gridded data into
county-level and town-level data is another limitation of this
study. The training of deep learning approaches used the county-
level covariates and the accuracy assessment process took the
town-level GDP data, which were aggregated from the gridded
data by the Zonal Statistics tool. The Zonal Statistics tool only
calculates the value of an administrative unit using grids whose
centroids locate within the administrative unit, which inevitably
introduces errors by the inconsistent boundary between grids and
administrative units. The finer units (e.g., towns) may introduce
more errors.

V. CONCLUSION

This article presents a novel downscaling approach using
deep learning, GDPnet, for estimating gridded GDP data from
the traditional statistical GDP data by integrating a variety of
geospatial big datasets. It aimed to take advantage of CNN
and residual connection to characterize the complex relationship
between GDP and auxiliary data. An existing AE-based down-
scaling approach, Resautonet, was compared. To consider the
different related auxiliary data of each GDP sector, the proposed
downscaling approach was separately built for each sector. The
latest county-level GDP data of China from the 2020 yearbook
was adopted to substantiate the proposed approach in generating
1-km gridded GDP data of China in 2019. Experimental results
have demonstrated that the two downscaling approaches using
deep learning had good predictive power with R2 over 0.8,
0.9, and 0.92 for the three sectors tested by county-level GDP
data and that the proposed GDPnet outperformed the existing
Resautonet. The average R2 of GDPnet was 0.034 higher than
that of Resautonet in terms of county-level GDP test data, and
GDPnet also had higher accuracy (R2 = 0.739) than Resautonet
(R2 = 0.704) assessed by town-level GDP data. Meanwhile,
GDPnet generated intuitively more reasonable distribution of
GDP than Resautonet. In addition, the proposed GDP down-
scaling approach only needs about 78% running time of the
AE-based downscaling method for the three sectors. Hence, the
proposed CNN-based GDP downscaling approach is an effective
option for estimating the gridded GDP distribution data.
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