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Improving Fractional Vegetation Cover Estimation
With Shadow Effects Using High Dynamic

Range Images
Wei Chen , Zhe Wang, Xuepeng Zhang, Guangchao Li, Fengjiao Zhang, Lan Yang, Haijing Tian, and Gongqi Zhou

Abstract—Measured fractional vegetation cover (FVC) on the
ground is very important for validation of the remote sensing
products and algorithms. However, because of the influence of some
factors such as the angle of illumination and vegetation density,
the existence of vegetation shadows limits the accuracy of FVC
estimation. This article proposes a deep learning method to reduce
the FVC estimation error based on high dynamic range (HDR) im-
ages with vegetation shadows (HDR REC-DL method). The HDR
REC-DL method can accurately extract FVC from HDR images
with complex texture information on vegetation shadows. This
method is based on the U-Net convolutional network structure for
semantic segmentation of images containing vegetation shadows,
and the segmentation results are less affected by vegetation types.
Results from the HDR REC-DL method were highly similar to the
vegetation segmentation results from visual interpretation. Values
of the kappa coefficient, F1 score (F1), recall, and mean intersection
over union of the HDR REC-DL method were 0.926, 0.942, 0.924,
0.916 for sunny weather and 0.903, 0.974, 0.983, and 0.895 for
cloudy weather, respectively. Compared with the vegetation seg-
mentation accuracy of the shadow-resistant algorithm, the HDR
REC-DL method increases the kappa coefficient, F1, and mIOU
by 21%, 16%, and 29% for sunny weather, and by 11.1%, 3.6%,
and 10.3% for cloudy weather, respectively. The HDR REC-DL
method provides a novel method for accurately estimating FVC
from images containing vegetation shadows.

Index Terms—Deep learning, fractional vegetation cover (FVC),
high dynamic range (HDR) image, shaded vegetation.

I. INTRODUCTION

V EGETATION is an important part of the terrestrial ecosys-
tem and plays an important role in maintaining the balance
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of ecosystems, conserving water sources, and conserving water
and soil [1]–[4]. Fractional vegetation cover (FVC) can be
defined as the percentage of the vertical projection area of the
vegetation above ground (including leaves, stems, and branches)
within a statistical scope [5]. FVC is a key parameter that reflects
the growth status of vegetation and plays a key role in carbon and
water cycles and evaluation of the ecological environment [6]–
[8]. Currently, FVC is mainly obtained by ground measurement
method and remote sensing estimation method.

The remote sensing estimation method uses satellite im-
ages to estimate FVC on a global or regional scale. There
are many remote sensing inversion methods for FVC, and
the commonly used methods include empirical model method,
physical model method, mixed pixels decomposition method,
and machine learning method [9]–[14]. Some researchers use
empirical models, regression models and relationship models
based on vegetation index to estimate FVC [9], [15]. The phys-
ical model method is to establish a model about the physical
relationship between vegetation spectral information and FVC
by studying the interaction between light and vegetation [13],
[14]. Due to the problem of mixed pixels in satellite imagery,
the dimidiate pixel model is proposed to distinguish vegeta-
tion and background information [10]. Several studies estimate
global FVC based on VIIRS surface reflectance data using
machine learning methods, such as back propagation neural
networks and general regression networks [12].Some studies
use deep learning regression models to estimate FVC in savanna
ecosystems [11].

Although the remote sensing estimation method can easily
and quickly estimate the FVC over large areas, the ground
measured FVC is very important to verify the accuracy of remote
sensing algorithms and products. At present, FVC ground mea-
surement methods mainly include visual estimation, sampling,
and photography [16]–[19]. The visual estimation method and
the sampling method have the characteristics of low efficiency
and high cost, while the photographic method can obtain vertical
observation images of vegetation more quickly, which greatly
improves the efficiency and accuracy of ground measurements.
For the method of estimating FVC based on digital images, some
studies use red-green-blue (RGB), hue saturation value, Inter-
national Commission on Illumination L∗a∗b (LAB) and other
color spaces to segment vegetation [20]–[22]. Some studies use
threshold methods based on vegetation indices to estimate FVC,
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such as the color index of vegetation extraction and excessive
green index [23]–[26]. However, these methods generally have
better effects on specific types of vegetation and are affected
by the complexity of vegetation texture information. There
are also some studies that use machine learning methods to
estimate FVC, mainly via supervised and unsupervised classifi-
cation methods to perform cluster analysis on training samples
[27], [28].

With the development of deep learning algorithms, convolu-
tional networks have become the preferred method for analyzing
medical images [29]. Convolutional neural networks (CNNs)
are deep feed-forward neural networks that show great potential
in vegetation classification and segmentation in the agricultural
field [30]–[32]. When the image has complex texture infor-
mation, the segmentation effect of classic CNNs and machine
learning methods will be greatly affected and are generally
limited to small labeled datasets. However, the U-shaped neural
network (U-Net) model overcomes these problems in image
segmentation. The architecture of the U-Net model includes
a contracting path for capturing context and a symmetrical
expansive path for precise positioning [33]. Some studies use
deep learning methods based on CNNs to segment tropical
rainforest habitat images and have achieved good segmentation
results [34].

However, due to the influence of factors such as the angle
of sunlight, the density of vegetation, and the angle of the
camera relative to the sun and vegetation, specular reflections
and shadows are formed on vegetation. Due to the existence of
shadows, it can be very difficult to segment vegetation from the
background of the image [35], [36]. The presence of shadows
will increase the error of vegetation classification, which will
lead to missing and over-segmentation of the vegetation segmen-
tation results in the shadow area, which will greatly affect the
estimation accuracy of FVC [37], [38]. However, high dynamic
range (HDR) images can solve the problems of natural lighting
changes and large differences in image intensity. It is obtained
by synthesizing the best details of the low dynamic range image
corresponding to each exposure time, which can better show
the characteristics of vegetation in shadow areas. [39] and [40].
Many studies have shown that under direct sunlight, the dynamic
range of HDR image scenes is much larger than that of traditional
non-HDR images, especially when the image scene contains
shadows [41]. Some studies combine photos with different ex-
posures into HDR images. For objects that show shadow areas,
HDR images produce better results than single exposure images
[42]. Some studies have proposed a ground shadow detection and
removal algorithm based on the color space conversion of HDR
images and multilevel thresholds to improve the performance of
vegetation segmentation [41].

Therefore, to reduce the influence of shadows on FVC esti-
mation, this research study proposes a deep learning method
based on HDR images containing vegetation shadows to
reduce FVC estimation errors (HDR REC-DL method). This
method uses a U-shaped CNN, which has a jump-connected
codec structure that can integrate features at different levels
[33]. The vegetation shadow contained in the image has a
fixed structure and contains substantial texture information.

It is more suitable for segmentation of images containing vege-
tation shadows based on the deep learning method of U-shaped
neural networks. The HDR image is created by merging three
images with different exposures. Spanning a wide range of
exposures will cause the shadows to become brighter [42]. It can
better display the texture and detailed characteristics of the veg-
etation in the shadow and can improve the segmentation effect
of the HDR REC-DL method on images containing vegetation
shadows.

The rest of this article is organized as follows. The sample
datasets and the processing flow of the HDR REC-DL method
are described in Section II. Section III introduces the relevant
experimental results of using the HDR REC-DL method and
traditional threshold method to calculate FVC. Section IV dis-
cusses the advantages and limitations of the HDR REC-DL
method. Finally, the experimental results of this article are
summarized in Section V.

II. DATA AND METHODS

A. Dataset Description

In this article, a Huawei Honor 10 smartphone was used to
take the HDR and normally exposed photos with vegetation
shadows. The vegetation images were obtained under various
light and weather conditions within a few days in May, June,
July, September, and November 2021. The shooting location was
near the Huailai Remote Sensing Comprehensive Test Station in
Donghuayuan Town, Huailai County, Hebei Province. The sur-
face around the test station is rich in types, including farmland,
waters, mountains, grasslands, and wetlands. The smartphone
was installed on a tripod approximately 1 m above the ground,
and Bluetooth was used to control the camera. HDR images and
normal exposure images can be obtained by setting the phone
camera to HDR mode and normal exposure mode, respectively.
The focal length and International Standards Organization (ISO)
of the camera were 4 mm and 50, respectively.

Labelme is an image labeling software with a graphical inter-
face. Labelme software can label images in the form of polygons,
rectangles, circles, polylines, line segments, and points [43].
It can be used for tasks such as target detection and image
segmentation. For the image dataset containing vegetation shad-
ows used in this article, Labelme software provided pixel-level
annotations for two semantic classes, including background
(soil, straw, stone, etc.) and foreground (vegetation in shaded
areas, vegetation in illuminated areas). In this article, HDR and
normally exposure vegetation images (121 groups) were taken
under sunny and cloudy weather, 46 sets of data were selected
as the test sets, and the remainder were the training (52 groups)
and validation sets (23 groups). The 26 and 20 groups of data in
the test sets were taken in sunny weather and cloudy weather,
respectively. The HDR image, the normal exposure image, and
the respective labels were cropped into square images with a
size of 512 × 512. To expand the datasets, ∗ the sample images
and labels were cropped with a step size of 256 to obtain 19965
subsample images and labels. Among them, there are 7590 test
sets of subsamples and a total of 12 375 training and validation
sets. The 12 375 subsamples were randomly divided into training
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Fig. 1. Soil and vegetation types in the subsample dataset (size 512 × 512).
(a)–(f) The types of ground objects represented are illuminated soil, shadow soil,
illuminated and shadow mixed soil, illuminated vegetation, shaded vegetation,
and illuminated and shadow mixed vegetation.

Fig. 2. Flow chart of the HDR REC-DL method segmenting HDR images
containing vegetation shadows to calculate FVC.

sets and validation sets at a ratio of 7:3. Fig. 1 shows the main
feature types selected from the 512 × 512 subsample datasets.

B. HDR REC-DL Method

According to Fig. 2, this flowchart is mainly divided into three
parts. In the first part, HDR images are synthesized and datasets
are created. First, through the HDR mode in the smartphone
camera, the HDR image with vegetation shadows is taken. The
vegetation is marked to obtain the label of the vegetation area
in the image. The HDR images and labels are cropped into
subsample datasets of 512 × 512, and the subsample datasets
are divided into training sets, validation sets, and test sets. In
the second part, the HDR-DL model is trained. The training
sets are placed into the U-Net network to train the HDR-DL
model, and the validation set data is used to determine whether
the model is overfitting. In the third part, the HDR-DL model is

Fig. 3. Schematic diagram of composite HDR images.

used to segment the vegetation in the subsample test sets. The
trained HDR-DL model is utilized to predict the HDR images
in the subsample test sets to obtain binary vegetation images
and calculate FVC. Then, the kappa coefficient, recall, F1 score
(F1), and mean intersection over union (mIOU) are calculated
to evaluate the accuracy of the HDR REC-DL method for FVC
estimation of HDR images with vegetation shadows.

HDR imaging (HDRI) is a technology used to achieve a
larger dynamic range of exposure than ordinary digital imaging
technology [44]. The purpose of HDRI is to correctly represent
the brightness in the real world from direct sunlight to the darkest
shadow. In natural scenes, the dynamic brightness range refers
to the ratio of the highest light intensity to the lowest light
intensity [39]. The dynamic range of an image can be defined as
the logarithmic ratio between the largest and smallest readable
signal in a given scene [44]

Dynamic Range (dB) = 20× log10
Max Signal

Min Signal
. (1)

At present, the commonly used method to obtain HDR images
is to synthesize images based on multiple exposures [45]. The
process of synthesizing HDR images is shown in Fig. 3. The
HDR images are images with three exposure types: low expo-
sure, normal exposure, and overexposure, and the best details of
images with different exposure times are used to synthesize the
HDR images [46]. The key to this method is exposure brack-
eting and merging. For nonlinear RGB images, the response
curve must be calibrated first, and the nonlinear RGB image is
converted into a linearized image [47]. The relationship between
them is as follows:

Inon−linear (x, y) = f [Ilinear (x, y)] (2)

where Inon−linear(x, y) is the pixel value of the nonlinear image;
Ilinear(x, y) is the pixel value of the linear image; and f is the
camera response function.
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Fig. 4. Uncropped normal exposure image and HDR image. (a) Normal
exposure image. (b) HDR image. The red circle indicates the difference in
brightness between the vegetation shadows in the normal exposure image and
the HDR image.

The pixel value in the image can be changed by changing
the exposure time. The pixel value of the linear image and the
irradiance of the scene with different exposure times can be
expressed as

Ilinear (x, y) = clip (tiL (x, y) + n) (3)

where L(x, y) is the irradiance of the scene; ti is the expo-
sure time of the ith image, i = 1, 2, 3 (t1 = 1/200 s, t2 =
1/640 s, t3 = 1/1250 s); and n is the noise.

For each pixel, the valid pixel value is found in the photo
with different exposure times. A pixel value less than 0.05 is
considered noise, and a pixel value greater than 0.95 is consid-
ered an overexposed area. The valid pixel value range is [0.05,
0.95]. The corresponding weightwi(x, y) of these pixel values is
obtained, and the final pixel value of the position in the different
exposure photos is generated by weighted fusion. The equation
is as follows:

wi (x, y) =
Ii (x, y)

ti
(4)

out (x, y) =

3∑
i=1

wi (x, y) Ii (x, y) (5)

where wi(x, y) is the weight, Ii(x, y) is the valid pixel value of
the ith image, and out(x, y) is the fused HDR image.

Fig. 4(a) and (b) shows that the shadows in the normally
exposed images are darker in color, and the texture features of
the vegetation are not obvious. However, the shadow area of the
HDR image becomes brighter and lighter in color, and the outline
and texture of the vegetation in the shadow area displayed are
clearer.

The HDR REC-DL method uses a U-Net CNN to train the
model. It combines high-resolution features and upsampling
layer output to provide pixel-level positioning. The U-Net struc-
ture has a large number of feature channels, which allows the
network to propagate contextual information to higher resolu-
tion layers. In the U-shaped structure, the expansion path and
the contraction path are symmetrical [33]. The deep learning
model is implemented in the programming environment of
PyTorch+python3.7. The U-Net network structure used in this

Fig. 5. U-Net architecture used to segment vegetation types that contain
shadows. The number of channels is displayed above the rectangle.

article is shown in Fig. 5. The network is a semantic segmen-
tation network composed of a fully convolutional network, a
residual network and a feature pyramid network structure [48].
The cross-entropy loss function used is shown in

crossentropy = −
∑
x

(pi (x) logqi (x)) (6)

wherepi(x) represents the label of the sample i, the positive class
is 1, and the negative class is 0; qi(x) represents the probability
that the sample i is predicted to be a positive class.

The multiplication operation in the commonly used cross-
entropy loss function is improved to the addition operation,
which will not change the monotonicity of the function and
can greatly improve the operation speed. The Adam optimizer is
used to backpropagate the loss function value [49]. It cannot only
automatically adjust the learning rate to adapt to large-scale data
operations but also has the advantages of high computational
efficiency and small memory requirements, as shown in

Wt+1 = Wt − η√
v̂t + ε

∗m̂t (7)

where Wt is the weight value in t iterations; η is the momentum
vector;mt andvt are the first-order and second-order momentum
terms, respectively; m̂t and v̂t are the correction values; and ε
is a very small number.

The loss value is calculated using the loss function, and the
weight value in the model is adjusted through back propagation
according to the loss value. The overfitting of the model is judged
according to the accuracy of the segmentation results of the
training set and the validation set. If the model is overfitting, then
the learning rate, number of iterations, initial value, momentum
coefficient and other parameters in the model can be modified
to retrain the network. The HDR-DL model can be obtained
after continuous parameter adjustment. This makes the accuracy
indicators of the training sets and the validation sets converge.
Through model prediction, the segmentation result of the image
containing the vegetation shadows is obtained. After parameter
modification, the final parameters of the HDR-DL model are 8
batches and 70 iterations, and the learning rate of the optimized
function is 0.001.
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C. SHAR-LABFVC Method

The threshold selection method is a simple and commonly
used image segmentation technique that can divide the image
into foreground and background [50], [51]. The classification of
images containing vegetation shadows is a difficult problem in
digital image processing. The existence of shadows will increase
the error of vegetation and background classification. Some
studies have proposed a shadow-resistant algorithm (SHAR-
LABFVC method) based on the LABFVC algorithm [52], [53].

The SHAR-LABFVC method first converts the RGB color
space into the hue saturation intensity (HSI) space and per-
forms histogram equalization on the intensity components. The
original intensity is replaced with the equalized intensity and
reconvert the image to the RGB color space. After that, the
RGB color space is converted to the LAB color space. The green
vegetation and the background are fitted with the normal distri-
bution function and the Gaussian distribution function of the a∗
component, respectively, and then the threshold is calculated to
classify the vegetation and the background. The fitting function
of the distribution of green vegetation and background on the a∗
component is shown in

F (x) =
wv

x · σv

√
2π

e
−(lnx−μv)2

2σ2
v +

wb

σb

√
2π

e

−(x−μb)
2

2σ2
b (8)

where the dependent variable F is the frequency of green vege-
tation and background on the a∗ component. μv and μb are the
mean values of green vegetation and background, respectively;
σv and σb are the standard deviations of green vegetation and
background, respectively; and wv and wb are the weights of
green vegetation and background, respectively.

The SHAR-LABFVC method can be divided into the SHAR-
LABFVC empirical method, SHAR-LABFVC T1 method,
and SHAR-LABFVC T2 method according to different selec-
tion thresholds. In the SHAR-LABFVC empirical method, the
empirical threshold T is suggested to be −4, which could be
changed according to difference conditions [52]. For the SHAR-
LABFVC T1 method, the threshold T1 is calculated according
to the principle of the minimum total commission error of
vegetation and background, as shown in

AT 2 +BT + C = 0 (9)

T1 =
−B ±√

B2 − 4AC

2A
. (10)

In the SHAR-LABFVC T2 method, the T2 threshold is cal-
culated based on the idea that the misclassification probabilities
of vegetation and background are equal. A complementary error
function is combined to determine the T2 threshold

erfc (x) = 1− erf (x) =
2√
π
∫∞x e−t2dt. (11)

When the classification error of vegetation is equal to the
classification error of the background, the optimal threshold T2
is as shown in

wv · erfc
(
T2 − μv√

2σv

)
= wb · erfc

(
T2 − μb√

2σb

)
(12)

TABLE I
CONFUSION MATRIX

N+i is the sum of the number of pixels in the i-th column. Ni+ is the sum of the number
of pixels in the ith row. N is the total number of pixels.

where erfc is the Gaussian error function.
In this article, the best vegetation segmentation results of the

three thresholds of the SHAR-LABFVC method are used as the
final results of the SHAR-LABFVC method.

D. Performance Evaluation

The segmentation results of the vegetation are compared with
the results of visual interpretation to evaluate the segmentation
effect. The confusion matrix (see Table I) is used to quanti-
tatively evaluate the effect of vegetation segmentation on im-
ages containing vegetation shadows. This article uses the kappa
coefficient, F1 score (F1), recall and mIOU to quantitatively
analyze the results of the segmentation of images with vegetation
shadows. Recall is a measure of coverage, which measures how
many positive cases are classified as positive cases. F1 is the
harmonic average of precision and recall. The mIOU value is
an important indicator that measures the accuracy of image
segmentation. This indicator can be interpreted as the average
intersection ratio, and the intersection over union (IOU) value
is calculated for each category. By combining these indicators,
it is helpful to better evaluate the performance of vegetation
segmentation. The calculation formulas for these indicators are
as follows:

κ =

∑
i Xii −

∑
i Ni+N+i

N2 −∑
i Ni+N+i

(13)

Recall =
TP

TP + FN
(14)

F1 =
2× Precision× Recall

Precision + Recall
(15)

IOU =
TP

TP + FP + FN
(16)

where κ is the kappa coefficient; Xii is the value of the diag-
onal of the confusion matrix; F1 is the F1 score; IOU is the
intersection over union; true positive (TP): the ground truth is
vegetation, and the prediction result is vegetation; false negative
(FN): the ground truth is vegetation, and the prediction result is
background; false positive (FP): the ground truth is background,
and the prediction result is vegetation; true negative (TN): the
ground truth is background, and the prediction result is back-
ground.



1706 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 15, 2022

Fig. 6. Model evaluation of the HDR REC-DL method and NOR REC-DL
method.

Fig. 7. Scatter plots of the FVC and true FVC estimated by the HDR REC-DL
method and NOR REC-DL method (the subsample image type include purely
illuminated soil and purely shaded soil).

III. RESULTS

A. Evaluation of Segmentation Results of Subsamples by the
REC-DL Method

A deep learning method based on normal exposure images
(NOR) with vegetation shadows is proposed to reduce FVC
estimation errors (NOR REC-DL method). The NOR REC-DL
method and HDR REC-DL method are deep learning methods
based on normal exposure images and HDR images, respec-
tively. The difference between the two methods is mainly the
different types of images processed. After 70 iterations, the
accuracy of the model trained by the HDR REC-DL method
on the validation sets is 0.987, and the loss on the validation
sets and training sets is 0.053 and 0.041, respectively. Similarly,
after 70 iterations, the accuracy of the model trained by the NOR
REC-DL method on the validation sets is 0.976, the validation set
loss is 0.083, and the training set loss is 0.120. Fig. 6 shows that
as the number of iterations continues to increase, the validation
set loss of the HDR REC-DL method and NOR REC-DL method
gradually stabilizes.

For all types of test set subsample images in sunny weather, the
FVC estimated by the HDR REC-DL method and the NOR REC-
DL method are compared with the visually interpreted FVC true
value, and the scatter plot is shown in Fig. 7. Fig. 7 shows that the
correlation between the FVC calculated by the HDR REC-DL
method and the visually interpreted FVC true value is stronger

Fig. 8. Scatter plots of the FVC and true FVC estimated by the HDR REC-DL
method and NOR REC-DL method (the subsample image type does not include
purely illuminated soil and purely shaded soil).

than that of the NOR REC-DL method. The BIAS and RMSE of
the HDR REC-DL method are 0.0076 and 0.026, respectively,
which are lower than the NOR REC-DL method. In addition, the
NOR REC-DL method misclassifies pure soil as vegetation in
more images than the HDR REC-DL method. This means that
when the soil pixels in a normally exposed image are dark, they
will be classified as vegetation. For the 3093 test set subsample
images that do not include purely illuminated soil and purely
shaded soil, the scatter plots between the HDR REC-DL method,
NOR REC-DL method and the visually interpreted FVC true
value are shown in Fig. 8. For the subsample dataset that does
not include purely light and purely shaded soil, the R2, BIAS,
and RMSE of the HDR REC-DL method are 0.991, 0.01, and
0.029, respectively. On the whole, the HDR REC-DL method is
better than the NOR REC-DL method with regard to the FVC
estimation results of the subsamples, and the results are closer
to the visually interpreted true value.

The results of 5 sets of subsample experiments (A to E)
are selected for display. According to Fig. 9, compared with
the visual interpretation, the vegetation segmentation results in
the shaded area using the NOR REC-DL method are partially
missing. The NOR REC-DL method demonstrates inadequate
vegetation segmentation results in the C and D experiments but
is slightly more effective in the A and B experiments. This
is because the vegetation shadows in images C2 and D2 are
very dark, and the veins and textures of the vegetation leaves
in images A2 and B2 are not obvious in the shadows. These
factors will cause a lack of vegetation segmentation results in
the NOR REC-DL method. In the E group experiment, the NOR
REC-DL method exhibits a small amount of oversegmentation,
which misclassifies the straw as vegetation. However, the HDR
REC-DL method demonstrates the best effect on the segmenta-
tion of vegetation in the shadow area, and its segmentation results
have high similarities with the results of visual interpretation. To
better measure the classification accuracy of vegetation in sub-
sample images containing vegetation shadows, four indicators,
namely, the kappa coefficient, F1, recall and mIOU, are used
to evaluate the classification accuracy. The four classification
indices of the 4290 subsamples of the statistical test sets are
given in Table II.
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Fig. 9. Vegetation segmentation results of the HDR REC-DL method and the
NOR REC-DL method on the subsample images with vegetation shadows. The
images in columns (1) and (2) are the HDR image and normal exposure image,
respectively. The images in columns (3)–(5) are the classification results from
the HDR REC-DL method, NOR REC-DL method and visual interpretation,
respectively. A to E represent the image and vegetation classification results of
different experiments.

TABLE II
STATISTICS OF FOUR VEGETATION CLASSIFICATION INDICATORS FOR THE HDR

REC-DL METHOD AND NOR REC-DL METHOD (4290 SUBSAMPLES)

For the subsample image data, overall, the vegetation seg-
mentation effect of the HDR REC-DL method is better than
that of the NOR REC-DL method. Compared with the NOR
REC-DL method, the HDR REC-DL method exhibits the largest
improvement with regard to the kappa coefficient, which are
increased by approximately 13.3%. F1 value, recall, mIOU
increased by 8.9%, 9%, and 8.7%, respectively.

B. Evaluation of FVC Estimation Results of the Entire Images

The HDR REC-DL method and the NOR REC-DL method
can obtain the overall binary image of 26 groups (in sunny
weather) and 20 groups (in cloudy weather) test sets by stitching
the predicted subsample binarized images. We compare the FVC
estimated by the HDR REC-DL method, NOR REC-DL method,
SHAR-LABFVC method with the visually interpreted true value
of FVC. Fig. 10(a) shows that the FVC estimation result of the
HDR REC-DL method is closer to the true value than the NOR
REC-DL method in sunny weather, and the FVC estimation
deviation of the former is smaller than that of the latter. The
correlation between the FVC estimation result of the HDR
REC-DL method and the visually interpreted FVC is greater than
that of the NOR REC-DL method in sunny weather. Fig. 10(c)
illustrates that the difference between the FVC estimation results

Fig. 10. Scatter plot of the FVC estimated by the HDR REC-DL method, NOR
REC-DL method, SHAR-LABFVC method (NOR, HDR) (in sunny and cloudy
weather). NOR represents that the processed image is normal exposure images,
and HDR represents that the processed image is HDR images.

Fig. 11. Vegetation segmentation results from different methods in sunny
weather. (a) HDR image. (b) Normal exposure image, (c) Classification result of
the HDR REC-DL method. (d) NOR REC-DL method. (e) Visual interpretation.
(f) SHAR-LABFVC method (HDR). (g) SHAR-LABFVC method (NOR).

of the HDR REC-DL method and the NOR REC-DL method is
small in cloudy weather. According to Fig. 10(b) and (d), The
BIAS and RMSE of the SHAR-LABFVC method (HDR) are
lower than the SHAR-LABFVC method (NOR) in sunny and
cloudy weather. In sunny and cloudy weather, the coefficient of
determination of the four methods from high to low is the HDR
REC-DL method, the NOR REC-DL method, SHAR-LABFVC
method (HDR), SHAR-LABFVC method (NOR). On the whole,
the HDR REC-DL method produces the most accurate FVC
estimation than the other three methods.

Five sets of results are selected to show the visual effects
of different methods on vegetation segmentation under sunny
weather conditions. In the sequence numbers C to G, white
represents the vegetation, and black represents the background.
According to Fig. 11, the HDR REC-DL method has the best
visual effect of vegetation segmentation in sunny weather, and
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Fig. 12. Vegetation segmentation results of different methods in cloudy
weather. (a) HDR image. (b) Normal exposure image. (c) Classification result of
the HDR REC-DL method. (d) NOR REC-DL method. (e) Visual interpretation.
(f) SHAR-LABFVC method (HDR). (g) SHAR-LABFVC method (NOR).

the SHAR-LABFVC method (NOR) is the worst. For the clus-
tered vegetation in Fig. 11 (the fifth row), the SHAR-LABFVC
method incorrectly divides the dry yellow and dead leaves
into vegetation, and there is noise in the background of the
segmentation result. For short canopy vegetation images with
deep shadows, the SHAR-LABFVC method (NOR) and NOR
REC-DL method will distinguish the part of the vegetation in
the shadow area as the background. The wrong segmentation of
the former is more serious than the latter. The SHAR-LABFVC
method (NOR) has a poor segmentation effect for vegetation
with obvious leaf veins in shallow shadow areas, and the seg-
mentation results have more noise. In Fig. 11 (the third and
fourth rows of images), the soil moisture types are moist soil
and dry soil, respectively. Comprehensive analysis of the vi-
sual results of the vegetation segmentation of 26 sets of test
images, the HDR REC-DL method, and the NOR REC-DL
method is less affected by the type of soil moisture, and there
is less noise in the vegetation segmentation results. However,
the SHAR-LABFVC method is seriously affected by the type
of soil moisture, and some vegetation segmentation results have
more noise. For photos with vegetation shadows taken in sunny
weather, the visual effects of vegetation segmentation from
satisfactory to unsatisfactory are the HDR REC-DL method,
NOR REC-DL method, SHAR-LABFVC method (HDR), and
SHAR-LABFVC method (NOR).

According to the segmentation results of the clustered plants
in cloudy weather in Fig. 12 (the first and second rows of im-
ages), it can be found that the vegetation segmentation results of
the four methods have very little difference. This may be related
to the absence of shadows in the image of clustered plants under
cloudy conditions. For the short canopy vegetation in Fig. 12
(the third and fourth rows of images), the visual results of the
four methods of vegetation segmentation have small differences.
The soil moisture type in Fig. 12 (the third row of the image)
is moist soil. The results of the SHAR-LABFVC method show
that there are a small number of small noise points classified as
vegetation, especially in the moist soil area on the right half of
the image. However, the results of the HDR REC-DL method
and the NOR REC-DL method have fewer noise points than the
SHAR-LABFVC method. This means that the HDR REC-DL

Fig. 13. Vegetation segmentation accuracy index of the SHAR-LABFVC
method, the HDR REC-DL method, and the NOR REC-DL method. (a) Sunny
weather. (b) Cloudy weather.

method and the NOR REC-DL method are less affected by the
type of soil moisture in cloudy weather.

The average values of the four indicators of the vegetation
segmentation results in the 26 groups (photographed in sunny
weather) and 20 groups of photos (photographed in cloudy
weather) are shown in Fig. 13. According to Fig. 13(a), the
four indicators of the HDR REC-DL method are the highest
in sunny weather, and those of the SHAR-LABFVC method
(NOR) are the lowest. The kappa coefficient, F1, recall, and
mIOU of the HDR REC-DL method are 0.926, 0.942, 0.924, and
0.916, respectively. For the HDR REC-DL method, these four
indicators are increased by 7.6%, 6%, 5.6%, and 8.4% compared
with the NOR REC-DL method. For the HDR REC-DL method,
the kappa coefficient, F1, recall, and mIOU are increased by
21%, 16%, 12%, and 29%, respectively, compared with the
SHAR-LABFVC method (NOR). As illustrated in Fig. 13(b),
the average values of the kappa coefficient, F1, recall, and mIOU
of the HDR REC-DL method in cloudy weather are 0.903,
0.974, 0.983, and 0.895, respectively. For these four indicators
under cloudy conditions, the HDR REC-DL method is 6.1%,
1%, 1.9%, 5.2%, and 11.1%, 3.6%, 4.9%, 10.3% higher than
the NOR REC-DL method and the SHAR-LABFVC method
(NOR), respectively.

According to the comprehensive results of these four indica-
tors, the accuracy of these methods for image segmentation with
vegetation shadows ranges from satisfactory to unsatisfactory
as follows.

the HDR REC-DL method, NOR REC-DL method, SHAR-
LABFVC method (HDR), SHAR-LABFVC method (NOR).

IV. DISCUSSION

A. Advantages of the HDR REC-DL Method

The novelty of this article is mainly to combine HDR im-
ages with U-Net CNN and propose an FVC inversion method
combined with deep learning. HDR images can weaken the



CHEN et al.: IMPROVING FVC ESTIMATION WITH SHADOW EFFECTS USING HIGH DYNAMIC RANGE IMAGES 1709

strong light, highlight the information in the low-light area, and
better display the vegetation information in the shadow area [42].
The U-Net CNN combines low-resolution information that pro-
vides the basis for vegetation identification and high-resolution
information that provides the basis for accurate segmentation
and positioning [33]. This method can effectively reduce the
influence of shadows due to strong changes in natural light
and direct sunlight. It can significantly improve the estimation
accuracy of FVC.

The angle of sunlight, natural light changes and the occlusion
of vegetation leaves will cause shadows in the captured vege-
tation images. These shadows present a tremendous challenge
for accurately estimating FVC. The presence of shadows can
lead to incorrect classification of vegetation in shadow areas
[35]. The SHAR-LABFVC method is better for certain types
of shaded vegetation. However, for images with complex scenes
and different types of shaded vegetation, especially for elaborate
texture information, the vegetation in the shaded area will be
over segmented or missing [52]. However, the HDR REC-DL
method does not use thresholds to segment shadow vegetation
and is less affected by vegetation types. The U-Net CNN used
can effectively analyze the texture information of vegetation
leaves. Texture information can not only reveal the characteris-
tics of vegetation, but also help segment vegetation with complex
texture information [54]. By analyzing the context signals of
multiple adjacent pixels, it is possible to better segment the
vegetation in the shadow area with complex texture information
[48].

In this article, the HDR REC-DL method improves the es-
timation accuracy of FVC compared with the NOR REC-DL
method and SHAR-LABFVC method. In the verification of the
FVC of different images, this method has demonstrated a lower
RMSE and bias, and the estimated FVC is closest to the true
value. The vegetation segmentation results of the HDR REC-DL
method are very similar to visually interpreted images, which
improves the performance of images segmentation of vegetation
with shadows under natural lighting conditions in the wild.

B. Limitations and Future Perspectives

The HDR REC-DL method studied clustered and short
canopy vegetation, but did not study the segmentation effect of
coniferous vegetation. This article is based on ground images
and did not test the segmentation effect of this method on
the unmanned aerial vehicle (UAV) scale. This article did not
consider the influence of the change of the solar angle on the
segmentation accuracy of the HDR REC-DL method.

In the future, the effect of this method in estimating FVC in
coniferous vegetation and UAV images can be further evaluated.
The changes of the solar angle will affect the area, position, and
depth of shadows in the vegetation image. We will further study
the impact of changes in the solar angle on the HDR REC-DL
method in future research. Besides, the canopy cover can be
further used to estimate leaf area index (LAI). However, the
presence of shadows in digital images with a sky background can
affect the accuracy of canopy cover estimation. The HDR images
can better suppress strong light and highlight weak light. Thus,

the HDR REC-DL method may be of great use for improving
the accuracy of calculating LAI.

V. CONCLUSION

The HDR REC-DL method proposed in this article combines
the advantages of HDR images and U-shaped CNNs, which
can efficiently and accurately estimate the FVC of images
with vegetation shadows. The HDR REC-DL method improves
the segmentation performance of vegetation in shadow areas
under natural light conditions. The FVC results of subsample
images (including shadow vegetation) estimated by the HDR
REC-DL method and NOR REC-DL method are compared.
The HDR REC-DL method is better than the NOR REC-DL
method with respect to the vegetation segmentation effect of
subsamples containing vegetation shadows. This shows that the
deep learning method based on HDR images improves the FVC
estimation accuracy of the images with vegetation shadows in
the subsamples. For the spliced subsample images, the four
indicators of the kappa coefficient, F1, recall, and mIOU are
comprehensively analyzed. The order of segmentation effect of
the vegetation from satisfactory to unsatisfactory is the HDR
REC-DL method, NOR REC-DL method, SHAR-LABFVC
method (HDR), and SHAR-LABFVC method (NOR). The HDR
REC-DL method is suitable for segmenting images of vegetation
shadows with complex scenes and texture information. The
vegetation segmentation effect is less affected by vegetation
types. The HDR REC-DL method provides a novel method for
measuring FVC as ground verification data.
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