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Multiscale Densely Connected Attention Network for
Hyperspectral Image Classification

Xin Wang and Yanguo Fan

Abstract—Hyperspectral image classification (HSIC) based on
deep learning has always been a research hot spot in the field of
remote sensing. However, most of the classification models extract
relevant features based on fixed-scales convolution kernels, which
ignores the complex features of hyperspectral images (HSIs) at
different scales and impairs the classification accuracy. To solve
this problem, a multiscale densely connected attention network
(MSDAN) is proposed for HSIC. First, the model adopts three dif-
ferent scales modules with dense connection to enhance classifica-
tion performance, strengthen feature reuse, prevent overfitting and
gradient disappearance. Besides, in order to reduce the model pa-
rameters and strengthen the extraction of spatial–spectral features,
the traditional three-dimensional convolution is replaced by three-
dimensional spectral convolution block and three-dimensional spa-
tial convolution block. Furthermore, the spectral–spatial–channel
attention is embedded into the end of each scale to enhance the
favorable features for classification and further extract the dis-
criminant features of the corresponding scale. Finally, the key
feature extraction module is developed to extract multiscale fusion
features to further enhance the classification performance of the
network. The experimental results carried out on real HSIs show
that the proposed MSDAN architecture has significant advantages
compared with other most advanced methods.

Index Terms—3-D spectral convolution, hyperspectral image
classification (HSIC), multiscale dense connection, spatial–spectral
features, spectral–spatial–channel attention, three-dimensional (3-
D) spatial convolution.

I. INTRODUCTION

HYPERSPECTRAL images (HSIs) contain both hundreds
of narrow spectral bands information and abundant spatial

distribution information of land covers [1], which are widely
used in agriculture, environmental monitoring, geosciences, sur-
veying and mapping, and other fields [2], [3]. However, this
feature also brings a series of challenges for hyperspectral image
classification (HSIC), such as information redundancy caused by
more spectral bands, low classification accuracy caused by less
training samples, and single classification models, which cannot
adapt to the complex data characteristics of HSIs. Therefore, it is
of great significance to research how to classify HSIs accurately.

The early HSIC research focused on utilizing its spectral
information to complete feature matching, such as spectral
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matching based methods [4], [5]. However, this kind of method
cannot effectively distinguish the same kind of land covers with
different reflection spectra and different kinds of land covers
with the same reflection spectrum, and thus this kind of method
tends to impair classification accuracy. Considering the high
spectral resolution and spectral redundancy of HSIs, some basic
feature extraction algorithms are also applied to HSIC, such as
linear feature extraction based [6]–[8], nonlinear feature extrac-
tion based [9]–[11]. In addition, methods based on spectral fea-
tures also include traditional machine learning methods, such as
support vector machine (SVM) [12], extreme learning machine
[13], sparse representation classification (SRC) [14], and so on.
Compared with traditional methods based on spectral matching,
these algorithms have better classification performance, but still
depend on prior knowledge to set parameters. Besides, these
methods rely on artificial feature extraction, when dealing with
different HSI datasets, these features lack sufficient generaliza-
tion ability and expression ability.

To address the above problems, some scholars have explored
the spatial–spectral joint classification method. Zhang et al. [15]
proposed nonlocal weighted joint SRC model, which adopted
different weights for different adjacent pixels according to the
structural similarity. Li et al. [16] proposed spatial–spectral ker-
nel SVM, which extracted spectral–spatial features by principal
component analysis and median filter, respectively, and then
utilized SVM to classify spatial–spectral joint features. This
method can effectively reduce the influence of noise and make
full use of spatial–spectral features to improve the classification
accuracy. However, it has been proved that the spectral and
spatial domains of the original HSI data are highly correlated
and redundant. Jia et al. [17] developed a new subspace-based
multitask learning framework for HSIC. The original HSI data
space was projected into several different subspaces, and SVM
classification was carried out in each subspace. In order to make
full use of the spatial information, Markov random field was
applied to process the results of SVM classification, and finally,
the classification results are determined through the decision
fusion.

In recent years, deep learning (DL) technology has made
a breakthrough. Its powerful feature extraction ability is far
beyond the traditional classification methods, so researchers try
to extend DL to HSIC. Typical DL classification models include
stack autoencoder (SAE) [18], deep belief network (DBN) [19],
recurrent neural network (RNN) [20], [21], and convolutional
neural network (CNN) [22], [23]. Although SAE and DBN can
extract deeper features, they need to transform the input data
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into a one-dimensional (1-D) vector, which leads to the loss of
spatial information. RNN uses a hidden layer or storage unit to
learn state features, which has attracted extensive attention in
sequence data analysis. By considering the spectral signature as
a sequence, RNN has been successfully used to learn discrimina-
tive features from HSIs recently. Zhou et al. [21] used two long
short-term memory networks to learn the features of spectral
and spatial sequences of HSIs, and fused the learning results at
the decision level However, decision level fusion depends on the
previous results, which affects the classification results. In this
situation, CNN has achieved excellent performance on computer
vision tasks and attracts considerable attention. So scholars
began to explore the use of CNN to extract the spatial–spectral
information of HSI. Chen et al. [23] used two CNN frameworks
to extract spectral features and spatial features, respectively.
However, the method can lead to redundant computation by
extracting spectral–spatial features separately. In order to further
extract spatial–spectral joint features, researchers apply a 3-D
convolutional neural network (3D-CNN) to HSIC [24], [25].
For example, Shi and Pun [24] first obtained the preliminary
classification results by using super-pixel segmentation, and then
further extracted the depth features by 3D-CNN. Liu et al. [25]
transport the original features to 3D-CNN without any prepro-
cessing. However, the calculation cost of 3D-CNN is expensive,
and the phenomenon of overfitting is easy to occur.

Through previous studies, it is found that the simple overlay
convolution layers cannot satisfy the requirements of HSIs,
and increasing the depth of the network model requires
more training samples, whereas the HSI training samples
are often less. Therefore researchers began to focus on the
limited training samples to further improve the accuracy of
HSIC. Zhong et al. [26] employed a spatial–spectral residual
3-D convolutional neural network (SSRN) to extract the
spatial–spectral joint features and spatial context discrimination
features of HSIs, which effectively improved the classification
accuracy. Wang et al. [27] proposed an end-to-end fast dense
spectral–spatial convolution (FDSSC) framework for HSIC
to reduce the training time and improve accuracy. Different
from SSRN, FDSSC uses a dense connection structure instead
of residual structure to construct the network model. Li and
Shang [28] applied a spatial–spectral pseudo-three-dimensional
dense connection network (SSP3DNet) to reduce the training
parameters and the overfitting phenomenon in the process of
model training. Li et al. [29] utilized a deep multilayer feature
fusion dense connection network (MFDN) to extract spatial and
spectral features simultaneously based on different input sizes,
and high-level abstract features through 3-D dense blocks,
which effectively alleviated the problem of vanishing gradient,
enhances feature propagation, encourages feature reuse, and
improves the accuracy of HSIC. Wang et al. [30] proposed
a dual-branch spatial–spectral dense residual neural network
(DRN), which adopted 1D-CNN to extract spectral features and
2D-CNN to extract spatial information, and each branch used
dense residual structure to enhance the feature extraction and
reduced the problem of gradient disappearance. Hang et al. [31]
proposed a multitask generative adversarial network to alleviate

the limited samples issue by taking advantage of the rich infor-
mation from unlabeled samples. Through the confrontational
learning method, the discrimination ability and generalization
ability of classification tasks are indirectly improved. However,
these methods can only extract feature information by fixed con-
volution kernel scale, which is not conducive to feature learning,
ignores the complex features of HSIs at different scales, and
damages the classification accuracy. Not only that the increase
of model depth and special connection mode also bring too many
training parameters, resulting in slow convergence of the model.

In order to further extract discriminative features, an atten-
tion mechanism is also applied to DL, which can consciously
extract features beneficial to classification by simulating the
characteristics of human eyes. Gao et al. [32] combined the
attention module with dense connected network (DMSAN) to
enhance the features that are more relevant to classification,
and weaken the features that are less relevant. Yu et al. [33]
employed the multiscale feedforward attention module to extract
semantic features, which effectively improves the computational
efficiency and recognition ability of feature representation. Hang
et al. [34] proposed a spectral attention subnetwork and a spatial
attention subnetwork for spectral and spatial classifications and
combined classification results via adaptively weighted summa-
tion method to aid networks that focus on more discriminative
channels or positions. Based on the above analysis, we propose
a multiscale densely connected attention network (MSDAN)
for HSIC. First, multiscale dense connection blocks are used
to extract different scale features of HSI to avoid the defect
of insufficient information. Second, 3-D convolution blocks in
the network are replaced by 3-D spatial convolution blocks and
3-D spectral convolution blocks in series to reduce training
parameters. Finally, the attention mechanism is embedded into
the end of each scale to enhance the discriminative features that
are beneficial to classification and improve the performance of
the network.

The main contributions of this article are listed as follows.
1) This article adopts a multiscale dense connection model to

synchronously extract the comprehensive features of dif-
ferent scales of HSI, so as to enhance the feature extraction
ability of the network and make it suitable for the complex
data characteristics of HSIs. Through dense connection,
we can realize the close relationship between features of
different layers, strengthen feature reuse, and avoid the
phenomenon of overfitting and gradient disappearance.

2) In the dense connection model, 3-D spatial convolution
block and 3-D spectral convolution block are employed
in series instead of traditional 3-D convolution block
to reduce training parameters and accelerate the model
convergence.

3) An improved attention mechanism module is proposed,
which extracts the weight information of spatial dimen-
sion, spectral dimension, and channel dimension, respec-
tively, and fuses the weight information from the three
dimensions by feature multiplication, and then embeds
it into the end of each scale channel. The convolution
kernel size is the same as that of the channel to strengthen
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Fig. 1. Components of the proposed MSDAN.

the feature information of each channel, enhance features
favorable for classification, and improve the feature ex-
traction ability of the network.

The rest of this article is organized as follows. Section II
introduces the detailed architecture of MSDAN. The experi-
mental results and analysis are illustrated in Section III. Finally,
Section IV concludes this article.

II. METHODOLOGY

The proposed network (MSDAN) is mainly composed of mul-
tiscale dense connection module, attention mechanism module,
and key feature extraction module, as shown in Fig. 1. First,
PCA transformation is adopted to retain the most important
features and remove the interference of noise of the input data.
Then, the features of the inputs are extracted synchronously
by the multiscale dense connection module to adapt to the
complex characteristics of HSIs. Next, the attention mechanism
module composed of the corresponding convolution kernels is
adopted to strengthen the relevant features that are beneficial to
classification, and reduce the weight information of irrelevant
features. Finally, the key feature extraction module is employed
to extract discriminative features along the spectral, spatial, and
channel dimensions.

A. Dense Connection Module

In order to avoid the problem of overfitting and gradient disap-
pearing, researchers proposed DenseNet [35] to enhance feature
transmission, encourage feature reuse and improve information
flow in the network.

The DenseNet is connected layer by layer. The input features
of each layer receive the output feature information from the
previous layer and are superimposed on the channel dimension,
which can be expressed as

xl = H([x0, x1, . . . , xl−1]) (1)

where xl represents the output of the l layer, [x0, x1, . . . , xl−1]
represents the superposition of the characteristic maps from the
input layer to the l − 1 layer on the channel dimension, and
H(•) represents the combination of nonlinear transformation
functions including convolution, normalization, nonlinear acti-
vation, and other operations.

Assuming that the number of input characteristic graphs of the
first layer in the dense connection layer is k0 and the number of
output characteristic graphs of each layer in the dense connection
layer is k, the number of channels of the input characteristic

Fig. 2. Each scale dense connection structure. n represents the convolution
kernel size of each channel.

graphs of the l layer can be formulated as

k0 + (l − 1)k. (2)

Each layer in the dense connection layer receives the features
from all previous layers, which encourages the features propa-
gation, strengthens the feature reuse, and effectively suppresses
the problems of gradient disappearance and overfitting.

B. Multiscale Dense Connection Module

Previous studies have found that the single-scale network
model cannot extract the rich spatial–spectral features of HSIs,
whereas the multiscale network model can extract more compre-
hensive information. In this article, we adopt multiscale dense
connection to extract feature information of different scales
synchronously. Each scale applies dense connection to enhance
feature propagation and reuse, and employs 3-D spectral con-
volution and 3-D spatial convolution in series to replace 3-D
convolution layer to reduce the training parameters caused by
increased model complexity. The structure of each scale is shown
in Fig. 2. The convolution kernels of the three scales are 3,
5, and 7, respectively, which are connected in n× n× 1 and
1× 1× n convolution order to form dense connection blocks.
The n× n× 1 convolution is used to extract spatial informa-
tion, and the 1× 1× n convolution is used to extract spectral
information, where n represents the convolution kernel size
of each scale. The number of output features of each dense
connection layer is 32, and the number of dense connection layer
is 3. Feature information of different scales is fused by feature
addition, which can be expressed as

X = Add (F1([X0, X1, . . . , Xi−1]),

F2([X0, X1, . . . , Xi−1]),

F3([X0, X1, . . . , Xi−1])) (3)
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Fig. 3. Structure of the proposed attention.

where X represents the output features after fusion, Add(•)
represents the additive function of the corresponding elements
of the features, and F1(•), F2(•), F3(•) represent the output
features of the dense connected network of each scale.

C. Attention Mechanism Module

Inspired by the fact that human eyes consciously accept the
characteristics of the region of interest, researchers put for-
ward the attention mechanism and added it to the DL network
model. It can consciously ignore the information irrelevant to
the current task from many features and pay attention to the
information related to the current task. In HSIC, the attention
mechanism can improve the learning ability of the network
by giving more weight to the features that are beneficial to
classification. Common attention mechanism models include
spatial attention mechanism and channel attention mechanism.
The spatial attention mechanism is to redistribute the weight
of the spatial information of the same feature graph to obtain
feature graphs with different spatial weight information. Chan-
nel attention mechanism is to redistribute the weight of feature
graph in channel dimension to obtain the weight feature graph
of different channels.

Inspired by the above ideas, this article proposes an improved
attention mechanism model. The model extracts the correspond-
ing feature information in the spatial dimension, spectral di-
mension, and channel dimension, respectively, to strengthen the
discriminative features favorable to classification and suppress
the unimportant information, and fuses the weight information
of the three features to obtain the weight feature graph. The
structure of the proposed attention mechanism is shown in Fig. 3.

Suppose that the input feature map is expressed as X ∈
RH×W×L×C , where represents the spatial size of the feature
map, L represents the spectral dimension of the feature map,
and C represents the channel number of the feature map.

Spectral attention mechanism can give higher weight todis-
criminant features in spectral dimension to obtain different
spectral feature weight maps. First, we need to transform
the dimension of the feature map X ∈ RH×W×L×C to X ∈
RH×W×C×L, and then, through the global average pooling
(GAP) layer, the dimension of the feature graph is transformed
into X ∈ R1×1×1×L. Next, we need to transform the dimension
X ∈ R1×1×1×H to X ∈ R1×1×L×1, and extract the spectral
features of the feature map by 1× 1×Nconvolution. Finally,
we map the eigenvalues to 0–1 through the sigmoid layer, and
get the weighted feature map of the spectral dimension, where
Ndenotes the convolution kernel size. It can be formulated as

Fse (Sigmoid (Conv (Re (GAP (Re (X))))))H ×W (4)

where Fse(•) represents the final spectral dimension weight
feature map, Sigmoid(•) represents the sigmoid function,
Conv(•) represents the convolution operation, Re(•) repre-
sents the dimension transformation, and GAP (•) represents the
global average pooling.

Spatial attention mechanism can obtain spatial feature maps
with different weights in spatial dimension. First, we need
to use average pooling to transform the feature map from
X ∈ RH×W×L×C to X ∈ RH×W×1×1, and get the feature map
that only contains spatial dimension. Then, we use N ×N ×
1convolution to extract the spatial features of the feature map.
Finally, we map the feature values to 0–1 through sigmoid layer
and get the weighted feature map of spatial dimension, where
N represents the convolution kernel size. It can be expressed as

Fsa (Sigmoid (Conv (Avepool (X)))) (5)

whereFsa(•) represents the final spatial dimension weight char-
acteristic graph, Sigmoid(•) represents the sigmoid function,
Conv(•) represents the convolution operation, and Avepool(•)
represents the average pooling.

Channel attention mechanism can obtain feature maps with
different weights in channel dimension. First, we need to use
the GAP to transform the feature maps from X ∈ RH×W×L×C

to X ∈ R1×1×1×C , and get the feature map that only contains
channel dimensions. Then, we use two full connection (FC)
layers to extract the feature information of channel dimensions.
Finally, we map the feature values to 0–1 through the sigmoid
layer, and finally get the channel dimension weight feature map.
It can be expressed as

Fca (Sigmoid (FC (FC (GAP (X))))) (6)

where Fca(•) represents the final channel dimension weight
characteristic graph, Sigmoid(•) represents the sigmoid func-
tion, FC(•) represents the full connection operation, and
GAP (•) represents the global average pooling.

Finally, the obtained spectral, spatial, and channel weight
feature maps are combined to obtain the 3-D weight feature map
Fw ∈ RH×W×L×C , which is weighted by multiplying it with
the input feature graph X ∈ RH×W×L×C , so as to improve the
learning ability of the network. The process can be expressed as

Fw = Fse ⊗ Fsa ⊗ Fca (7)

F = X ⊗ Fw (8)

where F (•) represents the weighted input feature map, Fw(•)
represents the 3-D weighted feature map, and ⊗ represents the
multiplication of corresponding elements.

D. Key Feature Extraction Module

In order to further extract the discriminant features of multi-
scale fusion, this article sets up a key feature extraction module.
The specific information of this module is shown in Fig. 4.

First, 3-D spectral convolution block and dimension transfor-
mation are used to extract the features of spectral dimension and
channel dimension. Finally, the feature information of spatial
dimension is extracted by maximum pooling and 3-D spatial
convolution block. This operation can fully extract the feature



WANG AND FAN: MULTISCALE DENSELY CONNECTED ATTENTION NETWORK FOR HSIC 1621

Fig. 4. Overall network model.

information from the multiscale dense connection layer and
improve the classification performance of the network.

E. Overall Network Model

The proposed network model (MSDAN) is illustrated by the
University of Pavia (UP) dataset, as shown in Fig. 4. The network
is mainly composed of multiscale dense connection module,
attention mechanism module, and key feature extraction module.
First, the HSI has many spectral bands and high correlation
between them, so it is necessary to reduce the feature dimension
of the input data through PCA transformation, so as to retain
the bands with large amount of information and remove the
interference of noise and unnecessary information. The number
of reserved bands is 20, and its spatial neighborhood is taken as
the input of the network. The size of the spatial neighborhood
is 11 × 11, and then through the initial convolution layer 64
3× 3× 3, whose strides are (2,1,1), and the dimension of the fea-
ture graph is transformed from 11× 11× 20 to 64 11× 11× 10.
Then, different features are extracted synchronously by the
multiscale dense connection module to adapt to the complex
characteristics of HSIs. Scale1 uses 3 × 3 × 1 and 1 × 1 × 3 by
the series connection form to form the dense connection block
to extract the spatial features and spectral features of the input
data, respectively. Compared with the traditional 3D-CNN, it
can reduce the training parameters. Second, the spatial–spectral–
channel attention mechanism with a convolution kernel size of
3 is used to extract the important information of features, which
further enhances the learning ability of the network. Scale2 uses
5 × 5 × 1 and 1 × 1 × 5 in series to form a dense connection

block with three dense connection layers. A spatial–spectral–
channel attention mechanism with convolution kernel size of
5 is embedded at the back end of the dense connection layer
to extract discriminative features. Scale3 uses 7 × 7 × 1 and
1 × 1 × 7 to form dense connection blocks, and embeds the
spatial–spectral–channel attention mechanism with convolution
kernel size of 7 to enhance the relevant features that are ben-
eficial to classification while reducing the weight information
of irrelevant features. Finally, the multiscale fusion features are
obtained by adding the corresponding elements, and the size
of the feature map is transformed from 64 11 × 11 × 10 to
160 11 × 11 × 10. Then, the discriminative feature information
of spectral and channel dimensions is extracted by 3-D spectral
convolution block and dimension transformation, and the spatial
features of the input features are further extracted by max
pooling and 3-D spatial convolution block. Finally, through the
FC layer and Softmax layer, the classification results of UP are
obtained.

III. EXPERIMENTAL RESULTS AND ANALYSIS

This part mainly introduces the datasets used in the validation
experiment, a series of parameters of the model training, and the
analysis of the experimental results.

A. Datasets Introduction

In order to verify the effectiveness of the proposed method,
three HSI datasets are used for experimental verification.

Indian Pines (IN) dataset was acquired by airborne visible
infrared imaging spectrometer (AVIRIS) from an Indian Pine
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Fig. 5. IN dataset. (a) RGB composite image of three of the IN dataset.
(b) Ground-truth map of the IN dataset.

Fig. 6. UP dataset. (a) RGB composite image of three of the UP dataset.
(b) Ground-truth map of the UP dataset.

tree in Indiana, USA. The image size is 145 × 145. AVIRIS
imaging wavelength range is 0.4–2.5 μm. The spatial resolution
is about 20 m. After eliminating 20 bands that cannot be reflected
by water, the remaining bands are 200. The dataset contains
21 025 pixels, including 10 249 feature pixels, 10 776 back-
ground pixels, and 16 types of feature types, most of which are
natural landscapes, and the distribution of samples is extremely
uneven. The dataset is shown in Fig. 5.

Pavia University (UP) dataset was acquired by German reflec-
tive optics spectral imaging system (ROSIS-03) imaging Pavia
city in Italy. The wavelength range of the image is 0.43–0.86μm,
and the spatial resolution is 1.3 m. After eliminating 12 bands af-
fected by noise, 103 bands are left. The image size is 610 × 340,
including 2 207 400 pixels, 42 776 feature pixels, and nine types
of features, which are trees, asphalt roads, bricks, meadows, etc.
The dataset is shown in Fig. 6.

University of Houston (HT) dataset was acquired by ITRES
CASI-1500 sensor. The wavelength range of the image is 0.38–
1.05 μm. The image is one of the multimodal optical remote
sensing datasets released by the 2018 data fusion competition
of the IEEE Geosciences and Remote Sensing Society [36],
covering the HT campus and its surrounding urban areas. The
original image size is 4172 × 1202, after clipping, selected part

Fig. 7. HT dataset. (a) RGB composite image of three of the HT dataset.
(b) Ground-truth map of the HT dataset.

TABLE I
NUMBER OF RANDOMLY SELECTED TRAINING SET, VERIFICATION SET,

AND TEST SET OF IN DATASET

of the image as the study area, the size of the clipped image is
541 × 710, including 48 bands and 12 categories. The dataset
is shown in Fig. 7. For IN dataset, 20% of training samples are
randomly selected, 10% of verification samples, and 70% test
samples are selected. For UP dataset, 10% of training samples,
10% of validation samples, and 80% of test samples are selected.
For HT dataset, considering its data characteristics, only 5% of
training samples, 10% of validation samples, and 85% of test
samples are selected. The number of three samples selected for
each dataset is shown in Tables I–III.

B. Experimental Configuration

The hardware environment is Intel (R) Core (TM) i5-10400F
CPU 2.90 GHz, the memory is 16.0 GB, and the software
environment is Python 3.7.9, TensorFlow2.0.0, Keras2.2.4.

In the process of model training, the number of batch size is
set to 16, the optimizer is RMSprop, the learning rate is 0.0002,
and the number of training epochs is set to 100.
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TABLE II
NUMBER OF RANDOMLY SELECTED TRAINING SET, VERIFICATION SET,

AND TEST SET OF UP DATASET

TABLE III
NUMBER OF RANDOMLY SELECTED TRAINING SET, VERIFICATION SET,

AND TEST SET OF HT DATASET

In order to quantitatively evaluate the performance of the
proposed method, this article uses three standard evaluation
indexes: overall accuracy (OA), average accuracy (AA), and
Kappa coefficient (κ) to evaluate the classification performance.

C. Parameter Analysis

This part mainly analyzes the influence of various parameters
of the network on the classification results.

The classification performance of the model is not only related
to the structure of the model but also related to the setting of
various parameters in the model. This section mainly discusses
the influence of spatial size, the number of convolution kernels
in dense connection blocks and the number of dense connection
layers in dense connection blocks on the classification accuracy
of network. All experiments used the control variable method to
analyze the influence of parameters.

First, the influence of the spatial size. Because the feature
distribution of HSI is related to the spatial dimension, and the
samples need to take a certain spatial size before inputting to
the network. Different HSIs have different feature distribution,
and different spatial sizes may produce different HSIC results.
Therefore we fixed other factors and set spatial sizes to 7 × 7,
9× 9, 11× 11, 13× 13, and 15× 15 for the three HSI datasets to

compare the overall classification accuracy. Fig. 8(a) shows the
influence of different spatial sizes on the overall classification
accuracy. It can be seen that the value of OA increases at first,
and then decreases as the spatial size reaches 11 × 11 for all
the three datasets. For IN and HT datasets, as the spatial size is
13 × 13, the OA value starts to increases. For UP dataset, as the
spatial size is larger than 11 × 11, the OA value decreases all the
time. Therefore, we choose the space size corresponding to the
maximum accuracy, that is, 15 × 15 for IN dataset and 11 × 11
for UP and HT datasets.

Second, the influence of the number of convolution kernels
in dense connection blocks. Dense connection blocks are com-
posed of convolution layers, and the number of output charac-
teristic graphs of each convolution layer affects the complexity
of the network and the overall performance of classification. In
order to analyze the number of optimal convolution kernels,
the classification results of three HSI datasets are analyzed.
The number of convolution kernels is set to 8, 16, 24, and 32,
respectively. Fig. 8(b) shows the influence of the number of
the convolution kernels on the OA. With the increase of the
number of convolution kernels, the OA value of the three datasets
increases at first, then decreases as the value is 16, and then
increases as the number of convolution kernels is 24. Therefore,
the number of the convolution kernels in the dense connection
blocks of IN, UP, and HT datasets is set to 32.

Third, the influence of the number of dense connection layers
in dense connection blocks. The number of dense connection
layers determines the depth of dense connection blocks, and
indirectly determines the depth and classification accuracy of
network. Therefore, it is of great significance to explore the
influence of the number of dense connection layers on the
classification results. Fig. 8(c) shows the influence of the number
of dense connection layers on the overall classification accuracy.
The number of dense connection layers is set to 2, 3, and 4,
respectively. For the three datasets, with the increase of the
number of dense connection layers, the classification accuracy
first increases and then decreases. When the number of dense
connection layers is 3, the classification accuracy is the highest.
Therefore, the number of dense connection layers of the three
datasets is 3.

Finally, the influence of the percentage of training samples.
In order to test the robustness and generality of the proposed
MSDAN, 1%, 5%, 10%, 15%, and 20% are selected as the
training samples for IN dataset; 1%, 3%, 5%, 7%, and 10% for
UP dataset; and 0.1%, 1%, 5%, 10%, and 20% for HT dataset.
Fig. 9 shows the impact of the proportion of different training
samples of three datasets on classification performance. It can
be seen that the MSDAN is more stable. With the increase of
the proportion of training samples, the classification accuracy
gradually improves and is the highest of other methods.

D. Analysis of Classification Results

In order to verify the effectiveness of the proposed method, the
proposed MSDAN is compared with several classical network
models. These classical networks are MFDN [29], FDSSC [27],
SSP3DNet [28], DMSAN [32], SSRN [26], and DRN [30].
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Fig. 8. Parameter analysis. (a) Influence of spatial sizes. (b) Influence of the number of convolution kernels in dense connection blocks. (c) Influence of the
number of dense connection layers in dense connection blocks.

Fig. 9. Percentage of training samples. (a) IN dataset. (b) UP dataset. (c) HT dataset.

Fig. 10. IN dataset and classification results. (a) IN ground-truth map. (b) MFDN. (c) FDSSC. (d) SSP3DNet. (e) DMSAN. (f) SSRN. (g) DRN. (h) MSDAN.

Among them, SSRN and DRN use residual structure to ex-
tract spectral and spatial features, respectively. Compared with
SSRN, FDSSC uses dense connection structure instead of resid-
ual structure to construct network model. MFDN utilized the
deep multilayer feature fusion dense connection structure to ex-
tract spatial and spectral features simultaneously. SSP3DNet and
DMSAN both adopt dense connection structure and pseudo-3D
convolution structure. Besides, DMSAN adds attention mecha-
nism and multiscale module. Different from the MSDAN pro-
posed in this article, DMSAN is based on multiscale blocks to
achieve dense connection between blocks.

In order to ensure the fairness of the experimental verification,
all the methods are trained in the same environment, and the
proportion of training samples is 20% for IN dataset, 10% for
UP dataset, and 5% for HT dataset. In addition, other parameters
of the comparison methods are the same as those of the original
papers. All experiments were conducted for five times with

randomly selected training samples and calculated the mean and
standard deviation as the final main classification metrics.

Figs. 10–12 show the classification results of the three
datasets. Compared with other methods, the classification result
maps of the proposed MSDAN was most consistent with the
ground-truth maps and it delivered the most accurate and smooth
classification maps for all three HSIs.

Tables IV–VI present the accuracy evaluation results of the
three datasets. It can be seen that our proposed MSDAN has
the highest classification accuracy and lower standard deviation
compared with other methods. In all three datasets, the classi-
fication results of FDSSC were worse than other methods and
the standard deviations are large, showing an unstable trend.
For IN dataset, from the classification accuracy of alfalfa and
oats categories with few samples, FDSSC (7.97%, 23.33%),
DMSAN (50%, 68.33%), and SSRN (52.17%, 51.67%) have
worse classification effects on the two categories, whereas the
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Fig. 11. UP dataset and classification results. (a) UP ground-truth map. (b) MFDN. (c) FDSSC. (d) SSP3DNet. (e) DMSAN. (f) SSRN. (g) DRN. (h) MSDAN.

Fig. 12. HT dataset and classification results. (a) HT ground-truth map. (b) MFDN. (c) FDSSC. (d) SSP3DNet. (e) DMSAN. (f) SSRN. (g) DRN. (h) MSDAN.

TABLE IV
ACCURACY EVALUATION RESULTS OF THE IN DATASET

TABLE V
ACCURACY EVALUATION RESULTS OF THE UP DATASET
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TABLE VI
ACCURACY EVALUATION RESULTS OF THE HT DATASET

TABLE VII
TRAINING AND TESTING TIMES OF DIFFERENT MODELS FOR THREE HSI DATASETS

TABLE VIII
TRAINABLE PARAMETERS OF DIFFERENT MODELS FOR UP DATASET

classification accuracy of each category in MSDAN has reached
more than 97%, indirectly indicating that the proposed MSDAN
can be better applied to the classification of categories with un-
balanced samples and has strong adaptability. For UP dataset, the
average classification accuracy of every category for MSDAN
is above 99%, which shows better stability. For HT dataset, all
methods show poor performance in the classification accuracy
of healthy grass, which may be related to the distribution of this
category. Nevertheless, the OA of MSDAN still reaches 96.64%,
about 0.3% higher than that of MFDN. These results validate the
robustness of the MSDAN in the face of difficult conditions.

Besides, the training and testing times can provide a di-
rect measure of computational efficiency for different models.
Table VII records the training and testing times of each model.
All records are the average results obtained by running five times
in the same environment, in which the training times are the
average times taken by each epoch. As shown in Table VII,
the time of DRN is shorter than other models for all the three
datasets, because DRN is simple without involving 3-D con-
volution. However, the MSDAN requires a larger amount of
computational power than others. This is because MSDAN has
multiscale modules, attention mechanism and dense connection
structure, which increases the time of model training. On the
contrary, it is the existence of these structures that improves the

classification performance correspondingly. Therefore, without
considering the computation time of the model, the MSDAN can
be effectively applied to HSIC.

Table VIII presents the total trainable parameters of different
models for UP dataset. As can be seen, DRN and MFDN have
more trainable parameters than others, because they extract spa-
tial and spectral information, respectively, through dual-channel
structure, which causes the phenomenon of computational
redundancy. Compared with SSRN, FDSSC has more train-
able parameters, indicating that dense connection structure can
increase training parameters. The number of parameters of our
proposed MSDAN is less than that of FDSSC, DRN, and MFDN,
but more than that of SSP3DNet, DMSAN, and SSRN. This is
because the multiscale branches and dense connection structure
lead to more training parameters.

E. Ablation Study

In order to further analyze the importance of attention mech-
anism, multiscale module, and dense connection structure in
MSDAN, some comparative experiments are carried out. The
classification results of the model without attention mechanism
(MSDN), without multiscale module (DAN), or without dense
connection structure (MSAN) are compared with MSDAN to
verify the impact of each module on the classification results.
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Fig. 13. Results of comparative experiments.

In Fig. 13, the addition of each module in MSDAN all pro-
motes the model classification performance. First of all, for UP
and HT datasets, the OA of MSDN is lower than that of MSDAN.
For IN dataset, MSDN is 0.07% higher than that of MSDAN.
Nevertheless, MSDAN has high classification accuracy for small
samples, and therefore MSDAN is effective in the case of little
loss of accuracy. Second, for IN, UP, and HT datasets, the OA of
DAN is 0.24%, 0.02%, and 0.09% lower than that of MSDAN,
respectively, which proves that multiscale module is beneficial
for MSDAN to fully extract features. Similarly, compared with
MSDAN, the OA of MSAN is reduced by 0.06%, 0.17%, and
0.04%, respectively, which indicates that the dense connec-
tion structure in MSDAN contributes to feature propagation.
Therefore, to a certain extent, attention mechanism, multiscale
structure and dense connection pattern in MSDAN are effective
to improve the classification performance.

IV. CONCLUSION

In this article, we proposed an MSDAN model. The multiscale
dense connection module integrates the feature information of
different scales and layers to strengthen the feature extraction
and feature propagation of the model. At the same time, the
improved 3-D convolution blocks reduce the model parameters.
Besides, the embedded spectral–spatial–channel attention mod-
ule integrates the weight information of spectral, spatial, and
channel dimensions. It not only fully extracts the discrimination
features of the corresponding scale but also strengthens the
weight information of different dimensions. At the end of the
model, 3-D spectral convolution and 3-D spatial convolution
are used to further extract the fusion features of different scales
to enhance the learning ability of the network. The experimental
results on three HSI datasets show that the proposed model
has strong classification performance and adaptability. Although
the proposed method has shown considerable results, further
research should be developed to achieve higher classification
accuracy with fewer samples in the future work.
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