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Abstract—Owing to their powerful feature extraction capa-
bilities, deep learning-based methods have achieved significant
progress in hyperspectral remote sensing classification. However,
several issues still exist in these methods, including a lack of hyper-
spectral datasets for specific complicated scenarios and the need
to improve the classification accuracy of land cover with limited
samples. Thus, to highlight and distinguish effective features, we
propose a hyperspectral classification framework based on a joint
channel-space attention mechanism and generative adversarial
network (JAGAN). To relearn feature-based weights, a higher
priority was assigned to important features, which was developed
by integrating a two-joint channel-space attention model to obtain
the most valuable feature via the attention weight map. Addition-
ally, two classifiers were designed in JAGAN: sigmoid was used to
determine whether the input data were real or fake samples pro-
duced by the generator, while Softmax was adopted as a land cover
classifier to yield the prediction type labels of the input samples. To
test the classification performance of the JAGAN model, we used
a self-constructed complex land cover dataset based on GaoFen-5
AHSI images, which consists of mixed landscapes of mining and
agricultural areas from the urban-rural fringe. Compared with
other methods, the proposed model achieved the highest overall
classification accuracy of 86.09%, the highest kappa amount of
79.41%, the highest F1 score of 85.86%, and the highest average
accuracy of 82.30%, indicating the JAGAN can effectively improve
the classification accuracy for limited samples in complex regional
environments using GF-5 AHSI images.

Index Terms—Attention mechanism, generative adversarial
network, Gaofen-5 (GF-5), hyperspectral remote sensing, land
cover classification.

I. INTRODUCTION

LAND cover information is essential for a variety of geospa-
tial applications, such as urban planning, regional admin-

istration, and environmental management [1]. Furthermore, it
serves as the basis for understanding changes on earth’s surface
and related socioecological interactions [2].

More and more people utilize remote sensing images to extract
land cover information [67], [68], among which hyperspectral
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remote sensing images are characterized by “image-spectral
integration” and have been widely used to extract quantitative
information in agriculture, rock and mineral identification, and
environmental science. Subsequently, this method has been
widely used to obtain surface quantitative information [3]–[9].
Particularly, conducting land cover classification in complex
geographical scenarios is advantageous owing to its rich spectral
information [10], [11]. However, in complicated environments
with substantial amounts of data and spatial structures result-
ing from multiple bands, the automatic classification of land
cover using hyperspectral remote sensing images remains a
challenging task owing to the number of details on surface
elements, complex spectral characteristics of surface objects,
high dimensionality of the spectral bands, and limited training
samples [12]–[16].In the early stages of hyperspectral image
classification research, most methods aim to utilize its spec-
tral features during classification [17], including the K-nearest
neighbor (KNN) [18], spectral angle [19], extreme learning
machine [20], and support vector machine (SVM) [21], [22].
However, these methods ignore interpixel spatial information
[23], which limits any improvements to the classification accu-
racy. Spatial features are effective at improving the hyperspec-
tral data representation and classification accuracy [10], [14],
[24]–[28]. Although spatial features achieve optimal results for
improving the classification accuracy, their performance is poor
under conditions with limited samples. From another perspec-
tive, the dataset quality also affects the classification accuracy.
Some studies have established large-scale remote sensing image
datasets, which contribute to promoting the development of
classification research [29]–[31]. As deep learning technology
and computing power continue to advance, deep learning-based
methods have been used in hyperspectral image classification
owing to their strong deep-level feature extraction capability
[9], [32]–[38]. These methods include deep convolutional neural
networks (CNNs), autoencoders (AEs), deep belief networks
(DBNs), and generative adversarial networks (GANs) [32]; [36],
[39]–[41]. CNN-based methods are most widely used in the
remote sensing community and can improve accuracy. Previous
studies have reduced the run time in these algorithms [42]. How-
ever, CNNs exhibit poor performance with insufficient training
samples. AEs have been used in hyperspectral image classifi-
cation owing to their unsupervised feature learning capabilities
[43]–[49]. Overall, AEs deliver limited effects for improving
the accuracy of hyperspectral image classification because they
yield a compressed feature representation of high-dimensional
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hyperspectral image data, especially with limited samples.
DBNs have also been successfully applied to hyperspectral
image classification [45], [50], [51]. However, under complex
surface conditions, the DBN-based model requires a higher
computational load for enhanced classification performance
owing to miscellaneous surface objects, broken image patches,
and varying spatial and geometric characteristics of surface
objects. In this case, reverse propagation may induce gradient
disappearance.

Deep models usually have overfitting problems in hyperspec-
tral image classification owing to limited training samples [49],
[52]–[55]. Therefore, developing effective deep model training
strategies to limit overfitting is essential. GANs represent one
of the available strategies for limiting overfitting [56]. During
hyperspectral image classification, the discriminator training
process can proceed in an effective manner to prevent immedi-
ate overfitting with insufficient training samples. Additionally,
samples generated by GAN can be used as virtual samples. He
et al. [57] proposed an early semisupervised learning method
for hyperspectral and GAN, which enables the full use of lim-
ited labeled classification based on a three-dimensional (3-D)
bilateral filter samples and sufficient unlabeled samples. Zhu et
al. [58] used generated fake samples based on GAN to serve as
training samples for hyperspectral image classification, which
significantly improved the classification performance and allevi-
ated the overfitting phenomenon during training. Zhan et al. [59]
proposed a semisupervised framework for hyperspectral images
based on 1D-GAN with limited labeled samples. Wang et al.
[60] proposed a Caps-Triple GAN framework for hyperspectral
image classification of 1D-CNN. The spatial features can be
learned by the generator, thus, further improving the classifica-
tion performance. Feng et al. [61] proposed a new multiclass
spatial-spectral GAN, which serves as a solution to the lack
of discriminative information in the generated samples and
the inability to consider both spatial and spectral information.
Feng et al. [62] proposed a collaborative learning and atten-
tion mechanism GAN, which yields a distribution of generated
samples in the spectral and spatial dimensions similar to that of
authentic hyperspectral images, thereby eliminating errors and
confusing information. Wang et al. [54] proposed a dual-channel
fusion capsule GAN for hyperspectral image classification by
integrating the capsule network with GAN to eliminate the
mode collapse and gradient disappearance problem inherent in
the traditional GAN. Wang [69] developed GAN-based HSI
classification methods, in which a regularization method of
adaptive DropBlock to alleviate the mode collapse issue and
a single classifier designed for the discriminator to deal with
an imbalanced training data problem. To solve the problem
of selecting a fixed number of bands and an adaptive number
of bands for HSI classification, respectively, Feng et al. [70]
proposed a method of reinforcement learning for semisupervised
band selection.

Although the aforementioned GAN-based methods have
yielded significant progress in hyperspectral classification, some
issues still require solutions. First, potential gradient disap-
pearance results in slow or even failed network convergence;

the more completely the discriminator is trained, the more severe
the disappearance of the generator gradient. The second problem
is pattern crash, where samples generated by GAN feature a sin-
gle data model that tends to have excessive data of a certain type
and minimal data of other types. Third, we must further address
overfitting problems caused by a limited training set size with
high-dimensional features and the efficiency of spectral–spatial
exploitation [49], [53]–[55].

The attention mechanism has been widely used to obtain
significant features during hyperspectral image classification
[13], [26]–[28]. Zhu et al. [27] proposed an end-to-end residual
spectral–spatial attention network to improve classification ac-
curacy. Zhang et al. [28] added a spatial attention mechanism
to optimize the classification of hyperspectral images using a
spectral partitioning residual network. However, the majority of
hyperspectral classification models based on GAN use a single
attention mechanism, such that the extraction of key features
and reduction of disturbance from neighboring surface objects
remains difficult, particularly in complicated surface environ-
ments.

To effectively obtain more beneficial spatial and spectral
features from hyperspectral images, we propose a framework
based on the GAN and channel-space joint attention mechanism
(JAGAN). Gaofen-5 (GF-5) (advanced hyperspectral imager,
AHSI) data were used for land cover classification of mixed
landscapes along the urban–rural fringe and surface mining
areas in this article. The main contributions of this article are
as follows.

1) To improve the land cover classification accuracy using
hyperspectral images with limited samples, this article
proposes the JAGAN framework. Compared with com-
mon CNN networks, the GAN-based JAGAN can make
full use of limited training samples, while a channel-space
joint attention module was added to the framework to
relearn low and high-level feature-based weights, assign
higher priority to important features, highlight and dis-
tinguish effective features, and weaken information not
conducive to classification.

2) In the channel and spatial attention modules, the results of
the maximum and average pooling were integrated, which
not only remains the most significant part of the features,
but also retains the overall expression effect among the
features. Compared with the simple attention method, this
method can extract more discriminative channel space
features to obtain better classification results.

3) A GF-5 AHSI semantic segmentation dataset for a mixe-d
landscape from the urban–rural fringe and mining areas
was constructed (Download:1). The dataset contains 120
bands and includes six land cover types: surface-mined
land, construction land, bare land, road, cropland, and
water. This dataset supplements currently available hy-
perspectral remote sensing datasets.

1https://drive.google.com/drive/folders/1-43T06aWQVj9eEwKB_
edlWYPuWhgAv_L

https://drive.google.com/drive/folders/1-43T06aWQVj9eEwKB_edlWYPuWhgAv_L
https://drive.google.com/drive/folders/1-43T06aWQVj9eEwKB_edlWYPuWhgAv_L
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Fig. 1. GF-5 Advanced HyperSpectral Imager’s true color image of the study area. RGB = band 59, 38, and 20.

TABLE I
MAIN CHARACTERISTICS OF THE ADVANCED HYPERSPECTRAL IMAGER

SENSOR ON BOARD GF-5

II. METHODS

A. GF-5 AHSI Dataset Construction

1) GF-5 Data Description and Preprocessing: The GF-5
satellite was launched from China on May 9, 2018, equipped
with a visible short-wave infrared (SWIR) (AHSI) (see Table I).
Its spectral range extends from 400 to 2500 nm, in which the
visible near-infrared (VNIR) and SWIR are 5 and 10 nm, respec-
tively. The swath width was 60 km, and the spatial resolution
was 30 m [63]. Since correction for atmospheric and topographic
effects is an important processing step to improve data quality,
the GF-5 AHSI was radiometrically calibrated and orthorectified
using ENVI 5.5 software (The Environment for Visualizing
Images, ENVI), where orthorectification correction was using
digital elevation model of the ASTER GDEM Version 2 (v2),
with 30-m postings and 1×1 degree tiles.

The GF-5 AHSI had a total of 330 bands. To remove redundant
information, principal component analysis (PCA) [64] was used
to reduce data dimensionality in this article. As the variance and
cumulative contribution rate of the first 10 components of the
PCA reached 0.9999, the first 20 components of the PCA were
selected for subsequent analysis to use the spectral information
in this article completely.

2) GF-5 AHSI Dataset Construction: The study area, located
in Jiangxia District, Wuhan City, Hubei Province, China, covers
an area of 109.4 km2. As it is a mixed landscape with mining
and agriculture areas, the types of surface objects are complex.
Particularly, Wulongquan mining areas are characterized by
several types of open-pit mining land, including stopes, dumps,
solid waste, and mine transfer sites, which feature significant 3-D
topographic characteristics, interclass similarity, and intraclass
heterogeneity. The study area possesses 218 × 561 pixels from
GF-5 images. Fig. 1 shows a true-color image of the study area.

Employing ArcGIS 10.4 software, manual labeling methods
were used to train and test sample points (see Fig. 2) containing
real labels. Based on the features of the surface objects and
the interpretability of the spatial resolution of GF-5, land cover
was divided into six types in this article: surface-mined land,
construction land, forest land, road, crop land, and water. Table II
lists detailed information on this classification scheme. The GF-
5 dataset was divided into two components: the first was an
image containing the original image data, while the second was
the land cover type labels with heights and widths identical to
the image. Each label value represented the type of image pixel
at its corresponding location.

The production process was as follows. First, the “tif” file
from GF-5 was read through Python’s GDAL library to obtain
the geographic coordinates of the upper left corner of the image;
the relative coordinate of each pixel was then obtained based on
the geographic coordinate and pixel size. Thus, the final matrix
file of 218×561×20 was generated by writing the pixel value in
the relative position of each pixel. Furthermore, we exported the
category and geographic coordinate information of the generated
sample points to a “txt” file via ArcGIS 10.4. The “txt” file was
read through the Python script to obtain the relative coordinates
of the sample points according to the geographic coordinate
and pixel size. Finally, the relative coordinate location of each
sample point was written as a value representing the category



1594 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 15, 2022

Fig. 2. Spatial distribution of the training and test samples proposed in this study.

TABLE II
LAND COVER CLASSIFICATION SCHEME FOR THE GF-5 DATASET USED

IN THIS ARTICLE

TABLE III
FURTHER DETAILED DESCRIPTIONS OF EACH SAMPLE POINT

of the sample point. Among them, 1 to 6 were designated for
surface-mined areas, roads, water, crop land, forest land, and
construction land, respectively, and other unmarked pixel tags
were labeled as 0, ultimately generating the matrix file of land

cover type labels. Table III lists the sample point numbers for
each type.

B. JAGAN Framework Construction

The adopted loss function and framework of JAGAN are based
on the Auxiliary Classifier GANs(ACGAN)[71], compared with
original GAN, which only judges whether the input sample
is true or false. The discriminator D generates the probability
distribution P(S|X) = D(X) from real training data and fake data
supplied by generator G(X). The purpose of the D network is to
maximize the log-likelihood of the right source

LD = E [logP (S = real|Xreal)]

+ E [logP (S = fake|Xfake)] . (1)

The generator G is trained to minimize the following likeli-
hood:

LG = E [logP (S = fake|Xfake)] (2)

ACGAN’s network design, unlike classic GAN, can be used
for multiclass image classification. The input of discriminator D
is the real training data with corresponding class labels c and the
fake data generated by G. The discriminator D output branch is
used to distinguish real and fake data, but it also produces the
classification label distribution. The loss function of ACGAN
consists of two parts: the log-likelihood of the right source of
input data Ls and the log-likelihood of the right class labels Lc

Ls = E [logP (S = real|Xreal)]

+ E[logP (S = fake|Xfake)] (3)

Lc = E [logP (C = c|Xreal)]

+ E [logP (C = c|Xfake)] . (4)

So D is optimized to maximize the Ls + Lc, while G is
optimized to maximize Lc – Ls.

Fig. 3 shows the specific framework based on JAGAN. In
JAGAN, generator G receives 100-D noise vectors and real
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Fig. 3. JAGAN network architecture proposed in this study.

Fig. 4. Generator network structure developed in this article.

category labels, sampling them via deconvolution to generate
fake samples, G(z), with shapes and sizes identical to those of
the real data. The false sample dimension was the same as that in
the real data after PCA dimensionality reduction, which was 20
bands. Discriminator D receives real and fake samples as inputs
and uses a step-size convolution to perform down-sampling
for feature extraction. Two classifiers were designed. First, the
sigmoid classifier was used to determine whether the input data
were from real or fake samples produced by the generator.
Second, Softmax was adopted as a surface object classifier to
output the prediction category labels of the input samples. Before
the real and fake samples were input in front of the discriminator,
as well as the SoftMax and sigmoid classifiers, the channel-space
joint attention module was added to obtain the most valuable
information via the attention weight map to improve the classifi-
cation accuracy. The input of both generator G and discriminator
D increased the sample label information; the parameters were
optimized according to multiclassification loss in the network
training. Therefore, compared with the traditional GAN, the
proposed JAGAN was capable of optimizing the loss function
more reasonably while simultaneously effectively utilizing the
spectral and spatial features of the GF-5 AHSI images.

1) Generator Network Structure Construction: To improve
the quality of the self-generated samples, the generator produced
fake samples with sizes identical to those of the real samples for
adversarial training with the discriminator. This article adopted

TABLE IV
GENERATOR NETWORK PARAMETERS

a 16 × 16 neighborhood size as the input. Therefore, to gen-
erate fake samples with identical sizes to the real samples, the
generator network had a total of four layers, as shown in Fig. 4.
Table IV lists the generator network parameters.

The generator first received 100-D noise vectors, which were
a randomly generated set of sample values conforming to the
standard normal distribution. The noise vector was first reshaped
into a 3-D tensor with a size of 2 × 2 × 128 via the first
deconvolution network, which featured a convolution and step
size of 4× 4× 128 and 2, respectively. The noise vector was then
reshaped into a 3-D tensor with a size of 4×4×64 via the second
deconvolution network, which featured a convolution and step
size of 4 × 4 × 64 and 2, respectively, while using neuronal
inactivation to prevent overfitting. Finally, a 3-D tensor with a
size of 8 × 8 × 32 was produced via the third deconvolution
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Fig. 5. Channel attention module proposed in this article.

Fig. 6. Space attention module developed in this article.

Fig. 7 Discriminator network structure developed in this article.

network, which featured a convolution and step size of 4 × 4
× 32, and 2, respectively, and a 3-D tensor with a size of 16 ×
16 × 20 via the fourth deconvolution network, which featured
a convolution and step size of 4 × 4 × 20, and 2, respectively.
As the original GF-5 image was reduced to 20 bands through
PCA and a 16 × 16 spatial neighborhood was simultaneously
selected, the 100-D noise vector was mapped to a tensor of 16
× 16 × 20 with the same size as the real sample through a
four-layer deconvolution network, i.e., false samples.

2) Joint Attention Module Construction: In this article, the
channel-space joint attention module was utilized before dis-
criminator input and output into the sigmoid classifier, as well
as the SoftMax classifier. The feature diagram was run through
two modules. First, a feature graph featuring high H, wide W, and
dimension C was obtained as the input feature F, i.e., C×H×W.
The feature graph was then passed through the channel attention
module to obtain a channel attention diagram M_c. By mul-
tiplying the corresponding elements with the original feature,
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a feature diagram was obtained, as follows:

F ′ = Mc(F )⊗ F (5)

where ⊗ represents the multiplication operation of the corre-
sponding elements.

The resulting feature diagram F ′ was then input into the
spatial attention module and a spatial attention diagram Ms

by multiplying Ms and the corresponding elements of F ′. The
feature diagram F ′′ was obtained as follows:

F ′′ = Ms(F ′)⊗ F ′. (6)

In the channel and spatial attention modules, the results of the
maximum and average pooling were integrated. Maximum pool-
ing preserves the most prominent part of the feature and ignores
the overall expression effect of the feature. Average pooling
considers the overall expression effect of features and weakens
the differences between features. Therefore, the characteristics
of the two pooling methods were comprehensively considered
in the joint attention module; their results were fused to achieve
optimal feature expression. The following are the realization
processes for the attention modules in the channel and spatial
domains.

2) a) Channel Attention Module: Fig. 5 shows the chan-
nel attention module used in this article. First, we input a C-
dimensional feature graph with average and maximum pooling
to aggregate spatial information, followed by obtaining two
C-dimensional pooling feature diagrams, F_avg and F_max.
Subsequently, the two pooled feature graphs were input into
the multilayer perception with a hidden layer to obtain two 1
× 1 × C channel attention graphs. To reduce the parameters,
the number of hidden layer neurons was C/r, where r is the
compression ratio. Finally, we added the corresponding elements
of the two-channel attention graphs obtained through multilayer
perception. By activating the feature graph upon the addition of
the sigmoid activation function, the final channel attention graph
Mc was obtained. Equation (3) shows the entire process

Mc (F )

= σ (MLP (AvgPool (F )) +MLP (MaxPool (F )))

= σ
(
W1

(
W0

(
F c
avg

))
+W1 (W0 (F

c
max))

)
. (7)

Using the interchannel relation of features, we can obtain a
1×1×C channel attention graph. The weight of each dimension
on the abovementioned map represents the importance and rele-
vance of the key information in the feature layer corresponding
to that dimension.

2) b) Space Attention Module: After the channel attention
map and original feature map of the input channel attention
module were multiplied by the corresponding elements, they
were input into the subsequent spatial attention module, as
shown in Fig. 6. First, the refined feature diagram of the chan-
nel attention was input into the spatial attention module. We
performed maximum and average pooling along the channel
direction to obtain 2-D feature diagrams, F_avg and F_max,
respectively, both of which had a size of 1 × H × W. We then
dimensionally concatenated the two obtained feature diagrams

TABLE V
DISCRIMINATOR NETWORK PARAMETERS USED IN THIS ARTICLE

TABLE VI
NUMBER OF TRAINING AND TESTING SAMPLES USED IN THIS ARTICLE

to obtain a spliced feature diagram with a size of 2 × H × W.
Finally, the splicing feature diagram was passed through the
convolutional layer with a convolution kernel size of 7 × 7, as
well as the sigmoid activation function to generate the spatial
attention diagram, Ms. Equation (4) shows this process

Ms (F ) = σ
(
f7×7 ([AvgPool (F ) ;MaxPool (F )])

)

= σ(f7×7
([
F s
avg;F

s
max

])
. (8)

The resulting spatial attention diagram Ms and feature dia-
gram Mc refined by the channel attention were multiplied by the
corresponding elements to obtain the final output.

3) Discriminator Network Structure Construction: The
JAGAN model extracted the spatial and spectral features of
the GF-5 image through discriminator D. Simultaneously, the
discriminator and generator conducted adversarial training to
determine whether the generated samples were fake. Fig. 7
illustrates the discriminator network structure. Table V lists the
discriminator network parameters.

The discriminator simultaneously received both real and fake
samples generated by a generator with an identical size of 16 ×
16 × 20. The spatial features were extracted through 16 × 16
spatial neighborhoods, while the spectral features were extracted
in the 20-D spectral domain. Among them, 16 × 16 represents
the spatial neighborhood of the pixel, while the 20th dimension
is the band of the PCA after dimensional reduction.

True and fake sample data first passed through the joint
attention module, whose output size was identical to that of the
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TABLE VII
RESULTS OF THE CLASSIFICATION ACCURACY FOR THE METHODS USED IN THIS ARTICLE. HERE, 1 TO 6 REPRESENT SURFACE-MINED AREAS,

ROADS, WATER, CROP LAND, FOREST LAND, AND CONSTRUCTION LAND

TABLE VIII
RUNNING TIME OF DIFFERENT CLASSIFICATION METHODS

input module. The feature diagram of 16 × 16 × 20 output by
the attention module was converted into a feature diagram with a
size of 8 × 8 × 32 via the first-layer convolutional network with
a convolution and step size of 4 × 4 × 32, and 2, respectively. A
feature diagram of 4× 4× 64 was output via the second layer of
the convolutional network with a convolution and step size of 4
× 4 × 64, and 2, respectively. A feature diagram of 2 × 2 × 128
was output via the third layer of the convolutional network with
a convolution and step size of 4 × 4 × 128, and 2, respectively.
A feature diagram of 1 × 1 × 64 was output via the fourth layer
of the convolutional network with a convolution and step size of
4 × 4 × 64, and 2, respectively.

The output feature diagram extracted the important features
through another joint attention module, and the output remained
a feature diagram of 1 × 1 × 64. The feature map was converted
into a 1-D vector and then input into a fully connected layer with
the Sigmoid activation function, which outputs the probability
of whether the sample was real. The feature diagram of 1 × 1
× 64 was input into a fully connected layer with Softmax as the
activation function to determine the type of input sample and
output the corresponding label.

The discriminator network enabled classification while con-
ducting adversarial training with the generator using the Sigmoid
and SoftMax activation functions. Using a channel-space joint
attention module can simultaneously achieve better classifica-
tion effects in terms of complicated series and interconnecting

surface object types covering construction land for urban and
rural residencies, as well as mining areas.

C. Precision Evaluation Methods

JAGAN and other popular deep learning models were eval-
uated using the overall accuracy (OA), recall (class accuracy),
F1-Score,Kappa , and average accuracy (AA, the average recall
of all classes). The evaluation metrics are defined as follows:

Overall Accuracy =

∑
a Paa∑
a ta

(9)

Recall =
Paa

ta
(10)

Precision =
Pbb

tb
(11)

F1 − Score = 2 ∗ precision ∗ recall
precision + recall

(12)

Kappa =
Po − Pc

1 − Pc
(13)

Po =

∑
a Paa∑
a ta

(14)

Pc =

∑
k (

∑
b Pkb ∗

∑
a Pab)

(
∑

a ta)
2 k ∈ [1,K] (15)

where Pab denotes the number of samples of class a predicted
to belong to class b, ta =

∑

b

Pab , which is the total number of

samples belonging to class a, tb =
∑

a
Pab , which is the total

number of samples belonging to class b, and K is the number
of classes.

III. EXPERIMENTAL RESULTS AND ANALYSIS

A. Comparison of Selected Methods

To verify the superiority of JAGAN in this article, comparative
experiments were conducted between JAGAN and five other
methods, namely KNN, SVM, 2D-CNN [65], 3D-CNN [66], and
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Fig. 8. Classification results for each method in the study area.

3D-GAN [58]. Among them, KNN and SVM are classic machine
learning classifiers that serve as contrast benchmarks for other
classifiers based on deep learning. As popular hyperspectral
classifiers based on deep learning, 2D- and 3D-CNN enable
the comprehensive exploitation of spatial and spectral features.
3D-GAN serves as a benchmark for comparisons with adversar-
ial generation networks. Meanwhile, comparative experiments
on various networks were conducted using limited samples to
verify that JAGAN has superior capabilities with respect to
insufficient labeled sample data via the generator.

B. Experimental Environment and Parameter Setting

The environment and framework used were Python v3.6
and Pytorch 1.1.0. The hardware configuration was 64 GB of
memory, the CPU was an Intel (R) Xeon (R) Silver 4210, and
the GPU was RTX2080ti GPU with 11 GB of memory. A total of
200 labeled sample points for each class were randomly selected,
and all the remaining points were used for testing. Table VI lists
detailed information on the experiments.

C. Experimental Results

Table VII lists the results of the experiments. The KNN
and SVM algorithms performed the worst, but the methods
based on deep learning had significantly better performance.
Methods based on GAN performed better than those based on

CNNs. Compared with 3D-GAN, the classification accuracy of
JAGAN was better, especially for small targets, such as roads and
water. This indicates that using the channel-space joint attention
module can easily obtain useful features relevant to the current
output, as well as more recognizable feature representations of
different land cover categories, thus improving the classification
accuracy. Based on the GF-5 datasets used in this article, as
the proportion of the mining area in the entire test set was
excessively large, it had a specific impact on the OA model.
Therefore, we could not evaluate the quality of the model with
only the OA; we must also compare the average performance
effect on each class and the classification accuracy of each
class in combination with the AA index. Although JAGAN
was superior to the 3D-CNN and other methods in terms of
the OA, its accuracy in some categories was slightly lower
than that of 3D-CNN. A partial improvement occurred in terms
of the AA index. As we focused more on the classification
effect of mining areas, JAGAN still had certain advantages.
In addition, Table VIII compares the running time of different
classification methods. Due to the deep network architecture,
deep learning-based methods cost more training time than SVM
and KNN. Among deep learning-based methods. The GAN
consumes longer time than 2DCNN, 3DCNN in terms of a
single training epoch and test time. However, the number of
training epochs is larger for 2dcnn and 3dcnn to achieve optimal
accuracy, so overall training time is longer than GAN. Among
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GAN-based methods, the addition of the attention mechanism
makes JAGAN slightly longer than 3DGAN in terms of training
and testing time. In summary, the time spent by JAGAN is not
much higher than other deep learning-based methods, but most
accuracy metrics are over other methods.

Using the abovementioned well-trained models, a classifica-
tion map was created for the entire study area, whose results are
shown in Fig. 8. Fig. 8 shows that the KNN and SVM methods
had poor results; there was even the phenomenon of salt and
pepper in the KNN results. Among the deep learning-based
methods, the 2D-CNN yielded predictions that were more biased
toward forest, while 3D-GAN yielded predictions biased toward
misjudgments in forest and mining areas. We can conclude that
JAGAN and 3D-CNN were superior for entire region predic-
tions, 3D-CNN for road predictions, and JAGAN for mining area
predictions. More detailed features were extracted from small
target objects via 3D-CNN, while the generator in JAGAN was
more often generated in mining areas, thus achieving a better
classification effect.

IV. DISCUSSION

A. Performance of JAGAN With Limited Samples

To explore whether JAGAN can improve the classification
accuracy with limited samples via data expansion by generating
fake samples using generators, 20, 30, and 50 sample points for
each category were selected for training; the remaining labeled
samples were used for tests and methods for small sample tests.

Table IX lists the results.
The CNN-based method had a relatively large demand for

training data. For limited samples (taking 50 sample points for
training as an example), the OA of 2D-CNN was 64.30% and
Kappa was 52.42%, while 3D-CNN had an OA of 68.01% and
Kappa of 55.96%. However, for a similar case, GAN-based
methods yielded better classification results, where GAN had
an OA of 75.23% and Kappa of 62.87%, while JAGAN had an
OA of 76.69% and Kappa of 63.66%. The experimental results
demonstrated that the generator in GAN can serve as a data
augmentation strategy to supplement the data volume during
training, thus improving the classification accuracy. Compared
with 3D-GAN, JAGAN yielded improvements in several accu-
racy evaluation indicators. Taking 50 samples as an example,
the OA, AA, F1-score, and Kappa increased by 1.4, 2.3, 0.8,
and 0.8%, respectively. The adopted joint attention module
was effective for key feature extraction under limited samples
and classification accuracy improvement. However, the exper-
imental results showed that CNN-based methods are superior
to GAN-based methods for the AA. At the same time, CNN-
based methods were more balanced between classes, whereas
GAN-based methods were more inclined to produce distinctions
between certain categories.

B. Ablation Study on Attention Mechanisms

In order to further investigate the role of the joint channel-
space attention mechanism for limited label samples, the results

TABLE IX
CLASSIFICATION RESULTS FOR DIFFERENT METHODS WITH LIMITED SAMPLES

of the ablation study on attention mechanism with 200 labeled
samples for training are presented in Table X.

In comparison with JAGAN (No.6), on the one hand, JA-
GAN without attention mechanism of average pooling oper-
ation (No.8) decreases in accuracy by 0.3%, 1.45%, 8.37%,
and 1.05% for OA, AA, F1-score, and kappa, respectively. On
the other hand, the accuracy drops by OA 0.09%, AA 2.77%,
F1-score 8.32%, and Kappa 0.93% for JAGAN without attention
mechanism of max-pooling operation (No.7). These indicate
that both operations are used to learn not only important feature
information, but also to retain helpful background information.

The following discussion explores the effect of different at-
tention modules and module positions on classification accuracy
when both the maximum pooling and average pooling operations
(No.1–6) are used in the attention module. The JAGAN without
the attention mechanism (NO.1) was not the best performer
in OA. However, it was the worst performer in the rest of
the metrics, indicating that the attention mechanism is vital
for land cover classification in GF-5 AHSI dataset. In terms
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TABLE X
CLASSIFICATION RESULTS FOR ABLATION EXPERIMENTS OF ATTENTION MECHANISMS

× represents the module is not used, � represents the module is used.

of attention mechanism placement analysis, JAGAN (NO.6)
maximum improves OA, AA, F1-score, and kappa by 0.51%,
0.83%, 0.98%, and 0.9%, respectively, when compared to the
placement before (NO.2) or after (NO.3) the discriminator alone,
indicating that the extraction of important channel and spatial
information from both low- and high- level semantic features
is superior to only from low- or high- level semantic features.
Compared with the use of only one attention mechanism (NO.4,
5), JAGAN (NO.6) resulted in a maximum decrease of 0.48%
in OA, but maximum increases of 1.76%, 6.77%, and 1.17% in
AA, F1 scores, and kappa, respectively, revealing that utilizing
joint attention mechanism was more favorable for the limited
imbalanced dataset. Meanwhile, the variances of the JAGAN
(NO.6) in each of these cases were 0.62%, 0.55%, 0.29%, and
0.23%, respectively, which were the lowest among all compared
networks. These suggest that the JAGAN is more stable in terms
of classification.

V. CONCLUSION

To effectively obtain more beneficial spatial and spectral
features from hyperspectral images, JAGAN model based on
the channel-spatial joint attention mechanism and GAN is pro-
posed. Tests of the JAGAN model were carried out on mixed
landscapes in GF-5 AHSI data. The results indicated that the
proposed JAGAN model can first focus on the key features
and then provide higher weights to key features via the joint
attention module, thereby increasing the classification accuracy.
Second, the network focused more on obtaining useful features
associated with the current output and yielding more recog-
nizable feature representations for different categories, thereby
improving the classification accuracy of small targets. Finally,
the generator produced fake samples similar to real samples
to attain a data expansion effect and improve the classification
accuracy for small samples.

Future studies will focus on automatically determine appro-
priate initialization parameters according to the characteristics
of the GF-5 data to optimize the classification model further.
In addition, to validate the performance of the JAGAN frame-
work further, more experiments can be conducted on publicly
available state-of-the-art hyperspectral remote sensing image

classification datasets, and we are also going to try to apply
the JAGAN framework on semisupervised multispectral classi-
fication.
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