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Abstract—It is hard to use a single label to describe an image
for the complexity of remote sensing scenes. Thus, it is a more
general and practical choice to use multilabel image classification
for high-resolution remote sensing (HRS) images. How to construct
the relation between categories is a vital problem for multilabel
classification. Some researchers use the recurrent neural network
(RNN) or long short-term memory (LSTM) to exploit label rela-
tions over the last years. However, the RNN or LSTM could model
such category dependence in a chain propagation manner. The per-
formance of the RNN/LSTM might be questioned when a specific
category is improperly inferred. To address this, we propose a novel
HRS image multilabel classification network, transformer-driven
semantic relation inference network. The network comprises two
modules: semantic sensitive module (SSM) and semantic relation-
building module (SRBM). The SSM locates the semantic attentional
regions in the features extracted by a deep convolutional neural
network and generates a discriminative content-aware category
representation (CACR). The SRBM uses label relation inference
from outputs of the SSM to predict final results. The characteristic
of the proposed method is that it can extract semantic attentional
regions relevant to the category and generate a discriminative
CACR and natural and interpretable reasoning about label rela-
tions. Experiments were performed on the public UCM multilabel
and MLRSNet datasets. Quantitative and qualitative analyses on
state-of-the-art multilabel benchmarks proved that the proposed
method could effectively locate semantic regions and build rela-
tionships between categories with better robustness.

Index Terms—Deep convolutional neural network (DCNN),
label dependence, multilabel scene classification, remote sensing,
semantic relation learning.

I. INTRODUCTION

OWING to the complexity of remote sensing scenes, using
a single label to describe an image for the complexity

of remote sensing scenes is hard. Thus, multilabel image clas-
sification for high-resolution remote sensing (HRS) images is
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more general and practical than single-label image classification.
HRS scenes comprise various categories with correlations and
differences between them. For example, for correlations between
categories, as shown in Fig. 1(a) and (b), “road” and “car” often
appear simultaneously in the remote sensing image, “grass”
and “water” accompany “golf course,” and “airport” usually
contains “aircraft.” For differences between categories, as shown
in Fig. 1(c) and (d), they both have two categories of road
and water; however, the relationship between road and water
is different, and the road shapes in the two pictures differ too,
so their categories are different. In picture (c), both roads are
close to the water body, and one of them is in a spiral and
overlapping position, so its category is an overpass. In picture
(d), the road is above the water body, so this type of road is a
bridge. From Fig. 1, there are not only semantic associations
but also spatial location associations between categories. Even
if they have the same feature type, their spatial relationships
are different, and they may belong to different categories. How
to construct the relationship between categories is a complex
problem for multilabel image classification.

With the rapid progress of artificial intelligence and ma-
chine learning (ML), many deep convolutional neural networks
(DCNNs) have been proposed to extract high-level semantic
features, e.g., VGG-Net [1], GoogLeNet [2], ResNet [3], and
DenseNet [4]. These networks have been successfully used in
many computer vision tasks such as image classification [5],
object detection [6], semantic segmentation [7], and video track-
ing [8], and achieved satisfactory performances. Nevertheless,
most applications are for single-label remote sensing image
classification [9]–[13]. Although these networks achieve some
improvements for remote sensing image classification, they only
consider the case that each image contains only one label; they
do not consider that an image may be associated with multiple
semantic labels.

In ML and other fields, the multilabel issue has attracted much
attention. Many researchers have shown that it is helpful to use
label correlation to classify multilabel images [14]–[19]. How-
ever, how to efficiently make use of label correlations is still an
open issue. Most scholars use recurrent neural network (RNN)
or long short-term memory (LSTM), to find the dependence be-
tween categories. However, due to its chain propagation fashion,
RNN/LSTM’s performance heavily depends on its long-term
memorization learning effectiveness. In addition, the categories
relationship is implicitly modeled in this way, resulting in a
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Fig. 1. Examples for semantic relation of categories in remote sensing image scenes. For an input image, we can get a correlation graph between categories. The
solid line indicates higher relation of the categories, and the dashed line indicates lower relation of the categories. We can obtain a relation matrix of categories
from their correlation. The darker color in the matrix indicates the stronger correlation of the categories, and the lighter color indicates the weaker correlation of
the categories.

lack of interpretability. Moreover, the RNN only considers the
correlation between adjacent labels, while nonadjacent labels
are ignored.

The transformer solves the problems of the RNN and LSTM.
Transformer processes a sentence as a whole and does not rely
on the hidden state of the past to capture the dependence on
previous words, so there is no risk of losing (or “forgetting”) past
information. In addition, both multihead attention and position
embedding provide information about the relationship between
different words. Some scholars have currently tried to apply
the transformer in image classification tasks [20], [21]. One
of the main problems in applying the transformer to image
classification is how to convert the image into the sequence
fashion in a semantic manner. In [20], the author proposes iGPT
and directly converts the image into a sequence as input. Notably,
the general input for image classification is 384 × 384 × tex3 or
224 × 224 × 3, which is too large for iGPT to directly reshape
into sequence length, so the image is reshaped to 32 × 32 × 3,
48 × 48 × 3, or 64 × 64 × 3. In [21], images have been divided
into 16 × 16 image patches, and then, reshaped into a sequence.
The aforementioned methods are not good enough to process
pictures and cannot model the local and semantic information.
Some objects are relatively small in remote sensing scenes and
are ignored when reducing the image resolution, which affects
the final classification result. In addition, it is more suitable to
understand images from the global scene for multilabel remote
sensing image classification. Cutting an image into several small
patches is unconducive to understanding the image as a whole,
let alone constructing the relationship between categories. More-
over, the transformer does not have a local receptive field. How
to transform the image into a sequence in a semantic manner
and make the transformer have a local receptive field remains
an open issue.

To address the aforementioned problems, we propose a novel
end-to-end transformer-driven semantic relation inference net-
work (SR-Net) for the multilabel classification of HRS images.
Its characteristic is locating the category-specific semantic re-
gions without bounding box and segmentation and modeling
the semantic category relation autonomously for the task. The
network comprises two modules: semantic sensitive module

(SSM) and semantic relation-building module (SRBM). We used
the DCNN as the feature extractor to extract high-level semantic
features. Then, used the SSM to locate the category-specific
semantic region and obtain a discriminative content-aware cat-
egory representation (CACR). Finally, the SRBM uses label
relation inference from outputs of the SSM to predict final
results. The main contributions of our work can be summarized
as follows.

1) The significant contribution of this article is that we
introduce a novel transformer-driven relation reasoning
from CACRs for multilabel HRS image classification.
The transformer-driven relation reasoning is competent
to model category relations for a specific HRS image in
an adaptive way, further enhancing its representative and
discriminative ability. For all we know, this is the first
method of using the transformer to build the relationship
between categories for multilabel classification of HRS
images.

2) The features extracted by the DCNN contain rich contexts
and semantic information. We design the SSM to further
utilize this information to locate the semantic attentional
regions in the feature and generate a discriminative CACR.
It makes up for the lack of local receptive field in the
transformer while enhancing features’ representative and
discriminative ability.

3) We propose a novel end-to-end HRS image multilabel
classification network, transformer-driven SR-Net. The
network comprises two modules: sSSM and SRBM). We
design the SSM to locate semantic attentional regions from
the features extracted by the DCNN without bounding box
and segmentation and generate a discriminative CACR.
We design the SRBM to use label relation inference from
outputs of the SSM, that is, CACR, to predict final results.

The rest of this article is organized as follows. Section II
introduces related multilabel classification and transformer
methods. Section III introduces an overview of the proposed
method. Section IV presents the employed dataset, model
training parameters, evaluation indicators, experimental re-
sults, and analyses. Finally, Section V concludes this arti-
cle.
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II. RELATED WORK

A. Traditional ML Methods for Multilabel Classification

The traditional ML methods for solving the multilabel clas-
sification problem include mainly two solutions: problem trans-
formation and algorithm adaptation.

The main idea of the problem transformation method is
converting a multilabel dataset into a single-label dataset in
some way and proceeding with the single-label classification
method. This method can include transforming to binary clas-
sification [22]–[24], transforming to label ranking [25], and
transforming to multiclass classification [26].

The adaptive algorithm is based on the particularity of multi-
label classification, improving the existing single-label classifi-
cation algorithm, mainly including multilabel k-nearest neigh-
bor (ML-KNN) [27], ranking support vector machine (Rank-
SVM) [28], multilabel decision tree (ML-DT) [29], and collec-
tive multilabel classifier (CML) [30].

B. Region-Based Methods for Multilabel Classification

Region-based methods aim to first roughly locate multiple
regions, and then, use the DCNN to recognize each region.
Wei et al. [15] propose a hypotheses–convolutional-neural-
network (CNN)–pooling (HCP) framework that generates many
proposals through an object detection method [31], [32] and
considers each proposal as a single-label image classification
issue. Yang et al. [33] regarded the task as a multiclass and
multi-instance learning problem. Specifically, they generated an
instance package for each image and used label information to
enhance discriminant features to incorporate local information.
These methods are complex and computationally expensive
because they lead to many categories of unknown regions. In
addition, these methods generally ignore label dependence and
regional relations, which are crucial for the multilabel image
classification.

C. Relation-Based Methods for Multilabel Classification

Relation-based methods are designed to exploit dependen-
cies or region relationships between objects [34]–[39]. Wang
et al. [34] proposed the CNN–RNN framework, which used
RNN to predict final scores and formulate label relations. Wang
et al. [35] employed LSTM and a spatial transformer to locate
the attention area iteratively to find the relation. Hua et al. [40]
used the class attention learning layer to capture discriminative
class-specific features, and used the bidirectional LSTM-based
subnetwork to classify class dependence in both directions and
produce structured multiple object labels. Sumbul et al. [41]
used the DCNN to develop the spatial and spectral features of
local areas in images, used LSTM to characterize the importance
scores of different local areas in each image, and then, defined
a global descriptor for each image based on those scores.
Ji et al. [42] introduced the attention module to separate the
features extracted from the DCNN by channel, and then, sent the
separated features to the LSTM network for a prediction label.
These relation-based methods explore the relationship between
categories or semantic regions using the RNN or LSTM; they

cannot fully explore the direct relationship between categories
or semantic regions. Different from those methods, some re-
searchers have tried to solve this problem through graphical
architectures. Before the age of neural networks, people used
to use graphical models [36], [43]–[45]. Guo et al. [43] used
the circular directed graph model to construct the dependence
relationship between labels. Micusik et al. [44] constructed the
Markov random field on super superpixels. Li et al. [36] handle
such relations by image-dependent conditional label structures
with a graphical Lasso framework. Li et al. [46] use a maximum
spanning tree algorithm to create a tree structure graph in the
label space. Recently, with the concept of graph convolution and
the outstanding performance of the graph convolution network
(GCN) in multiple visual tasks, people used GCNs to model the
correlation between nodes [37], [38], [47]–[49]. Particularly,
Chen et al. [37] use the GCN to propagate prior label repre-
sentations (e.g., word embeddings) and generate a classifier that
replaces the last linear layer in a standard deep convolutional
neural network such as ResNet [3]. Chen et al. [38] compute
a probabilistic matrix as the relation edge between each label
in a graph with the help of label annotations. Khan et al. [50]
proposed a new multilabel deep GCN by modeling the subse-
quent supervised learning problem. Li et al. [49] extracted image
features through the DCNN and inferred spatiotopological re-
lationships between images and features using the graph neural
network (GNN).

D. Transformer-Based Methods

Concerning transformers, the attention mechanism is
paramount. The attention mechanism was first proposed in the
visual field. Mnih et al. [51] incorporated the attention mech-
anism into the RNN to classify images, thereby making the
attention mechanism popular. Bahdanau et al. [52] applied the
attention mechanism to the natural language processing (NLP)
field, using the Seq2Seq and attention model for machine trans-
lation, thereby improving the performance. Vaswani et al. [53]
proposed the transformer structure, entirely abandoning net-
work structures such as RNN and CNN. They only used the
attention mechanism for machine translation tasks and achieved
good results. The transformer is a deep learning model entirely
based on the self-attention mechanism. Self-attention was first
applied to machine translation, with a focus on the contextual
relationship between words. Self-attention uses the attention
mechanism to calculate the relationship between each word and
all other words. In other words, the encoder reads the input data,
using the self-attention mechanism of superimposed layers to
obtain a new representation of each word that considers the
context information. In the past two years, several scholars have
applied transformer to visual tasks, such as target detection [54],
image classification [20], [21], and semantic segmentation [55].
Specifically, in the field of remote sensing scene classification,
Deng et al. [56] proposed a joint framework of the CNN and
transformer, which has two branches (CNN and Transformer)
and combines the features extracted from the two branches to
make predictions.
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Fig. 2. Overall framework of our approach.

III. METHODOLOGY

Our method focuses on the semantic attentional regions loca-
tion and semantic relationship modeling between categories. It
comprises two modules: SSM and SRBM, as shown in Fig. 2.

High-level semantic features extraction is vital for visual
classification tasks. Many recent studies adopt DCNNs for vi-
sual classification tasks owing to their remarkable performance
in learning such features. Hence, we take a standard DCNN,
such as VGG, ResNet, and DenseNet, as the backbone of our
network. In Fig. 2, given an image, we use a DCNN as the
feature extractor to obtain the feature map F , which contains
rich semantic and location information. We designed the SSM
to locate the semantic attentional regions in F and obtain the
category-specific activation map (CSAM), thereby obtaining the
CACR. We use the SRBM to ratiocinate the relation matrix
between categories to generate the final robust semantic rela-
tionship category representation (SRCR), which contains rich
relationship information with other categories. Finally, we use
a binary classifier to classify SRCR and obtain the final result.

This section introduces our proposed network framework. The
implementation details of the SSM and SRBM will be described
in detail in Sections III-A and III-B, respectively. The classifi-
cation and loss function will be introduced in Section III-C.

A. Semantic Sensitive Module (SSM)

Semantic relations are essential for multilabel classification,
but obtaining the semantic information of DCNN extracted

Fig. 3. Example images of CSAMs. (a) and (c) Original images, and (b) and
(d) activation maps (AM) for a certain category. (a) Images. (b) AM. (c) Images.
(d) AM.

features is complex. Although the features extracted by the
DCNN can be directly applied to explore label dependencies,
some regions of features that are less relevant to the category
(such as the blue area in Fig. 3) may bring noise and further
reduce the effectiveness of feature representations. Fig. 3 is a
visual example of images of CSAMs. Fig. 3(a) and (c) are the
original images, and Fig. 3(b) and (d) are the activation maps of
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a specific category. In Fig. 3, the weakly activated area indicates
that the correlation with the corresponding category is weak, and
the highlighted area indicates that the correlation between the
region and the category is vital. In order to strengthen the feature
representations ability related to the category, we designed the
SSM to locate the regions related to the category of the features
and enhance the semantic feature representation ability.

Each convolution in the DCNN plays the role of an object
detector, and it can locate objects. However, this ability is lost
when using a fully connected (FC) layer for classification. We
can avoid using an FC layer and instead use a global average
pooling (GAP) to establish the relationship between the feature
map and the categories [57]. We generate a CSAM A based
on class activation mapping (CAM). The CAM technology is
to extract implicit attention region on the image in a proposal-
free fashion. Specifically, we can perform GAP or global max
pooling (GMP) on the feature mapF , and use the FC classifier to
classify these pooled features, and then, perform the process by
combining the weight of the FC classifier with the feature map
F convolution, using these classifiers to identify the CSAM.
Owing to GMP only recognizes one discriminative part, much
information will be lost, and it is disadvantageous for multilabel
region extraction. Thus, we use a classifier before GMP, which
will make up for GMP’s disadvantages. Moreover, unlike the
FC classifier, we use a convolution layer and sigmoid activation
function as a classifier.

We use A = [a1, a2, . . ., aC ] ∈ RH×W×C to represent the
CSAM, where C is the number of categories. aC can be cal-
culated using the following formula.

aC = Sigmoid(Conv(fC)) (1)

where Sigmoid(·) is sigmoid activation function; Conv(·) is a
convolution with a 1*1 convolution kernel; and fC is the cth
feature vector of the feature map F .

Then, multiply A and F ′ ∈ RH×W×D′
to obtain the CACR,

F ′ is obtained by reshaping the feature map F after convolution,
and we use 1 ∗ 1 convolution kernel for convolution. We use
S = [s1, s2, . . ., sC ] ∈ RC×D for the CACR. Specifically, each
class representation sC as a weighted sum on F ′ so that the
generated sC can selectively highlight features related to its
specific category c. sC can be calculated using the following
formula.

sC = aTCF
′ =

H∑
i=1

W∑
j=1

aCi,jf
′
i,j (2)

where aCi, j is the weight of cth activation map at (i,j); and f ′
i,j ∈

RD′
is the feature vector of the feature map F ′ at (i, j).

B. Semantic Relation Building Module (SRBM)

In the SSM, we obtain the CACR, which was represented
by S. As mentioned in the previous section, each dimension in
S contains the feature code of its corresponding category, and
the code contains weighted location and semantic information.
Using the information to construct the relationship between
categories is a problem that the SRBM needs to solve. We

Fig. 4. Semantic relation learning. In the transformer encoder, MSA is fol-
lowed by an FFN, this FFN contains two FC layers, and the nonlinear activation
function in the middle uses GeLU. Both MSA and FFN contain the same skip
connection as ResNet, and both MSA and FFN contain the layer norm layer.

introduced the transformer encoder to model the relationship
between the categories further and get the relation matrix.

One of the main problems in applying the transformer to
image classification is how to transform the image into a se-
quence in a semantic manner and make the transformer have a
local receptive field. In this work, we use the SSM’s output,
CACR, as the transformer encoder’s input. The CACR is a
C-dimensional sequence (C is the number of categories anal-
ogous to the sentence length) whose each dimension represents
the semantically activated feature encoding of its corresponding
category. The length of each dimension isX , andX is the feature
code length of each category analogous to the word code length.
Therefore, we can use the self-attention mechanism to explore
the relationship between categories.

We use the transformer encoder architecture to learn relations
in the CACR. The framework is shown in Fig. 4. In the trans-
former encoder, multihead self-attention (MSA) is followed by
a feed-forward network (FFN), containing two FC layers, and
the nonlinear activation function in the middle uses GeLU. Both
MSA and FFN contain the same skip connection and number of
layer as ResNet, and norm layer, respectively.

MSA is to define h attention heads, i.e., h self-attention is
applied to the input sequence; the sequence can be split into h
sequences Xss of size N × d, where D = hd. Then, the outputs
obtained from h different heads are concatenated. For the ith h
sequence, the attention head will learn three weight matrices,
namely WQ

i , WK
i , and WV

i , and through (5), three vectors Q′
i,

K ′
i, and V ′

i can be obtained. The formulas are as follows:

MSA(X) = Concat(head1, . . . , headh)W
O (3)

headi = Attention(Q′
i,K

′
i, V

′
i ) (4)

Q′
i = XWQ

i ,K ′
i = XWK

i , V ′
i = XWV

i (5)

Attention(Q,K, V ) = Softmax

(
QKT

√
dk

)
V (6)

where
√
dk is the scaling factor to avoid the variance effect

caused by the dot product.
As shown in Figs. 2 and 4, the SRBM takes the S ∈ RC×D as

input node features and sequentially feeds them into the trans-
former encoder. Specifically, the transformer encoder’s output
is defined as H , where H = [h1, h2, . . ., hC ] ∈ RC×D′

. Next,
we introduce a relation matrix R ∈ RC×C , adaptively estimated
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Fig. 5. Example images of the UCM dataset are shown, with the corresponding categories.

Fig. 6. Example images of the AID dataset are shown, with the corresponding categories.

from the feature H . Since the category in each picture has a
different R, the model is highly representative. Formally, the
output T ∈ RC×D′′

of the SRBM can be defined as follows:

T = f(RH) (7)

where R = S (Conv(H)); f(·) LeakyReLU activation function;
S(·) sigmoid activation function.

Notably, the relation matrix R is specific for each image,
which may capture content-dependent category dependencies.
Overall, the module can autonomously reason about the category
relationship and does not require specific prior knowledge about
the relationship between all categories. All relationships are
automatically learned in a data-driven way and proved to be
realistic in our experiments.

C. Classification and Loss Function

As shown in Fig. 2, the final SRCR is represented by T ,
T = [t1; t2; . . .; tC ] is used for the final classification. Since
each vector is aligned with its specific class and contains rich
relationship information with other vectors, we put each class
vector into a binary classifier to predict its class score. We
supervise the final score O = [O1;O2; . . .;OC ] and use the
multilabel classification loss function to train the entire network.
The loss function comprises two parts: sigmoid function and
binary cross-entropy loss (BCEloss).

In multilabel image classification, we assume that there are
five categories in total, and the label form is [1, 0, 0, 1, 1], i.e.,
images have the 0th, 3rd, and 4th categories. We judge whether
an image has each category, which is a two-class classification
problem. We can use BCEloss for the classification. BCELoss is
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Fig. 7. Example images of the MLRSNet dataset are shown, with the corresponding multilabel image on the right side of the image.

Fig. 8. Example images and predicted labels by the ResNet50-SR-Net on the UCM multilabel dataset. Multilabel of each image are reported below the related
image, and the red font indicates the incorrect classification result, while the green font indicates the correct labels, but the model is not tagged.

to create a standard to measure the binary cross-entropy between
label and output; it is expressed as follows:

L(O, y) = − 1

C
∗

C∑
i=1

yi∗log(Oi)+(1− yi)∗log(1−Oi) (8)

where C the number of labels; O the label predicted by the
model, the shape of O is (N,C), N is the batch size; y the real
label.

BCEloss requires the input value between (0, 1), so we need
to use the sigmoid function to convert O. The sigmoid function
is a differentiable and bounded function, often used in binary
classification problems; it is expressed as follows:

S(x) = − 1

1 + e−x
. (9)
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Fig. 9. Visualization results of CSAMs on UCM multilabel dataset.

Therefore, the final loss function is represented by the follow-
ing formula:

L(O, y) = − 1

C
∗

C∑
i=1

yi ∗ log(1 + exp(−Oi)
−1)

+(1− yi) ∗ log

(
exp(−Oi)

1 + exp(−Oi)

)
. (10)

IV. EXPERIMENTAL RESULTS AND DISCUSSION

Extensive experiments and analyses are presented in this sec-
tion. There are six subsections. The first subsection demonstrates
experimental setups, including the datasets and training details.
The second subsection describes the evaluation metrics. The
third section introduces the DCNN feature extraction algorithm.
The fourth to sixth subsections present the experimental results
and qualitative and quantitative analyses of the tested methods
on the UCM multilabel, AID multilabel, and MLRSNet datasets.

A. Datasets and Training Details

To verify the effectiveness of the proposed method, we se-
lected three challenging datasets, UCM multi-label [58], AID
multi-label [17], and MLRSNet [59].

1) UCM Multilabel Dataset: The UCM multilabel dataset
reproduces all the aerial images collected in the UCM dataset by
assigning them to newly defined object tags. The UCM dataset
is extracted from aerial imagery provided by the National Map
of the U.S. Geological Survey. It contains 2100 images and

TABLE I
NUMBER OF IMAGES PRESENT IN THE UCM DATASET FOR EACH CLASS LABEL

There are 17 predefined class labels in total.

is divided into 21 categories. These categories correspond to
different land cover and land use types. Each category has 100
images with a size of 256× 256× 3 and a spatial resolution
of 0.3 m. In the UCM multilabel dataset, there are a total of
17 object-level labels, including airplane, bare soil, buildings,
cars, chaparral, court, dock, field, grass, mobile home, pavement,
sand, sea, ship, tanks, trees, and water. Each image is labeled
with one or more (up to seven) tags. Fig. 5 shows some UCM
multilabel dataset examples, and Table I shows the details of the
datasets. In order to compare with other methods, we follow the
principle of dataset division in [17] and [40]. We select 80% of
the image samples in each scene category to train our model,
and the other 20% of the images are used to test our model.

2) AID Multilabel Dataset: AID multilabel dataset selects
3000 aerial images from 30 scenes in the AID dataset and assigns
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TABLE II
NUMBER OF IMAGES ARE PRESENT IN THE AID DATASET FOR EACH CLASS

LABEL

There are 17 predefined class labels in total.

multiple object labels. The AID dataset contains 10 000 high-
resolution aerial images collected from Google Earth around
the world, including scenes from China, the United States, the
United Kingdom, France, Italy, Japan, and Germany, with spatial
resolutions ranging from 0.5 to 8 m and sizes of 600× 600× 3.
In the AID multilabel dataset, there are a total of 17 object-level
labels, consistent with the UCM multilabel dataset. Fig. 6 shows
some examples of AID multilabel datasets, and Table II shows
details of the datasets. In order to compare with other methods,
we follow the principle of dataset division in [18] and [40]. We
select 80% of the image samples in each scene category to train
our model, and the other 20% of the images are used to test our
model.

3) MLRSNet Dataset: MLRSNet [59] comprises 109 161
labeled RGB images globally, labeled into 46 broad categories.
The number of sample images varies in the range of 1500–
3000 for each category. In addition, this dataset contains 60
predefined class categories, and the number of categories as-
sociated with each image ranges from 1 to 13. Table III lists
the number of images present in the dataset associated with
each predefined label, and Fig. 7 shows some examples of
images with corresponding multilabel. Besides, MLRSNet has
various resolutions, approximately 10–0.1 m. Each multilabel
image has a size of 256× 256 pixels to cover a scene with
various resolutions. In the DCNN training, training data are
often related to experimental results. The more training data,
the better the testing effect of the model. In order to verify that
our model has better generalization ability and robustness, we
randomly select 10% of the dataset for training and 90% for
testing.

4) Training Details: For the entire framework, we, respec-
tively, use VGG-Net [1], ResNet [3], and DenseNet [4] as our
backbone. During training, we adopt the data augmentation
suggested in [37] to avoid overfitting: for the UCM multilabel
and MLRSNet datasets, the input image is randomly cropped
and resized to 224× 224 with random horizontal flips for data
augmentation; for the AID multilabel dataset, the input image
is randomly cropped and resized to 512× 512 with random
horizontal flips for data augmentation. To make the proposed
model converge quickly, we follow [38] to choose the model
trained on VOC2012 as the pretrain model. We chose SGD as
the optimizer, with a 0.9 momentum and 10−4 weight decay.

TABLE III
NUMBER OF IMAGES PRESENT IN THE MLRSNET DATASET FOR EACH CLASS

LABEL

There are 60 predefined class labels in total.

The initial learning rate was set to 0.01 for the SSM and SRBM
and 0.001 for the backbone DCNN. We trained our model for
100 epochs on UCM multilabel and AID multilabel datasets and
50 epochs on the MLRSNet dataset, and the learning rate was
reduced by a factor of 0.1 at 25, 50, and 75 epochs, respectively.
The batch size was 32 for the UCM multilabel dataset and 16
for the AID multilabel and MLRSNet datasets. All experiments
are implemented based on PyTorch.

B. Evaluation Metrics

To fairly compare with existing methods, we follow previous
works [18], [19], [40] to adopt the average of example-based
precision and recall (Pe/Re), label-based precision and recall
(Pl/Rl), and the mean F1 (mF1) as evaluation metrics. Suppose
that there is a test set D = (xi, yi) | 1 ≤ i ≤ N , where the
binary vector yi = [yi1, yi2, . . ., yC ]

T ∈ 0, 1C is the ground-
truth label of the ith test sample. Let ŷi = [ŷi1, ŷi2, . . ., ŷC

T ∈
0, 1C ] denote the predicted label vector for the sample
xi, Y = [y1, y2, . . ., yN ]T = [I1, I2, . . ., IC ] ∈ RN×C denote
the ground truth label matrix, and Ŷ = [ŷ1, ŷ2, . . ., ŷN ]T =
[Î1, Î2, . . ., ÎC ] ∈ RN×C denote the predicted label matrix. The
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Fig. 10. Visualization of an example and what its relation matrix R looks like on the UCM multilabel dataset. (a) Input Image (b) Relation Matrix

formulas are defined as follows:

Pe =
1

N

N∑
i

| ŷi
⋂
yi |

| ŷi | , Pl =
1

C

C∑
i

| Îj
⋂
Ij |

ˆ| Ij |
(11)

Re =
1

N

N∑
i

| ŷi
⋂
yi |

| yi | , Rl =
1

C

C∑
i

| Îj
⋂
Ij |

| Ij | (12)

mF1 =
2PeRe

Pe +Re
. (13)

When measuring Pe/Re/Pl/Rl/mF1, the label is positive if
its confident score is greater than 0.5. To fairly compare with
state-of-the-arts, generally speaking, the mF1 is more vital than
other indicators.

C. Compare Methods

Five popular CNN architectures, VGGNet16 [1], VG-
GNet19 [1], ResNet50 [3], ResNet101 [3], and DenseNet201 [4]
are chosen as our backbone to verify the effectiveness of the
proposed method.

1) VGGNet16 and VGGNet19 [1]: The Visual Geometry
Group of Oxford proposed VGG at ILSVRC 2014, which mainly
proved that increasing the depth of a network can affect the final
performance of the network to a certain extent. Simonyan and
Zisserman used a continuous 3× 3 convolution kernel instead
of a larger convolution kernel to increase the depth of networks,
which showed a significant improvement in accuracies. We
use two models that show corresponding performance in scene
classification, namely VGGNet16 and VGGNet19.

2) ResNet50 and ResNet101 [3]: The proposal of the deep
residual network (ResNet) is a milestone event in the history
of CNN imaging. This model won first place in the ILSVRC
2015 classification task. It proposes residual learning, which
solves the problem of decreasing accuracy as the network struc-
ture deepens. ResNet50 and ResNet101 are 50- and 101-layer
ResNet, respectively.

3) DenseNet201 [4]: Dense convolutional network (Dense
Net) uses a feed-forward method to connect each layer to other
layers. In the traditional DCNN, if the network has L layers,
then there will be L connections, but in DenseNet, there will
be L(L+1)

2 connections. Simply, the input of each layer comes
from the output of all previous layers. DenseNets are widely
used because they have several compelling advantages, such
as alleviating the problem of vanishing gradients, enhancing
feature propagation, promoting feature reuse, and significantly
reducing the number of parameters. DensesNet201 is the 201-
layer DenseNet.

4) DCNN + SSM: This method uses the DCNN (such as
VGG16, ResNet101, and DenseNet201) as a feature extractor
and feeds features into the SSM. Use a binary classifier upon the
output of the SSM directly.

5) DCNN + SRBM: This method uses the DCNN (such as
VGG16, ResNet101, and DenseNet201) as a feature extractor
and feeds features into the SRBM. Use a binary classifier upon
the output of the SRBM directly.

6) DCNN-RBFNN [60]: This method uses the DCNN
for feature extraction and the RBFNN [60] for classifica-
tion.

7) CA-DCNN-BiLSTM [40]: This method uses the DCNN
for feature extraction, uses an attention learning layer to cap-
ture class-specific features, and uses the bidirectional LSTM
network to model the class dependence for final classifica-
tion.

8) AL-RN-DCNN [17]: This method uses the DCNN for
feature extraction. Then, localize discriminative regions in these
features and uses a 1× 1 convolution to explore spatial infor-
mation. Finally, use an MLP layer to produce the label relation
for final classification.

9) MLRSSC-CNN-GNN [49]: This method combines a CNN
and a GNN to generate high-level appearance features using
CNN’s perception of visual elements in learning scenes. Based
on the trained CNN, a scene graph of each scene was further
constructed, and the superpixel region of the scene represented
the nodes in the graph.
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TABLE IV
COMPARISON OF THE PROPOSED METHOD AND THE STATE-OF-THE-ART

METHOD ON THE UCM MULTILABEL DATASET

D. Experiments on UCM Multilabel Dataset

1) Quantitative Analysis: Generally, mF1 is more vital than
other indicators. Table IV shows the experimental results of the
UCM multilabel dataset. Specifically, compared with VGG16,
VGG16-SR-Net improves the mF1 score by 3.25%. Compared
with CA-VGG16-BiLSTM, our method improves the mF1 score
by 3.65%. Compared with VGG16-RBFNN, our method im-
proves the mF1 score by 4.63%.

In contrast, VGG16-SR-Net is superior to VGG16, VGG16-
RBFNN, and CA-VGG16-BiLSTM in mF1 scores and mean
example- and label-based precisions and recalls. For another
backbone, ResNet50, our network got the best mF1 score. As
shown in Table IV, ResNet50-SR-Net increases the mF1 scores
of ResNet50, ResNet50-RBFNN, CA-ResNet50-BILSTM, AL-
RN-ResNet50, and MLRSSC-CNN-RNN by 11.99%, 8.09%,
7.2%, 1.91%, and 2.28%, respectively. Our method also sur-
passes other competitors for other indicators, which proves the
effectiveness and robustness of our method. Compared with all
other methods, the mF1 score of ResNet50-SR-Net is 0.8867.
In addition, it achieved the best mean example-based recall rate
of 0.8940, mean label-based accuracy of 0.9352, and recall rate
of 0.9151. Fig. 8 shows an example of classification results on
ResNet50-SR-Net. Although our mean example-based precision
is slightly lower than AL-RN-ResNet50, we have achieved a
significant improvement in label-based precision and recall. The
classification results are shown below the picture. Here, the black
font is the correctly classified category, the red font is the wrong
category, and the green is the correct label, but the model does
not recognize its correct label.

All in all, the comparison between DCNN-SR-Net and other
models proves the effectiveness of our method. In addition,
when using VGG16 as our backbone network, our method is
lower than AL-RN-VGG16Net in various accuracy, indicat-
ing that our method is more suitable for using the DCNN
with a deeper network structure as a feature extractor. At the
same time, VGG16 is a shallower DCNN network, and the
experimental results are easily affected by the division of the
dataset, while the UCM multilabel dataset is relatively small, so
we added a more extensive dataset for supplementary experi-
ments.

2) Qualitative Analysis: In order to figure out what is learned
inside our method, we further visualize each module to verify

TABLE V
COMPARISON OF THE PROPOSED METHOD AND THE STATE-OF-THE-ART

METHOD ON THE AID MULTILABEL DATASET

the effectiveness of the proposed method in a qualitative way. In
Fig. 9, we visualized the original image and its corresponding
CSAM to illustrate the SSM’s ability to capture the semantic
regions of each category appearing in the image. We used
the standard ResNet50 as a backbone. Each row shows the
original image and activation map of a specific category. The
category and score are displayed in the upper left corner of
the corresponding category activation map. The proposed model
could locate discriminative semantic regions related to positive
categories are highlighted in these feature maps, whereas less
informative regions are weakly activated. We can observe that
in these activation maps, the discriminative regions related to
the positive categories are highlighted, while the regions with
less information are weakly activated. As an exception, there is
an activation map in Fig. 9(a) that is incorrectly identified as a
pavement, which may lead to mispredictions.

Furthermore, in Fig. 10, we visualized an original image with
its corresponding relation matrix R to illustrate what relations
the SRBM had learned. For the input image in Fig. 10(a), its
labels are “buildings,” “bridge,” “court,” “grass,” “pavement,”
and “trees.” Fig. 10(b) is the visualization of the R of the input
image. Rcourt,trees ranked top (about top 10%) in the row of
“court.” It means that “trees” were more relevant for “court”
in the image. From the relation matrix visualization, the SRBM
can build such semantic relations for a specific input image.

E. Experiments on AID Multilabel Dataset

1) Quantitative Analysis: Generally, mF1 is more vital than
other indicators. Table V shows the experimental results of the
AID multilabel dataset. Specifically, compared with VGG16,
VGG16-SR-Net improves the mF1 score by 1.63%. Compared
with CA-VGG16-BiLSTM, our method improves the mF1 score
by 0.47%. Compared with VGG16-RBFNN, our method im-
proves the mF1 score by 2.57%.

In contrast, VGG16-SR-Net is superior to VGG16, VGG16-
RBFNN, and CA-VGG16-BiLSTM in mF1 scores and mean
example- and label-based precisions and recalls. For another
backbone, ResNet50, our network got the best mF1 score. As
shown in Table V, ResNet50-SR-Net increases the mF1 scores
of ResNet50, ResNet50-RBFNN, CA-ResNet50-BILSTM AL-
RN-ResNet50, and MLRSSC-CNN-RNN by 3.74%, 6.20%,
2.34%, 1.25% and 3.58%, respectively. Our method also
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Fig. 11. Example images and predicted labels by the ResNet50-SR-Net on the AID multilabel dataset. Multilabel of each image are reported below the related
image, and the red font indicates the incorrect classification result, while the green font indicates the correct labels, but the model is not tagged.

surpasses other competitors for other indicators, which proves
the effectiveness and robustness of our method. Compared with
all other methods, the mF1 score of ResNet50-SR-Net is 0.8997.
In addition, it achieved the best mean example-based recall rate
of 0.9052, mean label-based accuracy of 0.8724, and recall rate
of 0.8225. Fig. 11 shows an example of classification results on
ResNet50-SR-Net. Although our mean example-based precision
is slightly lower than AL-RN-ResNet50, we have achieved a
significant improvement in label-based precision and recall. The
classification results are shown below the picture. Here, the black
font is the correctly classified category, the red font is the wrong
category, and the green is the correct label, but the model does
not recognize its correct label.

All in all, the comparison between DCNN-SR-Net and other
models proves the effectiveness of our method. In addition, when
using VGG16 as our backbone network, our method is lower
than AL-RN-VGG16Net in various accuracy, indicating that our
method is more suitable for using the DCNN with a deeper
network structure as a feature extractor.

2) Qualitative Analysis: In order to figure out what is learned
inside our method, we further visualize each module to verify
the effectiveness of the proposed method in a qualitative way. In
Fig. 12, we visualized the original image and its corresponding
CSAM to illustrate the SSM’s ability to capture the semantic
regions of each category appearing in the image. We used
the standard ResNet50 as a backbone. Each row shows the
original image and activation map of a specific category. The
category and score are displayed in the upper left corner of
the corresponding category activation map. The proposed model
could locate discriminative semantic regions related to positive
categories are highlighted in these feature maps, whereas less
informative regions are weakly activated. We can observe that in
these activation maps, the discriminative regions related to the
positive categories are highlighted, while the regions with less
information are weakly activated.

Furthermore, in Fig. 13, we visualized an original image with
its corresponding relation matrix R to illustrate what relations

TABLE VI
COMPONENT EFFECTIVENESS EVALUATION OF THE PROPOSED METHOD ON

MLRSNET DATASET

the SRBM had learned. For the input image in Fig. 13(a),
its labels are “buildings,” “cars,” “dock,” “grass,” “pavement,”
“sea,” “ship,” and “trees.” Fig. 10(b) is the visualization of the
R of the input image. Rship,dock ranked top (about top 10%) in
the row of “ship.” It means that “dock” were more relevant for
“ship” in the image. From the relation matrix visualization, the
SRBM can build such semantic relations for a specific input
image.

F. Experiments on MLRSNet Dataset

1) Quantitative Analysis: In order to explore whether our
method can achieve a better performance with less training data
on a large dataset and to verify the influence of different modules
in our method, we conducted the following experiments with the
MLRSNet dataset. Table VI shows in detail the evaluation of
different modules in SR-Net methods. Generally, mF1 is more
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Fig. 12. Visualization results of CSAMs on AID multilabel dataset.

Fig. 13. Visualization of an example and what its relation matrix R looks like on the AID multilabel dataset.

vital than other indicators. In Table VI, the performance of each
DCNN model improves after our method is added. Specifically,
compared with VGG16, VGG19, ResNet50, ResNet101, and
DenseNet201, our method improves the mF1 score by 5.79%,
6.23%, 1.53%, 1.5%, and 1.19%, respectively.

The improvement of the SSM showed that the decomposed
representation had a more vital discriminative ability. We also
found that the SRBM could improve the feature recognition
ability of the results compared with the baseline. However,
if the features learned from the DCNN were directly input

to the SRBM, the result would not be as good as combining
with the SSM and using the CACR as the input. That means
increasing the semantic information in the feature can further
improve the ability of the SRBM to learn relationships, and
enhancing the semantic information in the features can further
enhance the ability of the SRBM to learn relationships. Although
for VGG19, ResNet50, and ResNet101 models, our method
does not perform the best on mean example- and label-based
precisions, but our method sacrifices a little bit of the accuracy
of mean example- and label-based precisions, but the mean
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Fig. 14. Example images and predicted labels by the ResNet101-SR-Net on MLRSNet dataset. Multilabel of each image are reported below the related image,
and the red font indicates the incorrect classification result, while the green font indicates the correct labels, but the model is not tagged.

example- and label-based recalls have been significantly im-
proved. Overall, combining SSM and SRBM would further im-
prove performance, as expected, because it focuses on different
aspects.

Notably, VGG16 and VGG19 had the most significant
improvement. The proposed method significantly improved on
the VGG model because the VGG model is not as deep as the
network structure of ResNet and DenseNet, so the high-level
semantic information in the features extracted by VGG is less
than those extracted by ResNet and DenseNet. The proposed
SSM could capture the semantic regions in the DCNN extracted
features and strengthen the representation ability of DCNN
features. In addition, the proposed SRBM could construct the
relationship between category representations and further en-
hance the representation ability of features. Experiments have
proven the effectiveness of the proposed method. The results
of the proposed model were significantly superior to those of
models with shallower network structures, such as VGG. There
were also specific improvements on more complex models with
deeper network structures, such as ResNet and DendeNet.

Fig. 14 shows an example of classification results using
ResNet101 as the backbone. The classification results are shown
below the picture. Here, the black font is the correctly classified
category, the red font is the wrong category, and the green is the
correct label, but the model does not recognize its correct label.
Table VII shows the models’ number of parameters, GFLOPs,
and inference speed.

TABLE VII
MODELS’ NUMBER OF PARAMETERS(PARAMS), GFLOPS, AND INFERENCE

SPEED

All FLOPs are measured with a size of 224 over the first 20 000 images of
the MLRSNet dataset. Moreover, the FPS in the table is calculated with batch
size one on 1080Ti from the total inference pure compute time reported in the
Pytorch.

2) Qualitative Analysis: In order to figure out what is learned
inside our method, we further visualize each module to verify
the effectiveness of the proposed method in a qualitative way. In
Fig. 15, we visualized the original image and its corresponding
CSAM to illustrate the SSM’s ability to capture the semantic
regions of each category appearing in the image. We used the
standard ResNet101 as a backbone, and the training–testing
ratio was 10− 90%. Each row shows the original image and
activation map of a specific category. The category and score are
displayed in the upper left corner of the corresponding category
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Fig. 15. Visualization results of CSAMs on MLRSNet dataset.

activation map. The proposed model could locate discriminative
semantic regions related to positive categories are highlighted in
these feature maps, whereas less informative regions are weakly
activated. For example, in Fig. 15(e), the activated area of the
road is the road itself, whereas the activated area of the bridge
includes the road and water around the bridge, which considers
the semantic information of the bridge and water. The SR-Net
could accurately highlight relevant semantic regions. In addition,
the final score indicated that the CACR was sufficiently discrim-
inative and could be accurately identified using the proposed
method.

Furthermore, in Fig. 16, we visualized an original image with
its corresponding relation matrix R to illustrate what relations
the SRBM had learned. For the input image in Fig. 16(a), its
labels are “buildings,” “bridge,” “cars,” “grass,” “pavement,”
“road,” “ships,” “trees,” and “water.” Fig. 14(b) is the visual-
ization of the R of the input image. Rwater,bridge and Rwater,ships

ranked top (about top 10%) in the row of “water.” It means
that “bridge” and “ships” were more relevant for “water” in
the image. From the relation matrix visualization, the SRBM
can build such semantic relations for a specific input im-
age.
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Fig. 16. Visualization of an example and what its relation matrix R looks like on MLRSNet dataset. (a) Input Image (b) Relation Matrix (c) Partial Graph of
Relation Matrix

V. CONCLUSION

In this study, we propose a novel HRS image multilabel clas-
sification network, transformer-driven SR-Net. The proposed
network contains two modules: SSM and SRBM. The SSM
captures the semantic regions of features extracted by the DCNN
and generates a discriminative CACR. The SRBM further uses
label relation inference from outputs of the SSM, that is, CACR,
to obtain the relation matrix of categories for final classifica-
tion. We conduct extensive experiments on the public UCM
multilabel, AID multilabel, and MLRSNet datasets to evaluate
the proposed method. The experimental results showed that
our network using the deep network (e.g., ResNet) could offer
better classification results. In addition, we visualize extracted
semantic attentional regions and relation matrix for qualitatively
demonstrating each module’s effectiveness.
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