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Real-Time Variants of Vertical Synchrosqueezing:
Application to Radar Remote Sensing

Karol Abratkiewicz

Abstract—This article presents thorough research on using high-
order vertical synchrosqueezing (VSS) in different radar remote
sensing applications. The method well established in the literature
is examined and compared to the novel form of third-order VSS and
first-order VSS using an enhanced estimator of the instantaneous
frequency, both proposed by the authors. An investigation shows
that the two introduced variants of VSS are characterized by
preserved capabilities (understood as the possibility to concentrate
the time-frequency distribution and its reconstruction) with sig-
nificantly reduced computation cost. The research shows that in
practical radar remote sensing applications, high-order VSS can
be successfully replaced by the approach proposed in this article
with a lower computational burden. Furthermore, the methods
are validated under numerical experiments, both simulated and
real-life, which showed the efficiency of the proposed methods in
radar signal processing, particular component extraction, and sig-
nal decomposition. Moreover, the authors developed the real-time
graphical-processing-unit-based implementation of the proposed
techniques and presented its efficiency in practical conditions.

Index Terms—Compute unified device architecture (CUDA),
radar remote sensing, radar signal processing, time—frequency
(TF) analysis, vertical synchrosqueezing (VSS).

I. INTRODUCTION

ADAR remote sensing encompasses many facets that

may include not only detection of the range and velocity
of a target, but also estimation of its instantaneous kinematic
parameters, clutter, and jamming modeling, as well as tech-
niques that serve to avoid being interfered with. This requires
radar systems to be agile and needs extraction of data from
various signals, such as linear/nonlinear frequency modulated
(NLFM) pulses, micro-Doppler signatures, stochastic noise, or
digitally modulated commercial signals widely used in passive
radars [1]-[16].

Among many techniques whose objective is to find a given
signal parameter, one of the most used is time-frequency (TF)
processing due to several advantages, such as assessing time and
frequency dependencies of the distribution simultaneously and
invertibility into the time domain. However, linear transforms,
e.g., the short-time Fourier transform (STFT), usually suffer
from the limited resolution of the distribution defined by the
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Heisenberg—Gabor uncertainty principle [17]. It means that a
narrow window leads to a poor frequency resolution, and a wide
window results in a poor time resolution, thereby preventing
unequivocal interpretation of the transform. In the literature, one
can find several attempts to improve the readability of the STFT
(and other transforms) pioneered by Kodera et al. [17]. Such
techniques as TF reassignment [18] and vertical or horizontal
synchrosqueezing [ 19] amount to the relocation of the transform
values from a given point to another one expected to be closer to
the true instantaneous frequency (IF) ridge. Even though these
are not perfect and super-resolution methods, their popularity in
the radar community has been increasing over recent years [20].
Moreover, TF reassignment favors sharpening over invertibility,
while synchrosqueezing allows for the reconstruction of the
signal at the cost of worse signal concentration on the TF
plane [21].

In the literature, techniques whose aim is to concentrate
the distribution isotropically simultaneously, allowing further
reconstruction of the signal, can be found. One of the most rec-
ognizable techniques is second-order vertical synchrosqueezing
(VSS2) proposed by Oberlin et al. [22]. The method uses an
extended IF estimator considering the instantaneous frequency
rate [chirp rate (CR)], which perfectly localizes linear chirps and
guarantees reconstruction. However, the problem occurs when
analyzing nonlinear or fast oscillating components. Then, the IF
estimator is biased, and its bias is proportional to dynamically
modulated terms (for example, for polynomial phase signals, the
bias may be defined by the third- or higher-order component of
the phase). In such a case, the continuity of the TF ridge can
be broken, creating potential problems with mode extraction.
Another significant improvement of the energy relocation was
proposed by Fourer ef al. [23], who used the concept of the
complex phase of the STFT and a chirp signal model to de-
duce the IF estimators for each (¢, w) coordinate with reduced
computational complexity compared to [22]. However, the ex-
isting impediments had to be resolved, namely, continuity of
the concentrated transform ridge with simultaneous invertibility
for nonlinear terms. Pham and Meignen [24] addressed this
problem. They proposed an efficient algorithm allowing third-
and fourth-order vertical synchrosqueezing (VSS3 and VSS4)
to be obtained, and the properties of the method favor analysis
of fast oscillating modulation. The method was successfully ap-
plied in, e.g., voice signal processing [25], seismic analysis [26],
fault diagnosis for rolling bears [27], and others [28], [29]. This
article, therefore, is based on the existing methods and presents
an alternative approach, preserving usability of higher-order
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VSS known from the literature but with reduced computational
cost allowing for real-time computation.
Furthermore, highly optimized software using the graphical
processing unit (GPU) was created for this article to check
whether it is possible to use VSS in the real-time radar applica-
tions. Several factors dictated the choice of this computational
platform. In recent years, GPUs have become more and more
popular in the field of digital signal processing. This is mainly
due to the enormous computational power they provide. As
a result, it is possible to perform demanding calculations that
would usually be performed offline in real-time in many cases.
The relatively simple programming model, especially in contrast
to field-programmable gate array devices, also contributes to the
growing popularity of general-purpose computing on graphical
processing units (GPGPUs). These features are closely related
to the compute unified device architecture (CUDA) introduced
by NVIDIA in 2007. Currently, the CUDA is one of the most
popular technologies that enable GPGPUs. One of the reasons
is that it is a complete technology. In addition to the hardware
platform, the CUDA also includes an application programming
interface and numerous libraries dedicated, among others, to
digital signal processing, such as cuFFT. Such a combination
means that the CUDA technology provides very high computa-
tional power and provides tools to make use of this power with
a reasonable development effort. This feature made the choice
of the GPU and CUDA technology as a platform for real-time
computing described in this article.
Therefore, the novelty proposed in this article is threefold.
1) A novel form of third-order VSS and enhanced first-order
VSS are proposed and compared to VSS2, VSS3, and
VSS4 giving comparable outcomes but in reduced time.

2) High-order VSS is applied to different radar remote sens-
ing applications. For the first time in the literature, this ap-
proach is used to concentrate and decompose multicompo-
nent radar signals with strongly oscillating and nonlinear
frequency modulation, which shows the technique’s huge
potential.

3) All variants of VSS considered in this article were imple-

mented on a GPU platform, allowing real-time processing.
To the authors’ knowledge, this is the first real-time real-
ization of VSS in the literature.

The rest of this article is organized as follows. Section II
presents the background on high-order VSS known from the
literature. In Section III, the authors introduce two fast modifi-
cations of the IF estimators. Section IV is devoted to numerical
experiments using simulated signals and presents possibilities
and limitations of all techniques considered in this article.
GPU-based implementation of real-time VSS is described in
Section V, and the real-life data analysis is covered in Sec-
tion VI. Finally, Section VII concludes this article. Additionally,
the authors have provided an appendix with derivations of the
proposed IF estimators.

II. HIGHER-ORDER VERTICAL SYNCHROSQUEEZING

As the only algorithm of higher-order VSS for the STFT,
the one proposed in [24] is the reference technique for the
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investigation conducted in the following. The multicomponent
amplitude and frequency modulated (AM-FM) signal is defined
as

mk(t), with zi(t) = A O (1)

M=

x(t) =
k=1

where A(t) is the amplitude, ¢(t) is the phase, and j2 = —1.
For nonstationary signals, a natural language of their processing
is TF analysis, and the STFT is the method considered in this
article. For a signal x(t) and a differentiable window h(t), the
STFT is defined as

Fl(t,w) = / a(r)h (1 —t)e 7 Ndr
R

= / o(T + t)h* (1)e T dr ()
R

where w is the angular frequency and z* is the complex conjugate
of z. Such a TF distribution using the STFT suffers from the
limited resolution defined by the Heisenberg—Gabor uncertainty
principle [17]. The final resolution is a tradeoff between time and
frequency separability, which reduces its readability. A recent
attempt to improve component separation proposed in [24] con-
sists of the relocation of transform values along the frequency
axis. This operation may significantly improve the separability,
preserving reconstruction capabilities. VSS is defined as

Sh(t,w) = / FP(t,0)e? t0)§ (0 — &, (8, ') do’ (3)
R
which is a modified version of classical VSS, given by
Shit,w) = / FlMt,w)o (w— @, (tw))do' (@)
JR

but simplifies the reconstruction formula to the following
form [23]:

) o \
O /R S (¢, w)dw 5)

where h(t) is non-zero and continuous at any ¢ (usually to = 0),
d(+) denotes the Dirac delta function, and @, (t,w) is the fre-
quency reassignment operator based on the IF estimator. At
this point, it has to be mentioned that the IF estimator has
a crucial influence on concentration capabilities. Initially, the
frequency reassignment operator in the TF domain was defined
as Wy (t,w) = (W, (t,w)), where

(6)

where S is the imaginary part of the complex number, D"h =

d"I®) is the modification of the original window (in general

atn
o FPP (t,0)
nth order), and ( Filiw)

estimate.

The expression @, (t,w) = (@, (t,w)) used in (3) results in
a poor concentration over the energy ridge for rapid frequency
modulation. To improve the concentration of the distribution,
the IF estimator was first extended by Oberlin et al. [22] to
the second-order form and next to the third- and fourth-order

) is the local instantaneous frequency
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by Pham and Meignen [24]. For the latter case, the amplitude
and the phase of the signal were approximated using the Taylor
expansion of (1) for 7 close to ¢

N o (k) .
o(r) = exp (Z log(A) (1) +jo® @) M) -

k!
k=0

where X (%) denotes the kth-order derivative of X with respect
to time. Substituting (7) into (2) yields

Ff(t,w)

/ o (Z log(A

k

(k) )+]¢(k)( ) k> h* (T)e_jWTdT.

®)

Consequently, one can introduce the higher-order IF estimator
as the partial derivative of (8) with respect to time and dividing
by F"(t,w) obtaining
F T h F, M(tw)

Z it
h(t,w)

— [log(A)] () + jo (¢ +Zm i h“)“’)

(€))

where 7,(t) = 2y ([log(A)1 ™) (1) + ¢ (1)) and T"h =

t"h(t). In order to extract the precise IF estimate, one has to

subtract (Y0, r4(t) W

and for this purpose, modulation operators were derived such
that gi*-V] (t,w) = 71 (t). They can be understood as polynomial
phase components being approximated by the /Nth-order Taylor
expansion, as, e.g., ¢"(t) — g 4]( t,w), ¢"(t) — g (t,w),
etc., assuming /N = 4 order of the Taylor expansion. Thus, the
Nth-order IF estimate can be defined as follows [24]:

Dot w) + Yony @Mt w) (— i (8, w)),
if EP(t,w) # 0,and afj,j,l(t,w) #0

) to compute (W (t,w)),

(‘DLN] (tvw) -
2<j<N
W (t,w), otherwise
(10)
IO

where fi1(t,w) = “Frire) - Lhe final frequency reassign-

ment operator is given as o (t,w) = (s N (t,w)) and can
be directly substituted into (3) in order to obtain sharpened STFT
distribution.

Higher-order VSS handles the problem of various AM-FM
signals, including rapid and oscillating frequency modulation.
However, the overall procedure of the computation of the IF es-
timate (and consequently the frequency reassignment operators)
may be complicated. The method has the following drawbacks.

1) The computational complexity is relatively high, namely,

itrequires 14 STFTs each having computational complex-
ity O(N K log,(N)), where N is the number of points in
the fast Fourier transform (FFT) and K is the number of
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time instants for which the FFT has to be applied, and the
method requires additional matrix operations.

2) For computing higher-order IF estimators, one has to solve
the matrix problem consisting of multiple operations on
complex numbers because higher-order IF estimators are
not given directly and need lower-order estimators to be
computed.

These impediments prompted the authors to conduct intense
research in this matter to obtain a novel IF estimator preserving
high concentration capabilities with reduced computation time.
The proposed method is described in the next section.

III. SIMPLIFICATION

In this section, the authors propose the two alternative forms
of VSS: the novel form of the frequency reassignment operator
based on the third-order IF estimator dedicated to canonical
third-order VSS (CVSS3), and the second form based on the
first-order IF estimator dealing with fast and nonlinearly mod-
ulated signals used in enhanced first-order synchrosqueezing
(EVSS1) in the following.

A. Canonical Third-Order Vertical Synchrosqueezing

The approach proposed in this article extends second-order
VSS by the use of the third-order phase component in the IF
estimator [30]. In other words, the method is deduced from [22],
which aims to define the local signal phase as

Pa(t) = (11)

where ¢, is the initial phase, w,, stands for the angular frequency,
and o, is the CR. Its first-order derivative leads to the instanta-
neous frequency estimate given as the local approximation

Yz + wet + amt2/2

Ph(t) = f(t) = fo +at (12)
which in the TF domain can be rewritten as [22]
P(t) = ¢ (Fu(t,w)) + ¢ (Fu(t,w)) (t = Tu(t,w))  (13)

and leads to the direct form of the frequency reassignment
operator based on the second-order IF estimator as

Wl (tw) = § (@ (t,w) + Gult,w) (t — Lot w)))

where T, (t,w) = t + (£ ;h (ttj)) R is the real part of the com-
plex number, and ¢, (¢, w) is the modulation operator unbiased
when the amplitude varies and can be expressed by one of the

following forms:

(14)

FP*h(t, w)FI(t,w) — FPR(t,w)?
EPMt,w)F]h(t,w) — ETPM(t,w)El(t, w)
(15

7 (tw) =

and
FTPM (4 ) FP(tw) + FPtw)? — FT P (4,0) EPP e, ©)
FT(tw)2 — FT?M(t,0) P (tw)

07 () =
(16)

As can be seen in (14), the estimate assumes the signal
instantaneous frequency rate to be linear. Local linearity cannot
always be assumed; thus, extending the phase by the additional
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factor /3, being the angular jerk yields

o (t)

Analogously, extending (14) by consecutive terms can
be done if higher-order modulation operators are known.
Abratkiewicz [30] deduced the third-order modulation operator
B in the TF domain given by

= P + wat + apt? /2 + B,t3/3. (17)

~ t
Palt,w) = %Et 33 (18)

where pYY (t,w) and p2 (¢, w) are given by (19) and (20), (shown
at the bottom of this page), respectively.

The authors of this article, therefore, propose the extension of
(14) by (18), and the frequency reassignment operator based on
the third-order IF can be deduced as the local approximation

Ps(t) = f(t) = wa + agt + But” Q1)
which in the TF domain can be derived as [22]
P5(t) = ¢ (7o (t,w)) + " (Tu(t,w)) (t = T2 (t,w))
+ ¢ (T4 (t,w)) (t — 7 (t,w))% (22)

As revealed by Oberlin et al. [22], ¢'(7,(t,w)) and
@ (72 (t,w)) can be expressed as (6) and (15) [equivalently
(16)], respectively. Expression ¢ (7, (t,w)) is the modulation
operator given by (18), which leads to the novel frequency
reassignment operator dedicated to CVSS3

Ot w) = S @a(t,w) + Gu(t,w) (t = Ea(t,w))

P (1 w) (¢ —tAx(t,w))Q) (23)
where all the symbols are as established before. Equation (23) is
valid whenever any numerator in (15), (16), and (18) is nonzero;
otherwise, the IF is given by (6). Finally, CVSS3 (23) can be
directly substituted into (3) giving a concentrated distribution
even for oscillating terms. Estimator (23) can also be deduced
from (8) (assuming the third-order signal phase) and brings
significant benefits over (10). First, it does not require recursive
computation resulting from the back-substitution algorithm used
in [24]; second, the computational cost of (10) is lower than for
(23) and only requires ten STFTs to be performed. A comparison
of the computation time and the reconstruction capability is
presented in the following.
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B. Enhanced First-Order Synchrosqueezing

In [30], besides the estimator of 3, whose properties were
used in (23) to CVSS3, the author proposed the enhanced fre-
quency reassignment operator based on the first-order complex
IF estimator, whose definition is given by

St w) = jw —

N
2 1.0) o

)

SRS

where G2 (t,w) and G (¢, w) are given by (25) and (26), (shown
at the bottam of the next page) respectively, and its imaginary

part such that w[l]( w) =@ oL ](t w)) leads to the enhanced
frequency reassignment operator dedicated for VSS. It has to
be noted that the assumption on the nonlinearity of the signal
phase allows one to concentrate nonlinear (including oscillating)
terms. Thanks to this, the final synchrosqueezed STFT distribu-
tion is sharp even for dynamic frequency modulation. Although
the computational complexity is the same as in (23), the overall
processing requires less complex multiplications, making the
approach faster than for all other methods investigated in this
article. The reader is encouraged to see more details regarding
the estimator and mathematical fundamentals in the appendix
and [30].

EVSSI1 using (24) leads to comparable outcomes as when
using (23), but the nature of these IF estimators is different.
The frequency reassignment operator dedicated to CVSS3 is
composed of signal parameter estimates assuming the signal
phase to be a third-order polynomial at least locally. Consecutive
estimates of the signal terms are computed by means of individ-
ual estimators and construct (23). The frequency reassignment
operator (24) dedicated to EVSS| results from direct estimation
of the nonlinear instantaneous frequency in the TF domain,
ignoring the individual factors resulted from the polynomial
phase [30]. There is no clear and direct answer on which method
should be used in a particular case. When the signal character
is completely unknown, one can use the Rényi entropy (defined
in Section IV) to find the estimator that gives the best energy
concentration. When one can make some assumptions, it is pos-
sible to select the estimator with the best precision or the lowest
processing time (which depends on the application). However,
as shown in this article, both proposed frequency reassignment
operators may be successfully applied for concentrating a sig-
nal with fast oscillating instantaneous frequency and nonlinear
modulation, which enables mode extraction in a shortened time
compared to the method known from the literature. Efficiency,
the measurement of energy gathering properties, and the ability

P (t,w) = FTht,w) [ngh(t,w)r — EPTh(t, ) EP*h (1, w0) PR (1, w) — FPTR (¢, w) Fh (1, w) EP*h (¢, w)

+FD Th(
ﬁf(t7w) = FzD h(t’w)F:rDTh(tvw)F[ h(tvw) -

+ FPh (4, w) FD T (¢, w) ET (8, w)

w) [FP(t,w)]” = F2 " (t,w) F " (t,w) FP" (t,w) + FP A (¢
FP*M(t,w)FPT " (¢, w) FT " (t,w) —

— FPTh(t,w) FP TN (1, w) 1 (t, w)

W) EPTr (t w)EI (¢, w) (19)
FPM(t,w)FT M (t,w)FP* T (¢, w)

+ 2Tt w) F T (¢, w) FI (t,w)
(20)
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to reconstruct the signal and extracted modes are presented in
the further part of this article.

C. Discrete Implementation

When analyzing nonstationary signals in the TF domain, one
has to consider its discrete-time representation. The discretiza-
tion process based on the rectangle method yields the approxi-

mation for each STFT F[n, m] ~ F(nTy, 221 ), where Ty =
1

s MT,
7 is the sampling period, n € Z expresses time indices, and
m € [—M/2; +M /2] are the discrete frequency bins. Thereby,
each vertical slice of the discrete-time STFT F[n,m] can be
efficiently computed using the FFT algorithm.

Additionally, readable distribution is obtainable when the
analyzing window is characterized by appropriately adjusted
width [31]. This issue is clear for linear chirps, for which the
frequency slope is directly related to the time spread of the
Gaussian window [32]. For nonstationary and multicomponent
signals, this assumption is broken; thus, in this article, the authors
use the Rényi entropy to choose such window width, for which
the entropy attains minimum.

IV. EXPERIMENTS

In order to quantitatively compare the method known from the
literature to the proposed CVSS3 and the investigated EVSSI,
the authors performed a numerical experiment. In both central
processing unit (CPU) and GPU implementation in CVSS3, the
authors use (16) as a second-order modulation operator. The syn-
thetic signal was processed. Its sample rate was fs = 512 Sals,
and the definition was as follows:

z(t) = A(t) exp (j2m(t))

where A(t) and ¢(t) are the amplitude and phase defined in
t € [0, 1], respectively

Aty =1+5t2+7(1 —t)8 (28)
d(t) = 240t — 2exp (—2(t — 0.2)) sin(147(t — 0.2)). (29)

27

The signal was processed using the technique proposed by
Pham and Meignen [24] giving VSS2, VSS3, and VSS4. The
proposed CVSS3 and the enhanced EVSS1 were used as well.
The results are illustrated in Fig. 1.

As can be seen, apart from VSS2, all techniques gave com-
parable outcomes, and the distributions are strongly concen-
trated near the energy ridge. For S;L [2], the continuity of the
frequency ridge is broken, creating potential problems with
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Fig. 1. Comparison of the synchrosqueezed STFT for different IF estimators:
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mode extraction. Oscillating and rapidly arising terms are
sharp and continuous for S;L [3], SQ}Z [4], Sf [3/], and S;f [1], and
as a factor of transform sharpening, the authors use the Rényi
entropy—a classical measure of the TF concentration [33]. The
~-order Rényi entropy of any TF signal representation TF, (¢, w)

is expressed in bits and given as

ff o (TF,(t,w))? dtdw
f}lz (TF,(t,w)) dtdw ) . (30)

In this article, for the computation of the Rényi entropy, the
authors use its absolute value such that |TF, (¢,w)|. For the
signal from Fig. 1, the third-order Rényi entropy (v = 3) and
the processing time are listed in Table I.'The results clearly
show that VSS3 and VSS4 are precise but inefficient from the
perspective of real-time applications, such as radar and sonar.
The proposed CVSS3 estimator allowed for the obtaining of
comparable energy concentration (expressed by the Rényi en-
tropy) approximately seven times faster than the method known
from the literature. In contrast, for the enhanced first-order IF es-
timator, the authors obtained acceleration of approximately nine
times while obtaining low Rényi entropy. The outcomes show
the possibility of applying the proposed solution in real-time
platforms using a simple CPU chip, as illustrated in Section VI

1
H} (TF,) = — - log, (

I'For computation, the MATLAB 2021a environment was used: CPU Intel
i7-9750H 2.6 GHz, 32-GB DDR4, SSD drive, and Windows 10.

N (t,w) = FP*M (£, w) FPTM (4, w) FT " (t,w) — FPT"(t,w)FP" (£, w) FP° TR (t,w) — FP M (4, w)FT " (¢, w) FP* T (¢, w)

x

— EP°h(t,w) FPTh (4, w) T (t,w) + ED (4, w) ED Tt w) ET (t,w) + FPM(t,w)FET M (8, w) FP*Th (¢, w)

(25)

WP (t,w) = FP(t,w)FPTM(t, ) FT M (t,w) — FP* (£, w) FPT* (1, w) FT"(t,w) — FPM(t, ) FT (¢, w) F2* T (¢, w)

+ EPM (4, w) FD T (4, w) ET (t,w) — FETM (8, w)FP*T 1 (¢, w) F (t,w) + FPT 0 (8, w) FP*Th (¢, w) F (¢, w)

(26)
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TABLE I
THIRD-ORDER RENYI ENTROPY AND THE PROCESSING TIME FOR THE SIMULATED SIGNAL

TFz STFT VSS2 VSS3 VSS4 CVSS3 EVSS1
H3 (|TF,|) | 155240 | 11.2242 | 11.3535 | 11.1657 | 11.4636 | 11.3389
tp [ms] 13.55 85.52 577.99 745.134 103.71 83.55
for example. On the other hand, more demanding systems may
take advantage of the GPU technology allowing fast and precise h(t)
operation even for critical infrastructure, as shown in the further
part of this article. h(t) —»
The following experiment covered the possibility to recon- WINDOW — dh(t)/dt —»|
struct extracted modes for two components with a strongly MODIFICATIONS - ——— |
oscillating frequency. For this purpose, the authors used the — td?h(t)/dt? |
technique initially proposed in [34] and implemented in [35]. =2 d?h(t)/dt* »

The method is based on the local minimum computation of the
following formula:

Eaf(q/)la .. awK)

K
= Z 7/ ITF, (t, 5 (£)|* 4 A ()% 4 ey (t)?dt
k=1 “R

(€29)
where K stands for the known number of modes and TF, is the
TF representation whose modes )y, (t) are extracted. As shown
in [28], A and ¢ can be neglected in the analysis due to their
irrelevant influence on ridge detection; thus, in this research, they
were set to 0. As a quantitative measure of the reconstruction
signal quality, the authors used the reconstruction quality factor
(RQF) given as [36]

> no |z[n]?

YnCo leln] — &[n]|?

where x[n] is the reference waveform and &[n] is its recon-
structed version (both of the length N); hence, RQF is the ratio
(expressed in decibel) of the energy of the signal to the energy
of the estimation error. A flowchart of the overall algorithm is
shown in Fig. 2 to facilitate their understanding. The methodol-
ogy was the same for both simulated and real-life signals.

Verification of the reconstruction quality was performed using
a signal composed of two modes with an oscillating frequency.
The signal of the following definition was processed:

x(t) = 21 (t) + w2(t)

= A1 (t) exp (j2m@1 (1)) + Ax(t) exp (j2mea(t))  (33)
where
12
Aq(t) = Aa(t) = 1.7 —exp (—2 : 1.6) (34)
¢1(t) = 125t + 5sin(6mt — 7/4) (35)
¢2(t) = — 125t + 3cos(10mt + 7/4). (36)

The results of mode extraction are presented in Fig. 3. As
can be seen, the RQF arises with the signal-to-noise ratio (SNR)
and is slightly smaller for the fast-oscillating component (the
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Fig. 2. Flowchart of signal decomposition using CVSS3 and EVSS1.

second mode). The quality of the extracted components is com-
parable for all methods. The investigation shows that the pro-
posed CVSS3 and EVSS1 preserve the possibility to precisely
reconstruct fast-oscillating components in reduced time. The
additional experiment consisted of GPU-based implementation,
and validation of all considered methods was performed and is
described in the following sections.

In the literature, one can find other signal separation methods
that allow component disentangling when the signal nature is
unknown and many terms can occur. The technique presented in
this section can be compared to the representative one proposed
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spectrogram for SNR = 20 dB. (b) Energy distribution with superimposed trian-
gles connecting spectrogram zeros. (c) Selected triangles fulfilling assumption
on the edge length for which the component is considered as valid. (d) Extracted
components—each component in a different color.

in [37]. In short, the procedure is based on connecting spec-
trogram zeros into triangles using the Delaunay triangulation.
For noise, edges have a length from a known range. When the
signal appears on a plane, the distance between the spectrogram
zeros elongates around the component. Then, the triangles with
at least one edge with a length out of the range known for the
noise are connected, representing a single signal component. The
mask composed of the entangled triangles is created and applied
to the STFT (1—detected component, 0—otherwise), allowing
the extraction of a particular component using the inverse STFT.
More mathematical and technical details are presented in [37],
and the radar application for a simple and single-component
radar waveform is illustrated in [38]. Herein, the authors show
the superiority of the VSS method for multicomponent signals
with closely located modes. The triangulation of spectrogram
zeros can fail in such a case, leading to incorrect signal separa-
tion. The rationale for such a statement is illustrated in Fig. 4.
As can be seen, even for high SNR (20 dB), the components
are incorrectly separated. Due to local fluctuations resulting from
noise and the proximity of components, the signal decomposi-
tion was faulty. The method detected multiple modes, as shown
in different colors in Fig. 4(d). This example clarifies why the
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nents of (33). Processing for each mode was conducted separately.

precise concentration of transform points is essential in signal
decomposition. In addition, the higher the oscillation rate, the
worse the extraction capabilities. The main problem occurs for
the second component with greater oscillating frequency, and
in this case, the algorithm returned separate modes instead of
one. Moreover, a part of one of the components is attached to
the second one, which dramatically spoils reconstruction quality.
Since the algorithm could not extract two defined modes, a more
straightforward test was performed, where two components of
(33) were processed separately. The RQF of each component
was computed individually, averaged over 100 realizations, and
the results are illustrated in Fig. 5. The experiments were carried
out for 512 points of the FFT, and the arbitrary edge length for
noise was assumed in the range [0.2, 2.2], which is the default
value proposed in [37].

The results clearly show that the method gives worse results
even for separate analyses for two modes. The use of VSS allows
for both separation of multicomponent signal components and
obtaining higher reconstruction quality, especially for fast os-
cillating frequency modulation. In addition, the processing time
is dramatically higher for the triangulation-based method. For
example, extraction of a single component from (33) took over
6 s, while VSS allowed the reconstruction of two components
in ca. 0.25 ms. This justifies using VSS and mode extraction to
analyze multicomponent radar signals embedded in noise.

V. GPU IMPLEMENTATION

To calculate the synchrosqueezed STFT for VSS3, VSS4,
CVSS3,and EVSS1, in the first place, it is necessary to compute
all modified STFTs, namely, several transforms with modified
analyzing windows. This, in turn, requires all mandatory mod-
ified windows given by D"h = L2 and T7h = " - h(t) to
be calculated. Since the window samples are computed only
once for a given window width and these computations are not
crucial for software performance, it was decided that they would
be performed in the prologue on a CPU. Then, the calculated
coefficients are copied to the GPU memory.

Next, the input signal is transferred to the GPU. The need to
transfer data between the CPU and the GPU is one of the funda-
mental drawbacks of GPGPUs. Despite the very high throughput
provided by the latest generations of the peripheral component
interconnect (PCI) express bus, the enormous computing power
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of GPUs is partially lost on data transfer. Fortunately, in this case,
the input signal is a one-dimensional vector of complex samples
with a size typically not exceeding tens of kB. As a result, data
transfer between the CPU and the GPU takes relatively little
time in relation to the computation time, and its negative impact
is very limited in this case.

All subsequent calculations are carried out on the GPU. One of
the most important issues in GPGPU programming is to structure
the algorithm in such a way as to emphasize its parallelism as
much as possible. Then, such an algorithm needs to be efficiently
mapped to the GPU architecture [39].

The code of the kernel function? can be divided into sev-
eral blocks. The first and most computationally demanding is
responsible for calculating the samples of all modified STFTs
that appear in formulas (6), (15), (16), (19), (20), (25), and (26).
The second block of the kernel function code is responsible for
computing the IF estimates given by (23) or (24) depending on
the chosen VSS variant. It should be emphasized that each thread
only performs calculations for a single (¢, w) coordinate; thus,
calculations performed by different threads are almost indepen-
dent of each other and highly computationally intensive. These
features enable efficient parallelization [40]. Moreover, both
variants of the presented VSS allow a wide range of optimization
techniques typical for CUDA technology to be used. These
include the possibility of optimal use of many types of memory
available in the CUDA and the loop unrolling or removing
conditional statements techniques. The first one makes memory
access operations very efficient. In turn, the second and third
techniques minimize the instruction overhead [41], [42]. All
these features cause the presented algorithms to map very well
to the CUDA. Thus, the expected effects of implementing both
presented VSS variants in the CUDA technology are promising.

In the last block of the kernel function, the VSS defined in (3)
is computed. In practice, it comes down to adding the product
E(t,w')el* (t=%0) to the output array element that corresponds
to the coordinates ¢ and w’.

The last stage depends on the adopted program execution path.
If the data are further processed on the GPU, other kernel or
library functions are called here. If the data are processed on the
CPU, it must first be copied from the GPU to the CPU. Since
the output data size is proportional not only to the signal length
but also to the number of frequency bins, transfer operation may
have a negative impact on the overall software performance.

Fortunately, in CUDA technology, there is a so-called
CUDA stream mechanism that partially mitigates this disadvan-
tage. This optimization technique introduces additional paral-
lelism [39]. It enables concurrent calculations and data transfers
between the GPU and the CPU in both directions for different
data blocks. As a result, the CUDA stream mechanism allows
one to copy one block of data from the GPU to the CPU, process
another block and transfer one more block of data from the
CPU to the GPU simultaneously. Moreover, it is worth paying
attention to the fact that not only data transfers and computa-
tions may overlap, but also the computations themselves can be

2 A kernel function is a parallel subroutine executed on the GPU by all threads
according to the single-instruction multiple-thread architecture [39].
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Fig. 6. Measurement geometry. A hand was moving toward and away from
the radar front end, which allowed the cosine phase to be obtained.

performed in parallel in different streams [43]. Thus, a situation
may arise where the overall computation time (including data
transfers between the CPU and the GPU) divided by the number
of processed blocks may be shorter than the execution time
of a single kernel function. The results of implementing both
proposed forms of VSS, based on real-life signal processing,
are presented in the next section.

VI. REAL-LIFE DATA ANALYSIS

The CUDA software development and tests were carried out
on the Supermicro SuperWorkstation 7047GR-TPRF running
under the Linux Debian 10.0 operating system equipped with
the RTX 2070 SUPER GPU and CUDA version 11.2. During the
tests, three tools were used to measure the time and validate the
measurements: the CUDA event mechanism, NVIDIA Visual
Profiler, and a high-resolution CPU timer from the real-time ex-
tensions library. The computations were called repeatedly. Then,
the shortest execution time was chosen to become independent
from the instantaneous load changes of both the CPU and the
GPU. Total time measurements for the application using CUDA
streams consisted of performing calculations in three streams
on 16 data blocks. Then, the measured time was divided by the
number of processed blocks.

The tests were performed on two real-life signals. Unfortu-
nately, in both cases, the ideal pattern of the signal was unknown.
Thus, the RQF cannot be computed. The first signal under
consideration is a micro-Doppler radar signature from a moving
hand. The window width was optimized, and its normalized
standard deviation was computed as ¢ = 7.72. The method of
obtaining the signal is shown in Fig. 6. The radar sensor used
in the experiment was the XY-DemoRad system developed by
XY-Sensing Ltd. [44]. The echo was recorded by the radar
using a signal bandwidth B = 1 GHz corresponding to 15 cm
range resolution, carrier frequency f. = 24 GHz, and a sweep
repetition rate fprr = 1 kHz. The waving hand, imitating a
gesture used, for example, in the Google Soli radar [45], was
located ca. 50 cm from the antenna aperture. The signal length
was N = 2048 samples, and the same was the Fourier trans-
form size. Such a scenario was intentionally selected to verify
the efficiency of extracting oscillating modes using high-order
synchrosqueezing. As can be seen in Fig. 7, all considered
methods allowed the gesture’s echo to be distinguished. Despite
frequency oscillations, the energy was well gathered near the
instantaneous frequency ridge without gaps (excluding local
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Fig. 7. Results of the real-life signal processing. Hand gesture example:
(a) input signal; (b) modes extracted using the considered methods; (c) exemplary
concentrated distribution (using EVSS1); and (d) spectrogram of the extracted
mode. For each method, the FFT size was 2048 points.

TABLE II
PROCESSING TIME USING CPU AND GPU FOR THE GESTURE’S
MICRO-DOPPLER SIGNAL

Method CPU GPUproc | GPUjppal
VSS3 6.32's | 6.61 ms 7.97 ms
VSS4 8.10s | 9.77ms | 10.52 ms
CVSS3 | 1.70 s | 6.21 ms 7.82 ms
EVSS1 1.29s | 6.06 ms 7.78 ms

fluctuations of the signal amplitude), which is illustrated in
Fig. 7(c) for EVSSI.

Table II presents the processing time for the techniques con-
sidered in this article. The GPU,,. refers to the execution
time of the kernel function only and the GPUyqt, to the total
time (computation and data transfers between the CPU and
the GPU) for software that utilizes CUDA streams. As can be
seen, for the CPU platform, the processing time is the shortest
for EVSSI1 and is ~ 6.3 times shorter than for VSS4, which
shows the significant superiority of the proposed approach. For
such a case, the approaches proposed in this article work in
real-time even for the CPU platform, since the processing time
is shorter than the signal acquisition, which is unobtainable for
VSS3 and VSS4. Processing time reduction is possible thanks
to the lower computational cost of the proposed IF estimators.
Thanks to fewer complex operations, the authors were able to
process the signal from the high-resolution radar system using
a middle-class computing machine, which shows the efficiency
of the introduced VSS variants.

In addition, in the case of CUDA implementation, both
methods described in this article (EVSS1 and CVSS3) are the
fastest, but the differences from the reference methods (VSS3
and VSS4) are much lower than in the case of CPU versions.
This is quite a typical feature of CUDA computations that, due
to the specific memory architecture, kernel function overhead,
and enormous computing power of modern GPUs, it is often
possible to hide differences in the performance of serial versions
of algorithms.

As a result, it is clearly visible that all the methods imple-
mented in CUDA technology can operate in real-time. The
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assumption is still valid when considering the total GPU process-
ing time. For such a case, the total processing time takes below
0.6% of the signal duration, which also allows the real-time
operation to be performed.

It is worth mentioning here that the processing time of about
6 ms for the described signal and processing parameters corre-
sponds to a computational performance of 5 trillion floating-
point operations per second (TFLOPS). This coincides with
almost 55% of the theoretical computational performance of
the GPU used in the research. Due to the numerous limitations
of the CUDA architecture in memory access, such a high value
is challenging to achieve. Only algorithms with high compu-
tational intensity and appropriate memory access patterns can
ensure such a high GPU utilization. This fact proves that all of the
presented VSS variants are very well suited for implementation
in CUDA technology.

The parameters of the extracted gesture signal were estimated.
The signal model was assumed as follows:

x(t) = A(t) exp (jacos (27 ft + ¢o))

where A(t) is the amplitude of the signal (assumed to be constant
and unitary), a stands for the oscillation of frequency in the TF
domain resulting from the Doppler effect, f is the frequency of
this oscillation, and ¢y is its initial phase. Approximating the
extracted micro-Doppler signature as a pure cosine frequency-
modulated signal, the initial phase ¢ and the frequency of the
oscillation f were estimated using the matched filtering princi-
ple [46] similarly to the approach proposed in [47]. In general,
the method computes the output of the input signal (extracted
gesture signature) with a matched filter of all parameters for a
given range. The final estimate is the maximum value from this
operation. The results are illustrated in Fig. 8.

The estimated parameters of the oscillating component are as
follows: f = 4.4803 Hz and ¢, = 0.883888 rad [see Fig. 8(a)].
Of course, the analyzed signal is composed of many components
and does not represent a pure tone; thus, in the vicinity of the
maximum peak [see Fig. 8(b)], there are local disturbances
that manifest themselves as local maxima. In fact, the actual
parameters of the signal are unknown, but for visualization, the
estimated instantaneous frequency curve is superimposed on the
spectrogram, which is shown in Fig. 9. The results clearly show
a convergence of the real-life signal and its estimate.

The second test covered analysis of an NLFM real-life radar
pulse originating from the S-band air traffic control (ATC) radar
located at the Warsaw Chopin Airport. The data collection was
done using a National Instruments PCI eXtensions for Instru-
mentation vector signal analyzer, ensuring good signal dynamics
and easy parameter adjustment. A receiving antenna pointed
directly toward the transmitter was ca. 7 km away from the ATC
radar and connected to a power amplifier and then to the signal
downconverter and digitizer. Raw signal samples were stored
and processed offline. The nonlinearity of the signal favors
verifying the correct operation of the algorithms discussed, and
atime regime resulting from the need for pulse-to-pulse process-
ing makes this case appropriate for validation. Additionally, for
the experiment, a low SNR signal was selected to test the quality
of the pulse reconstruction under challenging conditions, as the

(37)
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Fig. 9. Spectrogram of the extracted micro-Doppler signature with superim-
posed estimated instantaneous frequency curve (green).

assumption of high SNR cannot always be made. The signal
was sampled with a rate f, = 40 MSa/s, decimated, and then
processed offline for 512 points of the Fourier transform and
the exact size of the signal vector. In this case, due to solid
nonlinearity at the ends of the pulse, the window width was
chosen manually because, in the automatic process, the Rényi
entropy minimization resulted in the concentration of only the
linear part of the chirp while smearing its nonlinear parts. Thus,
the window width was selected to allow approximately constant
resolution for the entire chirp to be obtained, and its normalized
standard deviation was 0 = 6.5.

Fig. 10 presents the outcomes in the form of a spectrogram,
exemplary synchrosqueezed spectrogram (in this case using
CVSS3), extracted modes, and the reconstructed pulse. Par-
ticularly, in Fig. 10(a), the multipath effect is apparent, which
manifests by the coexistence of the delayed pulse disturbing
the direct one. The extracted modes are largely similar, and
the main differences are visible at the ends of the pulse, where
the instantaneous frequency arises almost vertically. The recon-
structed pulse precisely maps the waveform without noise and
interference. In the TF domain, the result is illustrated only for
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Fig. 10.  Results of the real-life signal processing. NLFM radar pulse example:
(a) input signal; (b) modes extracted using the considered methods; (c) exemplary
concentrated distribution (using CVSS3); and (d) spectrogram of the extracted
mode.
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Fig. 11.  Results of the real-life signal processing. NLFM radar pulse example
and the input (z(¢)) and the reconstructed (& (t)) signals: (a) and (b) real and
imaginary parts for VSS3; (c) and (d) real and imaginary parts for VSS4; (e) and
(f) real and imaginary parts for the CVSS3; and (g) and (h) real and imaginary
parts for EVSSI1.

CVSS3 as an example. A comparison of the received pulse
with superimposed reconstructions for each high-order VSS
considered in this article is depicted in Fig. 11. Additionally,
the residuals defined as the difference between the input signal
z(t) and its reconstruction Z(t) are presented in Fig. 12. As can
be seen, the residuals are composed mainly of a weak multipath
copy of the pulse and the noise. The effect at the ends of the
pulse was aforementioned and resulted from the inability to
concentrate vertical terms by the methods in question. However,
this effect partially comes from the spectrum leakage and has
negligible influence on the pulse reconstruction quality.
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Fig. 12.  Results of the real-life signal processing. NLFM radar pulse example
and the residuals of the input (x(¢)) and the reconstructed (Z(t)) signals:
(a) VSS3; (b) VSS4; (c) CVSS3; and (d) EVSSI.

TABLE III
PROCESSING TIME USING CPU AND GPU FOR THE NLFM RADAR
PULSE SIGNAL

Method CPU GPUproc GPUgyta
VSS3 519.98 ms | 0.741 ms | 0.761 ms
VSS4 630.73 ms | 1.125 ms | 1.233 ms
CVSS3 95.74 ms 0.411 ms | 0.353 ms
EVSS1 60.99 ms 0.413 ms | 0.355 ms

The processing time for the CPU and GPU platforms is listed
in Table III. When comparing VSS4 and EVSS1, the authors
obtained over tenfold acceleration in the CPU processing, while
the extracted modes are almost identical. The pulse duration was
ca. T =~ 10 us, and for this particular ATC radar, the pulse repe-
tition frequency (PRF) was in the range fprr € (500, 1000) Hz
(typically 825 Hz). Thus, assuming the highest PRF, the process-
ing time should be below 1 ms to obtain real-time operation and
signature extraction in pulse repetition interval (PRI). In such a
case, a CPU platform is insufficient to perform the processing
in real-time, and one may need GPU technology to accomplish
the system requirements.

As can be seen, the total GPU processing time of the two
methods proposed in this article is shorter than 0.36 ms, which
means that it takes less than 36% of the signal PRI. Thus, it is
possible to perform all computations in real-time. On the other
hand, CUDA implementation for both of the reference methods
works noticeably slower in this case (VSS3 more than twice
and VSS4 about 3.5 times slower). It is worth mentioning that
such a significant change in relation to the previously analyzed
signal results from different processing parameters, including a
different FFT size and a different window size. In the case of
VSS3, the GPU processing time is still shorter than the signal
PRI, but the margin is much smaller in this case, while for VSS4,
real-time computation is no longer possible.

Fig. 13 presents how GPU implementations of both proposed
variants of VSS behave for various processing parameters. In
order to make the presented results independent of the signal
length, it was decided that on both graphs, the Y-axis would
correspond to the processing time of one signal sample. Thanks
to this, to estimate the time needed to process a given signal,
it is enough to multiply the value read from the graph by the
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signal length. It should be noted here that presented timings
apply to the kernel execution time only and do not take into
account data transfers between the GPU and the CPU. Fig. 13(a)
depicts the processing time of one signal sample against the
window width for different numbers of frequency bins. On
the other hand, Fig. 13(b) shows the processing time of one
signal sample against the number of frequency bins for different
window widths.

As can be seen, both described variants of VSS operate virtu-
ally identically. It is mainly because the most time-consuming
(around 60%) is the computation of the modified STFTs, which
for both variants are the same. Additionally, for both variants,
the number of accesses to global and shared memories is the
same. The only difference is in the number of floating-point
operations necessary to calculate IF estimates, but it is small
enough to be hidden by the enormous computational power
of the GPU. Moreover, with the linear growth of the window
width and the number of frequency bins, the processing time
also increases linearly. It means that the CUDA implementations
of both presented variants of VSS work very predictably and are
stable and highly efficient.

VII. CONCLUSION

This aricle presented two novel IF estimators with application
to real-time VSS. The research supported by simulated and
real-life signals showed the efficiency and precision of the devel-
oped frequency reassignment operators in the context of signal
concentration in the TF domain. Compared to the techniques
known from the literature, the proposed ones allowed for the
obtaining of comparable outcomes almost ten times faster using
a simple CPU platform. In addition, for exacting solutions, the
GPU implementation can be used, which was presented in this
article using a real-life NLFM radar pulse. The main conclusion
from the research presented in this article is that the enhanced
first-order frequency reassignment operator (with the lowest
computational complexity) deduced from the nonlinear signal
phase allows intense signal concentration after the VSS process
in reduced time compared to high-order frequency reassignment
operators. Similar outcomes were obtained for CVSS3, for
which the processing time and the precision were similar as
in EVSSI. For practical and demanding applications, the use
of first-order VSS is more efficient and comparably accurate.
Thus, from the practical perspective of radar remote sensing,
high-order VSS is valuable and important; however, it can be
replaced by faster methods like those proposed in this article. An
additional conclusion from the research is that VSS algorithms
map very well to the CUDA, which allows for very efficient
calculations that can be performed in real-time.

Further research covers finding new applications for CVSS3
and EVSSI and their implementation on embedded systems
able to work in various scenarios, such as real-time signal
decomposition on small radar platforms like the one used in the
experiment. As an extension of the GPU implementation, the
authors want to implement classification processing to extract
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the signal and then classify, e.g., radar pulses, gestures, and
vehicles.

APPENDIX
DERIVATIONS FOR THE ANGULAR JERK, CR, AND
INSTANTANEOUS FREQUENCY ESTIMATORS

In this appendix, derivations of the angular jerk, CR, and the
third-order instantaneous frequency estimator are provided. For
more details regarding numerical stability, see [30].

Signal model

x(t) = Ag(t) exp (jou (1)) (38)
where the amplitude is given as
(t—t.)? (t —ta)®
All) = Ao <_ o272 T7 312 &
and the phase is defined by
Gu(t) = 0u + wyt + ayt? /2 + B,t7/3 (40)

where

A, constant envelope;

— 2 . .
- % second-order amplitude modulation component;

t, time shift;
T, duration;
_A (t—t,)>

© 372
=1

. initial phase;

w,; angular frequency;
oy CR;

B, angular jerk.

third-order modulation of the amplitude;

The first-order derivative of the signal with respect to time
gives

dx(t)

(41)

(amt2 + byt + cz) x(t)

dt
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where

x

az 7 tiba
1—2A,t,

-

ty — Ayt
T

b +Jjas

Co = + JWa- (42)

The STFT definition using the analysis window h(t)
EM(t,w) = / z(T)h (1 — t)e ITdr
R
(43)

= e_j”t/ x(T — t)h* (1)l dr
R

where (-)* — complex conjugate. Differentiating the STFT with
respect to time once leads to
dh*

tw)= [ a0

STFT with the differentiated window

= —jwFMt,w) — e_j‘“t/
R

X

ot

_OF!

th(t,w) (1 —t)e7*dr

dr

o (1 — t)h* (1)l dr.
(44)

At this point, one can introduce modifications of the STFT.
FP(t,w) is the STFT computed using the differentiated win-
dow D"h = L2 Analogously, the window multiplied by the
time ramp can also be used for the STFT. Assuming 7"h =
t™ - h(t), one can substitute differentiated signal (41) to the

right-hand form of (44), obtaining

FPh(t,w) = — an FT M (t,w) — (2a4t + by ) FT M (t,w)

— (axt? + byt 4 cp + jw)FM (t,w) (45)
where a, b, and ¢, are given by (42). Because our interest is to
obtain the third-order phase derivative, (45) can be differentiated
with respect to time once and then twice, giving respectively (the
following equations can be interpreted as the STFT with the win-
dow differentiated twice and three times — see the superscript,
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e.g., D?h or D3h and their combinations)

FPM(tw) = — ag FT PP (tw) — (2aut + by)FTPM (¢, w)

— (agt? + byt + o + jw)FP(t,w)
(46)

FPM(tw) = — au FT P (t,w) — (2agt + by ) FT P (¢, w)
— (agt?® + byt + co + jw)FP M (t,w).

(47)

Combining (45)—(47) into a linear system with three variables
Dz, 4z, and 7, yields

FPM(t,w) = o FT Mt w) 4 qu ET" (8, w) + poa F (t, w)
FDzh( 7°J) = OJFZ- Dh(taw) + QIFZDh(t’w)
+p. EPM (1, 0)
ngh(t, w) = rmFZZDZh(t,w) + quwTDQh(t, w)
+przDZh(tvw)
where p, = —a,t? — byt — ¢ — jw, @z = —(2a,t +b,), and
r, = —a, are the unknown variables. Let us return to the defi-
nition of a,, b,, and c,.
—A,
Ay = T
1—2A,t .
by = _T—g?“ +jog
¢r = L o s, 48)

As can be seen, the phase signal parameters are attached to
the imaginary part of these variables. If we solve the system
and compute the imaginary part of its solution, we obtain the
following.

1) Angular jerk estimator

A -G Ba]cv(taw)
Jelte) = [B%’(t w>1 @
where

B () = FTM(t,0) [FP™ (1,
— FPThg, w)FxDzh(t, W) EPM(t,w)
— FP Tt w) F (t, w) FP M (£ w)
+ FP TNt w) [FPR (1, w)]?

— FPM(t,w) FTP (t,0) FPM (t,0)

+ FP°M (4, w)FPTI (¢, w)FI(t,w), (50)

= FP(t,w) FPTh (t,w)F] "(t,w)

2
W) FYTRE,

BY (t,w)
— FP*(¢ w)FTM(t

)FD Th(t

, W

o FDh(t, w)FTQh(

)
)
+ FPR(t, w)FP T (¢, W) FTM (¢, w)
)
)

S

)

_FDTh( )FDTh( )F (t,w
+ FPT* R (1 W) FP* TR (1 w)FI (8, w). (51)
2) CR estimator
R N aN(t,w)
oot = G525 Y
where
2 2 2
& (tbw) = = FI ™ (tw) [F2(t,w)]

+ ET (W) EE (8, w0) 7 (1, w)

+ EP TN (4 w) FR (8, w) FP*0 (2, w)
2

— FP°T*h(t,w) [FPM(t,w))]

+ FPh (4, w) FT M (8, w) FPM (t, w)

— FPh () FPT* R (1, w) Fl (t,w)  (53)
&l (t,w) = FO*(t,w)FPT" (t,w)F] (1, w)
L W)FPTh(¢,

— FP*h(¢ w)FT (¢

9 )

— FPMt,w)F] " (4, w)F T (8, w)
+ FPM (4, ) FP T (4, ) FT M (t, w)
— FPTM (4, w)FP° T (1, w) FI(t,w)
)-

F(
+ FPT*h(t W) FP*Th(t, w) FM(t, w

3) Instantaneous frequency estimator

Got,w) =S [L‘”H (55)

WP (t,w
where

— FP°h(t,w)FPTh(t,

FDTh (t, W)F h(

W) F M (t,w)
)FD T2 h(t,w)
(t ) W) EZ T (t,w)
+ B (@) T <t w)F" (t )
(tw) YT (4 w) FL" (1)

w)FP T,

+ FP* (4, w)FT M,

2 2
Dht,wF

— FPh(t,w)FPT Rt w) (56)



ABRATKIEWICZ AND GAMBRYCH: REAL-TIME VARIANTS OF VSS: APPLICATION TO RADAR REMOTE SENSING

S~

= FP(t,w) FPTM (t,w) F] M (¢, w)

2
W) TR,

(t,w)

— FP*h(¢ w)FTM(t

)

— FPM(t,w)F] (¢,

+ EP (L w)FY Tt w)

)FD Th(t7w

)
)
Tt w)
)
)

— FPTR () FP T (1 w) F2 (t,w
+ FPT* R (£, w) FP*Th (£, w)Fl (t,w). (57)
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