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Abstract—Over the past decade, many excellent data sharing
efforts have enriched the remote sensing scene classification (SC)
methods. These datasets have achieved great success in complex
high-level semantic information interpretation. However, most
existing datasets are collected from standard and ungeorefer-
enced image patches for algorithm training and evaluation. These
datasets do not fit for practical applications and cannot be directly
applied in further geographical study. Accordingly, we provide a
large range high-resolution SC dataset with multiple time phases,
called “Wuhan Multiapplication VHR Scene classification dataset
(WH-MAVS).” It facilitates the study of SC and scene change
detection (SCD) algorithms. Moreover, it can also be directly
employed to perform a variety of real-life land use application
tasks. To the best of our knowledge, this is the first free, publicly
available, georeferenced, and annotated dataset to cover almost an
entire megacity. The WH-MAVS was collected and annotated from
Google Earth imagery with the same spatial resolution and uniform
nonoverlapping patch size, covering the central area of Wuhan,
China. The total number of scene samples is 47 137, which belong
to 14 classes with 23 567 labeled patches for each time phase in 2014
and 2016, respectively. The geographic coordinates of all samples
in both time phases exhibit one-to-one correspondence with 23 202
unchanged image patches of scene categories and 365 changed
ones. The distribution of the number of samples in each class is
highly imbalanced; moreover, there are large intraclass differences
and indistinguishable interclass variances. These characteristics
are closer to the real land use/land cover application tasks and
introduce further challenges to the related algorithm research. In
addition, we conducted benchmark experiments on SC and SCD
based on the WH-MAVS dataset with widely used deep learning
models. DenseNet169 was found to achieve the best performance.
The overall accuracies are 91.07% and 92.09%, respectively, in the
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2014 and 2016 validation sets of WH-MAVS. Furthermore, SCD
obtained by DenseNet169 has a binary change detection accuracy
of 89.56% and a multiple (from–to) change detection accuracy
of 86.70%. Over and above the research value of the algorithm,
it is also proven to have practical applications in fields such as
urban planning, landscape pattern analysis, and urban dynamic
monitoring and analysis.

Index Terms—Benchmark dataset, deep learning, land use/land
cover (LULC), multiapplication, multitemporal, scene change
detection (SCD), scene classification (SC).

I. INTRODUCTION

IN RECENT years, given the dramatic development of remote
sensing (RS) satellites, image spatial resolution has been

increased to the submeter level, enabling RS images to obtain
detailed textures and plentiful structural information [1]–[6].
Very high-resolution (VHR) RS images are in tremendous de-
mand in land use/land cover (LULC)-related applications such
as urban planning, urban dynamic monitoring, and ecological
assessment. This is due to their high resolution, wide coverage,
and large number [7]–[10]. Scene classification (SC) based on
the landscapes and their spatial pattern encoded in VHR RS
image scenes has attracted increasing attention in the field of
RS research. In addition, urban land use change detection is also
paying more attention to scene changes. Scene change detection
(SCD) is the process of identifying changes and differences
between multitemporal image scenes. Although pixel-level and
object-level change detection can identify changes in features,
these changes do not always change the category of the scene
[11], [12]. Therefore, SCD has significant potential for appli-
cation at the semantic level of urban development and land
management.

Owing to its powerful feature learning capability and model
expansion ability, deep learning has come to play a broad and
important role [13], [14] in object detection [15]–[20], SC [11],
[21]–[24], semantic segmentation [25]–[30], change detection
[31], [32], image denoising [33], and video tracking [34]–[36]
in the context of computer vision and RS images [37]–[46].
Compared with the traditional methods, deep learning is better
able to learn contextual information during interpretation and
has thus been widely utilized in remote sensing scene classifica-
tion (RSSC) and SCD studies. However, deep learning requires
numerous high-quality data samples for algorithm optimization.
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Thus, large numbers of RSSC datasets are essential for the
implementation and development of both SC and SCD.

SC datasets have grown from just a few thousand samples (for
the early UC Merced dataset [47]) to tens of thousands [48]–[58]
or even millions of samples [59]. The number of categories
has also grown from a mere handful [9], [13] to 40–50 [51],
[54], [55], [58]–[60], making the data richer and more diverse.
Moreover, the sources of data collection have become various;
not only RGB data captured from Google Earth (GE) images
[47], [49]–[54], [56], [59]–[63] but also multispectral data ob-
tained from Sentinel-2 images [57], [58]. The annotation process
has also evolved from manual annotation in the beginning to
crowdsourced assistance [54], [56] and interactive annotation
[59]. While the resolution of these datasets is mainly at the meter
level and submeter level, there are also some 10-m-level datasets,
such as EuroSAT [57] and BigEarthNet [58].

Benefiting from the currently available SC datasets, high-
resolution SC algorithms have evolved from only being able
to classify low-level features (such as grass and buildings) to
understanding high-level semantic information, such as com-
mercial areas and industrial zones. This is known as breaking the
“semantic gap” between the low-level and high-level semantic
information.

While a large number of scene-based classification datasets
have been proposed, utilization of these existing datasets is still
seriously limited when it comes to solving practical production
problems such as urban landscape patterns and urban dynamic
monitoring. The main issues related to urban land use applica-
tions are as follows.

A. Lack of More Practical RS Scene Datasets

Samples in each category are labeled to be as typical as
possible, and typical samples are collected in many different
cities. In practical LULC applications, however, the complexity
of the LULC features can be much higher, and some scene
images may not be as typical as the training samples in existing
datasets. While numerous studies have used transfer learning or
other methods to map urban land use through existing RS scene
imagery datasets, the accuracy of high-level semantic mapping
using these methods is unsatisfactory [49]. To obtain LULC
maps with high confidence in practical applications, it is instead
necessary to build a practical scene dataset containing complex
and easily confused scene samples in real applications.

B. Lack of Georeferenced RS Scene Datasets for Multiple
Applications

Most current datasets are built for algorithm study, meaning
that they are extracted from various regions and are not geo-
referenced. When mapping LULC distributions in a megacity,
points of interest (POI), OpenStreetMap (OSM), and different
kinds of auxiliary data are also beneficial and additionally need
to be linked with the RS image scene [54], [56]. Therefore, to
explore the potential of RSSC images, a georeferenced scene
dataset is necessary. This dataset is also available for multiple
applications, focusing on city structure, shanty towns, real estate
valuation, and so on.

C. Lack of Multitemporal Correlated Datasets

SCD is also useful for monitoring the changes in LULC
from the semantic level, which indicates the development and
expansion of urban areas. Recent RSSC datasets focus primarily
on land use mapping at a single point in time; there is no wide-
ranged multitemporal RS scene dataset designed specifically for
studying SCD, SC with temporal correlation, or updating scene
maps.

These problems mentioned above, indicating that it is dif-
ficult to directly apply existing datasets from the algorithmic
level of RS scene interpretation to the level of real LULC-
related applications, is known as the “application gap” of
RS scene interpretation. In this article, we newly propose
the Wuhan Multiapplication VHR Scene classification dataset
(WH-MAVS). It is a novel large range multiapplication SC
dataset annotated around the central region of Wuhan, a megacity
in China. There are 14 classes based on China’s urban land use
planning criteria, which involve diverse factual urban applica-
tions.

The dataset is a good opportunity for subsequent application-
oriented algorithm research in real land use scenario. Moreover,
it also provides the potential for national or global high-level
urban land fine-grained mapping research, along with the study
of urban land change and expansion, slum detection, social
vulnerability assessment, housing value estimation, and so on.

Overall, the present work makes the following major contri-
butions.

1) We construct the first novel multiapplication large range
VHR SC dataset labeled, with 14 categories based on
high-level semantics for urban functions, and accordingly
bridge the application gap between the algorithms and
real-life applications.

2) WH-MAVS is a unique SC dataset collected in the urban
center of a megacity and marked with geographical co-
ordinates. Therefore, our dataset is more realistic, more
complex, and closer to the application requirements com-
pared to the existing datasets.

3) Our proposed SC dataset with change information is ca-
pable of being utilized not only for SC algorithm studies
but also for SCD algorithm studies. To the best of our
knowledge, it is also the only ultrawide range urban SCD
dataset suggesting that it may come to play a key role in
promoting the study of urban SCD.

4) We evaluate existing SC methods using our new dataset
to provide a baseline for future SC and SCD researches.
WH-MAVS is also used to achieve application in the fields
of urban planning, land mapping and assistance, land-
scape pattern analysis, and urban dynamic monitoring.
The source code and our dataset will be made open source
for future academic research.

II. RELATED WORK

In this section, we review the existing open source urban
LULC high-resolution RSSC datasets, along with the existing
SCD datasets.
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TABLE I
EXISTING OPEN SOURCE URBAN LULC RSSC DATASETS

BM = Bing maps, Cla = Class, CC = Classification criteria, M = Manually annotation, CA = Crowdsource auxiliary annotation, IA = Interactive
annotation, LM = Label method, GL = Geographic location, GE = Google Earth, GM = Google Map, MA = Multiapplication, NAIP = National
Agriculture Imagery Program, USGS = United States Geological Survey.

A. Existing Datasets for SC

As RSSC has attracted considerable and increasing focus, a
large number of RSSC datasets have been developed to propel
the algorithms forward. These have been summarized in Table I.
The earliest RSSC dataset to emerge was UC Merced [47].
Although the data size was small, with only 100 samples per cat-
egory, it greatly advanced research into RSSC algorithms and is
still widely used in SC tasks. Only a decade after its emergence,
nearly 20 RSSC datasets had sprung up. The total number of
images in these datasets escalated from mere thousands at the
beginning [47], [49], [50], [61]–[63] into the tens of thousands
[51]–[53], [56], [57], hundreds of thousands [48], [55], [58],
[60], or even millions [59], making the diversity of SC sam-
ples extremely broad. Likewise, the number of categories has
climbed from single digits [48] to over 40 [51], [54], [58]–[60].
This indicates that these datasets are advancing toward increased
abundance and diversity, which also leads to the increasing
universality of SC algorithms. The resolutions of the existing
datasets are at the meter level and submeter level; while these
are mainly collected from GE images [49]–[56], [59]–[63], a
small portion is also collected from sources such as the United
States Geological Survey (USGS) [47], Bing Maps [54], [56],
Tianditu [55], [56], and so forth. Moreover, other datasets such
as EuroSAT [57] and BigEarthNet [58] utilize free and open
10-m-level medium-resolution satellite imagery (like Sentinel-
2) for data collection. The vast majority of these datasets are in
three bands [red (R), green (G), and blue (B)], but a rare few are
four-band high-resolution data [such as SAT4/6 [48], in R, G,
B, and near infrared (NIR)] or well as multispectral data [57],

[58]. As a result, the download sources of SC datasets are varied.
The classification criteria or the datasets have also evolved from
the initial personal perception into a more confirmed standard
based on certain LULC classification criteria. Simultaneously,
the overwhelming amount of data has made it impractical to rely
solely on manual sample selection and annotation. As a result,
a series of crowdsourcing-assisted annotation efforts have been
implemented, including the use of map search engines, OSM,
and POI, such as RSI-CB [54] and CLRS [56]. Furthermore,
the interactive annotation has recently evolved in the creation of
Million-AID. The emergence of these annotation methods has
significantly eased the pressure on manual annotation. In the
below sections, we review a few representative existing RSSC
datasets, namely UC Merced [47], SIRI-WHU [50], EuroSAT
[57], and Million-AID [59].

1) UC Merced: This is one of the earliest datasets proposed
for the study of RSSC algorithms. The source RGB images for
the dataset were downloaded from the USGS. The dataset was
divided into 21 categories, each with 100 manually annotated
patches of 256 × 256 pixels in size and a spatial resolution
of 0.3 m. This is one of the most classic SC datasets, as well
as the first open source and available SC dataset, which has
been widely used in SC algorithm research. Nevertheless, it is
negatively impacted by the small number of samples in each
class and insufficient intraclass variation.

2) SIRI-WHU: This dataset was obtained from 2 m spatial
resolution images of major urban areas in China on GE. It
comprises 12 land use categories: 1) agriculture; 2) commercial;
3) harbor; 4) idle land; 5) industrial; 6) meadow; 7) overpass;
8) park; 9) pond; 10) residential; 11) river; and 12) water. Each
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class consists of 200 RGB color image patches of 200 × 200
pixels of size. This dataset is, to the best of our knowledge, the
only publicly available dataset to have been created with only
Chinese urban areas as the sample region, featuring the typical
characteristics of Chinese cities. However, it still has a weak
sample size and lack of sample diversity.

3) EuroSAT: Sentinel-2 satellite imagery is openly and freely
accessible, and further allows for services such as continuous
ground monitoring for the next 20 to 30 years. Moreover, the
dataset categories were established on the basis of the European
Urban Atlas 2012. Accordingly, this dataset offers possibilities
for land use applications such as assisted mapping and change
detection monitoring. The EuroSAT has ten classes of concern
with 2000 to 3000 patches per class. All image patches have
a dimension of 64 × 64 pixels with a 10 m/pixel resolution.
The entire dataset is made up of 27 000 georeferenced image
patches spread across Europe. It is worth noting that this is a
multispectral dataset with 13 bands. However, despite its poten-
tial applications in multispectral images, it still has a problem
with fewer types and difficulties in applying it to VHR images.

4) Million-AID: The dataset is archived in a semiautomatic
and reproducible framework through a semantic coordinate col-
lection strategy that relies on the GE API, as well as OSM data.
It has three category levels established with reference to relevant
Chinese land use standards (GB/T 21010-2017)—specifically,
there are 8 first-level categories, 28 second-level categories, and
51 third-level categories. Each third-level scene category has
over 2000 instances, with an average of over 20 000 per type.
The quantity of total image tiles reaches 1 000 000, with a wide
range of spatial resolutions (from 0.5 to 153 m/pixel) covering
locations all over the world. There are two patch sizes: 1)
256 × 256 pixels and 2) 512 × 512 pixels. The Million-AID
dataset possesses the desirable attributes of a real-world scenario
benchmark dataset, namely diversity, richness, and scalability.
However, this dataset is not yet openly available. In addition,
there are some imperfections in the third-level types of Million-
AID. For example, only the “swimming pool” class in the third
level is included in the second-level “leisure” land class, while
other categories that might be of interest (such as parks or
playgrounds) are lacking.

To date, a large number of RSSC datasets have emerged.
Although the diversity and quantity of data are constantly in-
creasing, they are also largely algorithm oriented; the “applica-
tion gap” has not been solved by the increase in the data volume,
and the current datasets are still not directly applicable to the
relevant real-world LULC.

B. Existing Datasets for SCD

The monitoring of urban dynamics has long been a fascinating
topic [64], [65]. As a result, an abundance of change detection
datasets has been created, including OSCD [66], urban–rural
boundary of Wuhan [67], SECOND [68], and Hi-UCD [69]. The
overwhelming majority of extant change detection datasets are
at the pixel level, but relevant open source SCD datasets are very
scarce. To the best of our knowledge, the only existing dataset of

this kind is MtS-WH [11], [12]. However, the scene-level feature
changes are also of great research significance [11], [12].

1) MtS-WH: The two raw images in this dataset were ac-
quired from RS imagery taken by the IKONOS sensor covering
the Hanyang district of Wuhan, China. These images contain
four bands (blue, green, red, and NIR) with 1 m/pixel spatial res-
olution. The acquisition dates of the original images are February
11, 2002 and June 24, 2009. This SCD dataset is divided into
two parts: 1) a training set consisting of 190 image pairs and
2) a test set consisting of 1050 image pairs. The size of each
image patch is 150 × 150 pixels. It is worthy of note that, there
were 413 changed scenario pairs and 637 unchanged scenario
pairs in the test set. MtS-WH is annotated in the following
eight classes: 1) parking; 2) water; 3) sparse house; 4) dense
house; 5) residential; 6) idle; 7) farmland; and 8) industrial. The
dataset has facilitated excellent advancement in conducting both
scene-level LULC region change detection algorithm research
and dynamic analysis [11], [12], [70], [71]. Moreover, it is the
only freely and publicly available dataset for SCD. However,
it still undeniably suffers from the data study area being too
confined and the number of data samples being too small; this
severely limits the further development of SCD algorithms and
application analysis.

In addition, there is a strong correlation between SC and SCD.
However, there are currently inconsistencies between the two
kinds of datasets in terms of the category criteria; this makes it
inevitable that new datasets must be reconstructed to meet the
needs of SC and SCD research, resulting in a massive drain on
manpower, labor, and time. Moreover, when the classification
criteria are made uniform, the combination of multitemporal
and single temporal SC datasets can be employed to enhance
the classification accuracy of single temporal data through cor-
relation among multitemporal images.

In light of the above, and considering the current problems
with classification and change detection datasets, we are the first
to unify the category criteria of SC and SCD datasets and create a
large range application-oriented SC dataset—WH-MAVS—that
is adequate for both SC and SCD.

III. DATASET CREATION

Although there are a large number of existing datasets for
related algorithm research, it is still extremely difficult to apply
the obtained result directly to actual land use applications.
According to our analysis, one of the main reasons for this
is that the samples of the publicly available datasets collected
across different cities are too fragmented. As a result, the ob-
tained samples are not conducive to verification and analysis
without ground references. Hence, to bridge the “application
gap,” we herein present WH-MAVS, an original multitemporal
and application-oriented large range dataset, which is the first to
comprise samples collected from GE imagery covering the entire
central megacity area. Significantly, although the GE images
were preprocessed into RGB color bands from real original
optical satellite images, it had been confirmed that no obvious
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difference between both data sources exists, even in the pixel-
/object-based classification [72]. It is therefore also possible to
use GE images to evaluate the scene-level classification.

A. GE Image Acquisition

We collected the Wuhan images obtained from the same area
via GE and scaled them to 18 levels (a spatial resolution of
1.2 m) for screen capture. Since the central city area of Wuhan
(Hubei Province, China, 2608 km2) is large range, neither the
2014 nor the 2016 GE data could be obtained at the same time.
These were filtered into clearer mosaic images, which we refer
to as “large range mosaic images.” Both temporal images are
stored in the WGS-84 coordinate system. Notably, the temporal
data collected from the same sensors may exhibit geographic
mismatch or geographical bias.

First, the image-to-image registration was brought into effect
for the multitemporal GE images to ensure the spatial align-
ment of the manually collected tie points and cubic convolution
resampling. We then cropped the overlapping region of the
multitemporal images into identical images with a spatial size
of 47 537 × 38 100 pixels.

B. Classification Criteria

The classification standard was designed on the basis of two
references: 1) “Code for classification of urban land use and
planning standards of development land” (GB50137 – 2011),1

edited by the Ministry of Housing and Urban–Rural Develop-
ment of the People’s Republic of China (MOHURD) and 2)
the city planning data (CPD) established in 2014 by the Wuhan
Land Resources and Planning Bureau from the School of Urban
Design, Wuhan University. We additionally considered that the
scene image understanding implemented by the computer should
be more in line with human visual understanding. Therefore,
when conducting category criteria development, if categories or
subcategories are identified that can be distinguished only by
land use attributes and are difficult to distinguish visually (such
as sanitary and epidemic prevention land and scientific research
land), we merge them into the same category. Furthermore, there
are categories with both distinctive visual features and obvious
analytical significance, which we also separate (for example,
separating playgrounds from administration and public services
to form a new type). The application-based classification criteria
are detailed in Table II and comprise the following 14 categories:
1) administration; 2) commercial region; 3) water; 4) agricultural
region; 5) green space; 6) transportation; 7) industrial region; 8)
residential region 1; 9) residential region 2; 10) residential region
3; 11) road; 12) parking lot; 13) bare land; and 14) playground.

The administration class consists primarily of institutions
and facilities such as administration, culture, education, sports,
and health. It should be noted that the playground class is
classified as a single category that is not included in the ad-
ministration class. The commercial region class includes both
land for commercial facilities (such as wholesale markets, retail

1[Online]. Available: http://www.suifenhe.gov.cn/upload/2013/9/
291005871.pdf

TABLE II
SUMMARY OF SEMANTIC SCENE CLASSES IN WH-MAVS

stores, and catering) and land for comprehensive office such
as finance, insurance, art, and media. The water class covers
rivers, lakes, reservoirs, ponds, trench drains, mudflats, glaciers,
and permanent snow, but excludes parkland and water within
workplaces. The agricultural region class encompasses arable
land, gardens, forest, pasture, and agricultural facility land. The
green space class is defined as open space land in the form of
parkland, protective green space, and so on, but excludes green
space allocated within residential regions and institutions. The
transportation class chiefly comprises railways, viaducts, ports,
airports, etc. The industrial region class mainly refers to the
land used for production workshops, warehouses, and ancillary
facilities of industrial and mining enterprises, ranging from huge
manufactories to small buildings within an area.

Residential regions can be divided into three categories de-
pending on the predominant dwelling type and the surrounding
environment are as follows.

1) The residential region 1 class mainly refers to villas,
detached houses, and quadrangle courtyards with com-
plete facilities, well-landscaped environments, and low-
rise housing.

2) The residential region 2 class primarily includes multi-
ple, medium, and high-rise flats with relatively complete
public utilities, transport facilities, and a comparatively
integrated layout, representing a better environment com-
pared to residential region 3.

3) The residential region 3 class indicates residential regions
with poor environments, incomplete public facilities, and
transport facilities that need to be renovated (including
dilapidated houses, shantytowns, and temporary housing).

A focus on the residential region 3 class would be appropriate
to facilitate the formulation of a suitable renewal policy for old
districts.

The road class comprises mostly expressways, main roads,
subsidiary roads, and bypass roads (which contains intersec-
tions, etc.). The parking plot class focuses on car parks of various
sizes and shapes in addition to coach parks. Bare land is also an
important element of urban supervision research. The bare land
class covers open land, saline land, marshland, sandy land, etc.
For its part, the playground class comprises a wide range of
open-air stadiums and playgrounds of diverse sizes.

http://www.suifenhe.gov.cn/upload/2013/9/291005871.pdf
http://www.suifenhe.gov.cn/upload/2013/9/291005871.pdf
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Fig. 1. Image cropping process. The red box indicates the cropping box, the
single black arrow indicates the cropping direction, and the red box inside the
green rectangular box is the image patches to be omitted.

Even though the aforementioned 2014 CPD can assist in
creating an application-oriented dataset, it cannot be utilized
directly as ground truth. One of the reasons for this is that the
CPD is only partially updated in actual production (as opposed to
updating the whole city on an annual basis). Therefore, we take
the CPD as a ground truth reference only. Since the CPD is vector
data, we split and merge the original classification standards
published by MOHURD according to our application-based
criteria, then convert the vector data to raster to obtain the
ground truth reference. Concretely, the CPD is located in the
same WGS-84 coordinate system as the GE images of both
time phases. Subsequently, the raster data of CPD is clipped
to the same extent as the treated GE images (spatial size of
47 537 × 38 100 pixels).

C. Clipping

We created separate nonoverlapping patches for the treated
multitemporal GE images as well as for the CPD. The specific
cropping process is illustrated in Fig. 1. We start from the top left
corner of the image and perform seamless cropping with a step
size of 200 pixels and without overlap; the size of each cropping
box is 200 × 200 pixels. Note that we regard cropped patches
smaller than 200 × 200 pixels at the right and bottom edge of
the image as discarded samples and abandon them directly.

D. Inspection Standard

The WH-MAVS annotation process is semiautomatic. The
classification constraints of patches can be described as follows.

1) The image patch is considered to fall within the type when
more than 60% of its pixels are in the same pixel-based
labels supplied by the new ground truth reference.

2) The damaged patches (including dead pixels and those
heavily obscured by clouds or mist) are requested to be
eliminated.

Fig. 2. Flowchart of WH-MAVS dataset creation.

3) The image patches that do not satisfy the above condition
and are too complex to assess are regarded as 0-undefined
type.

E. Labeled Image Patches

First, the patches of the collected 2014 GE images were
automatically screened with reference to the above inspection
constraints, based on the city planning reference data. Further-
more, several relevant specialists in the field of RS were engaged
to manually check the initial classification labels through the
original GE images and perform cross-manual interpretation
based on a novel poll strategy to filter out mislabeled patches.
Next, obsolete samples that do not meet the criteria are deleted.
After single phase sample production was offered, the other
temporal data (2016) were executed on the basis of the 2014
labels, followed by a poll strategy. Finally, we selected patches
of the same area that were labeled in both time spots to create the
WH-MAVS dataset. Fig. 2 illustrates the creation of WH-MAVS.

IV. DATASET DESCRIPTION

In this section, we present a detailed elaboration of the WH-
MAVS dataset. It is a multiapplication and multitemporal dataset
that includes two time phases, namely 2014 and 2016. The
WH-MAVS facilitates relevant investigations of not only SC
but also SCD. To the best of our knowledge, the WH-MAVS
dataset is unique in being a real dataset currently annotated
around the central urban areas of a megacity. Both time-phased
data in WH-MAVS are based on large range mosaic RGB GE
images with the spatial size of 47 537 × 38 100 pixels [see
Fig. 3(a) and (b)], at a spatial resolution of 1.2 m, covering
2608 km2 in the central megacity of Wuhan, Hubei Province,
China. The WH-MAVS contains 23 567 labeled patch pairs
that exhibit a one-to-one geographical correspondence between
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Fig. 3. Acquisition and distribution of a large range, high-resolution and multiapplication SC dataset, “WH-MAVS.” A fusion image of the central area of Wuhan,
obtained in (a) 2014 and (b) 2016. (c) and (d) Spatial layout of the WH-MAVS dataset in 2014 and 2016, respectively. (e) and (f) Spatial distribution maps of scene
changes from 2014 to 2016 in the WH-MAVS dataset, respectively.

2014 and 2016, all of which are 200 × 200 pixels in size. On
the basis of the new application-oriented classification system
developed above, the WH-MAVS dataset comprises the fol-
lowing 14 categories: 1) administration; 2) commercial region;
3) water; 4) agricultural region; 5) green space; 6) transportation;
7) industrial region; 8) residential region 1; 9) residential region
2; 10) residential region 3; 11) road; 12) parking lot; 13) bare

land; and 14) playground. The specific spatial layout of the
data for the two time phases is outlined in Fig. 3(c) and (d).
The SCD-labeled maps represent in Fig. 3(e) and (f). Moreover,
Fig. 4 presents five samples for each class in the WH-MAVS.

In Table II, we coded each category and calculated the number
of samples per category separately for 2014 and 2016, as well
as the total and transformations for each category. Overall, the
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Fig. 4. Sample patches of WH-MAVS.

number of sample image patches in each category is highly
unbalanced, ranging from 246 to 11 682. Specifically, 3-water
and 4-agriculture region each contain a total of around 10 000
images; this stands in contrast to 12-parking lot, which has less
than 250 images. This undoubtedly poses a significant challenge
for the uses of the WH-MAVS dataset. Table II also presents
the overall transformation (Trans) of each category, where “+”
indicates an increase from 2014 to 2016, while “–” represents a
“from–to” decrease. Thereinto, 11-road has the most significant
rise with 110 patches, followed by 9-residential region 2, in-
creased by 29 patches. The number of samples decreased in only
three categories, namely 4-agriculture region, 10-residential re-
gion 3, and 13-bare land; among these, 13-bare land exhibited
the largest reduction and the largest number of transformations
of all categories, with 171 patches. The shrinkage of ten images
in 4-agriculture region and nine images in 10-residential region
3 is much less than that in 13-bare land.

In light of the fact that the geographic coordinates of the
two-time phase image patches correspond one-to-one, Table III
elaborates the number of “from–to” changed and unchanged
samples for each semantic scene class. In terms of changes
among the samples in the semantic scene category from 2014
to 2016, the changes in 13-bare land were the most complex,
followed by 11-road. The number of samples converted from
13-bare land to 11-road and 4-agriculture region ranked first

and second, respectively. There are also a large number of
transformations from other categories to 11-road and 13-bare
land. As the statistics show, out of the total 23 567 samples taken
per year, there were 23 202 unchanged areas and 365 changed
areas in WH-MAVS. We refer to a transformation from one
semantic scene category in 2014 to another category in 2016 as
a “from–to” change type; for example, from 7-industrial region
to 13-bare land or from 10-residential region 3 to 8-residential
region 1. There are 31 “from–to” change types in WH-MAVS.
Examples of change types are illustrated in Fig. 5.

In summary, our proposed WH-MAVS dataset has the follow-
ing distinctive characteristics.

1) Authentic and Complex Dataset: In order to be closer to
practical applications, our WH-MAVS dataset is annotated with
as many samples as possible within a limited urban area and
without overlap; as a result, the dataset is more atypical, but also
more realistic. Therefore, a significant imbalance of categories
inevitably exists in WH-MAVS, which represents a tremendous
challenge when it comes to verifying the adaptation of the
algorithm in the presence of highly unbalanced data volumes.
Moreover, the application-oriented classification constraints and
the atypical samples cause some classes of the dataset, such
as the administration class and commercial region class in
Fig. 4, to be characterized by little interclass differentiation and
large intraclass variation, similar to industrial region, residential
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TABLE III
NUMBER AND “FROM–TO” CHANGES OF EACH SCENE CATEGORY IN 2014 AND 2016 OF THE WH-MAVS DATASET

Fig. 5. Sample patches of “from–to” SCD in WH-MAVS.

region 2, etc. The realism and complexity of the WH-MAVS data
can either contribute to measuring the robustness of SC and SCD
algorithms or be more effectively applied to real applications.

2) Multitemporal Dataset: Considering that changes in
pixel- or object-based features do not inherently lead to trans-
formation in the high-level semantics of the surrounding scene,
scholars are increasingly focused on detecting change at the
scene level so as to meet the need for monitoring urban land
use. However, few datasets are currently oriented toward SCD,
and the size of the data is quite small. Accordingly, to advance
the development of SCD algorithms, we present a multitemporal
scene dataset with 23 567 samples per time phase; to the best
of our knowledge, this is the largest volume of existing open
source SCD datasets.

3) Real Dataset for a Large Range Metropolitan Area: Ex-
isting SC datasets are mainly developed for the purpose of
promoting algorithm research. They accordingly tend to collect
typical features scattered throughout the world as SC dataset
samples. However, not all features are typical in the actual
production process of land use, resulting in huge obstacles when
the algorithm is applied to reality. Our proposed WH-MAVS
dataset covers an urban central area of a megacity with nonover-
lapping and seamless annotation that is as close as possible to
human interpretation. Therefore, many scenario samples in this
dataset are more complex and atypical, as well as realistic. Not
only can the WH-MAVS facilitate the parallel advancement of
algorithmic and application research but it can also build a bridge

to close the “application gap” that presently exists in the field of
SC.

4) Multiapplication Dataset: The WH-MAVS dataset is
unique in being a publicly available, multiapplication-oriented
RS dataset designed specifically for SC and SCD. Alongside
its ability to promote algorithms that improve accuracy, our
dataset can also be used to address practical applications; these
encompass assisted mapping, landscape pattern analysis, urban
land use dynamics monitoring, etc.

V. DATASET BENCHMARK

In this section, to verify the feasibility and effectiveness of
our proposed WH-MAVS dataset, we investigate a variety of
currently popular deep learning backbone networks designed
for natural image classification. DenseNet [61] is generally the
most accurate for classification tasks due to its dense fusion of
multilayer characteristics. Within the same framework, a deeper
model tends to outperform shallower models on larger range
datasets. Nevertheless, it is possible that the network may do well
on one dataset and not on another. Accordingly, in this article,
we tested several deep learning methods—namely VGG16 [22],
VGG19 [22], Inception V3 [23], ResNet50 [73], ResNet101
[73], ResNet152 [73], DenseNet121 [21], DenseNet169 [21],
and DenseNet201 [21]—as benchmark algorithms to evaluate
the performance of our proposed dataset.
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TABLE IV
BENCHMARKED CLASSIFICATION ACCURACIES (%) OF DIFFERENT DEEP LEARNING METHODS ON VALIDATION SET OF WH-MAVS IN 2014 AND 2016

Fig. 6. Confusion matrix computed by DenseNet169 on the validation set of our proposed WH-MAVS dataset. (a) 2014 and (b) 2016.

The dataset was divided into a training set, a validation set, and
a test set (70/20/10 ratio), respectively. It should be noted that
all demonstrated methods were performed using TensorFlow on
a single RTX 2080Ti GPU. We employed momentum optimiza-
tion [74] with an initial learning rate of 0.001 and a momentum
parameter of 0.9 in the training phase. The number of epochs
was set to 100 and the batch size was 16. During the training
process, we set the L2 regularization factor value to 0.0001.

A. Assessment Criteria

We herein focus primarily on the overall accuracy (OA),
Kappa coefficient (KC), and confusion matrix as the accuracy
evaluation metrics for the WH-MAVS. Notably, because the
WH-MAVS is multitemporal, we assess the accuracy of each
method in 2014 and 2016 individually. As illustrated in Table IV,
OA_T1 and OA_T2 illuminate the OA of the validation set
classification results in 2014 and 2016. Moreover, OA_B and
OA_T are the rubrics for measuring the accuracy of SCD. Here,
OA_B illuminates the OA metric of the binary change detection
(i.e., it focuses only on whether each scene patch has changed)
while OA_T denotes the from–to transition accuracy (which
is specifically concerned with the accuracy of the classification

results of the two temporal phases agreeing with the correspond-
ing ground truth). Furthermore, we use the confusion matrix to
clearly depict the specific accuracy of each category. A heat map
was employed to indicate the level of accuracy; the deeper the
color, the higher the accuracy, and vice versa. The KC also needs
to be evaluated owing to the extremely imbalanced distribution
of the category samples in our dataset. We separately evaluate
the 2014 and 2016 single time-phase KC, denoted as KC_T1
and KC_T2.

B. Experimental Results

Our results are presented in Table IV. Here, the best result in
each column has been highlighted in bold, while the second best
result in each column has been underlined. As the table shows,
DenseNet performs significantly better than other networks in
SC and SCD. DenseNet121 obtains the best performance of
OA_B in SCD, while DenseNet169 scores the highest not only
for classifying the scene images in two temporal phases but
also for the detection accuracy of the two-time phase changes
in the WH-MAVS dataset, and even for KC. Subsequently, we
select the best overall performing network, DenseNet169, and
the SC confusion matrices are calculated for this network on
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Fig. 7. Comparison of confusing samples in 2-commercial region. The left col-
umn is for category 2-commercial region, while the right column is the example
of easily confusable categories. (a) 2-commercial region, (b) 1-administration,
(c) 2-commercial region, (d) 7-industrial region, (e) 2-commercial region, and
(f) 9-residential region.

the validation sets of the WH-MAVS dataset in 2014 and 2016,
respectively.

The confusion matrices of the two temporal phases
in Fig. 6(a) and (b) reveal that the following eight categories
exhibit a superior classification accuracy that exceeds 80%:
3-water, 4-agricultural region, 5-green space, 7-industrial re-
gion, 9-residential region 2, 10-residential region 3, 11-road, and
13-bare land. This is mainly due to the fact that the number of
samples in each of these categories exceeds 1000, and moreover
that each category is relatively simple in terms of its texture and
geometric structure.

The remaining six categories suffer from serious misclassifi-
cation. It is interesting to note that the classification accuracy
results for the 14-playground class were over 68% in 2014,
but only 44% in 2016. Considering that the sample size of this
category only just exceeds 180, we propose that the unstable
classification results may be due to the highly unbalanced sample
sizes. The existence of more incorrect classifications of category
1-administration into category 14-playground in the confusion
matrix of 2014 can be attributed to the separation of category
14-playground from category 1-administration, as their contexts
are more similar. Another class that exhibits misclassification in
both time phases, 11-road class, has far more samples than and
is similar to 14-playground class in terms of spatial distribution
or texture configuration.

In addition, by comparing Fig. 6 with Table II, it can be
determined that several other categories with very low OA—2-
commercial region class, 6-transportation class, and 12-parking
lot class—also have a small number of samples. This is due to
the fact that the texture and color characteristics of the parking
lot are very similar to a large portion of white factory roofs, as
well as that the number of instances in the 7-industrial region
class is drastically higher than that in the 12-parking lot class,
causing poor classification results.

One of the reasons why 2-commercial region and
1-administration cannot be easily distinguished is that some

Fig. 8. (a) Free 2 m resolution GaoFen-1 satellite RS image of the Wuhan area
in 2020. (b) Results of classifying the urban planning land use map in central
Wuhan in 2020 after training on the WH-MAVS dataset using the DenseNet169
classification network.

large administrative buildings in category 1-administration (such
as science and technology museums and art museums) are very
similar in terms of geometric shapes to the large shopping
malls and concert halls in category 2-commercial region, as
shown in Fig. 7(a) and (b). The percentage of category 2-
commercial region that is misclassified as 7-industrial region
and 9-residential region 2 is also high. Among these, the sample
size of 9-residential region 2 class is approximately seven times
larger than that of 2-commercial region class, while the texture
of some samples in 9-residential region 2 class is very similar to
that of the 2-commercial region class, as shown in Fig. 7(c) and
(d); this is also the main reason why they are more frequently
scored incorrectly. Moreover, as shown in Fig. 7(e) and (f), some
of the retail-based stores in 2-commercial region class are very
similar to some of the residential areas in category 9-residential
region 2, which leads to incorrect classification.

The type that causes 6-transportation class to be less accurate
is mainly 11-road class. This is because their texture structures
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Fig. 9. Several indicators for landscape pattern analysis. (a) PLAND and
(b) CONTAG.

Fig. 10. Sample of urban SCD results. (a) Detected area before the change
and (b) corresponding detection result after the change.

are very similar; notably, the difficulty of distinguishing between
the 6-transportation and 11-road classes is caused by extreme
sample imbalance. Although the number of samples in category
8-residential region 1 is very small, the results are quite good in
terms of classification accuracy due to the distinctive character-
istics of the scene structure.

VI. APPLICATION

In this section, we present the scope of the application and
development prospects of the new application-oriented WH-
MAVS dataset in the direction of SC and SCD, respectively.
Our proposed novel dataset can not only advance the research
development of SC and SCD algorithms, but also meet the
requirements of various urban LULC applications. We present
several examples, including updates to urban planning maps, the
analysis of urban landscape patterns, the monitoring of urban
land use changes, etc.

A. Scene Classification

Our WH-MAVS can be used as an SC dataset in a single
temporal phase. It is also possible to integrate two tempo-
ral phases of data together for SC algorithm research. Given
that our proposed WH-MAVS is characterized by large range,
rich intraclass variation, indistinguishable interclass similarity,
and extremely unbalanced sample data, it provides a priceless
research dataset for use by SC algorithms in solving related
problems. In addition, since our classification criteria have been
developed for applications related to urban LULC, the more

accurate classification results obtained from the improved al-
gorithms can be applied directly to urban planning, decision
formulation, and evaluation, thereby achieving a seamless bridge
between algorithm and application.

1) Updating and Assistance in Urban Planning Mapping: In
the actual production tasks faced by the relevant departments,
such as urban planning and mapping bureaus, there is a large
demand for map updates. For example, the urban planning
department updates the urban LULC map annually according
to the demand and makes further urban planning decisions and
ministries on this basis. However, rather than updating the map
in its entirety, a portion of areas are selected each year for
fieldwork and updating. This is not only costly in terms of labor,
material, and financial resources but also makes it impossible
to obtain the latest LULC maps for all urban areas in the city
each year. Insufficiently accurate land use maps can have a
detrimental effect on decision-making authorities responsible
for the development of urban planning maps. Worse yet, it
may lead to more imprecise urban planning assessments and
deviations in the development of new policies. For example, we
train a benchmark classification network, DenseNet169, using
the WH-MAVS dataset. We then test the latest images of Wuhan
central in 2020 acquired by the 2 m/pixel high-resolution RS
satellite, GaoFen-1, which is released for free by the High-
Resolution Earth Observation System of Systems Hubei Data
and Applications website (www.hbeos.org.cn). In Fig. 8(b), the
fast, accurate, and efficient urban planning LULC reference can
be achieved. Moreover, this approach enables the identification
of undefined categories in the WH-MAVS dataset. Thus, it can
be used as a land use reference for review and verification by
urban planning departments.

2) Analysis of Urban Landscape Patterns: The ecology of
urban landscapes has received a great deal of attention among
those concerned with the construction of cities and their sustain-
able development. After training the network with our proposed
dataset and obtaining an urban LULC map with high confidence,
the landscape pattern within the city can be analyzed as an effec-
tive aid in analyzing the ecological rationality of the landscape.
The distribution of the landscape in the city’s various districts
was analyzed using class metrics and landscape metrics, with
the aid of relevant analysis software such as FRAGSTATS.

We used the SC results in the central city of Wuhan in 2020 as a
base map for landscape pattern analysis. As shown in Fig. 9(a),
the percentage of landscape (PLAND) index was statistically
analyzed in terms of class metrics for the different types of
residential areas in each district of the city. The overall PLAND
index for residential region 2 is much higher than the other two
classes, reflecting the higher standard of living per capita in
Wuhan. The PLAND index of the Hanyang district in Wuhan
for residential region 3 class is significantly higher than in other
districts, indicating that the phenomenon of “urban villages” is
more serious in Hanyang district.

Fig. 9(b) represents the degree of contagion (CONTAG) index
at the landscape metric. It is inversely proportional to the level
of urbanization; that is, poorer connectivity indicates greater
fragmentation and higher levels of urbanization. Dongxihu dis-
trict has the highest value, which represents the lowest level

www.hbeos.org.cn
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Fig. 11. Prediction LULC maps before and after the changes obtained on
WH-MAVS through the use of a trained SCD network.

of urbanization. Since this region is a distant suburban area
in Wuhan and still has large areas of interconnected farmland,
it exhibits hysteresis compared to the main districts. Hanyang
district, Qiaokou district, Jianghan district, and Jiang’an district
are all the main districts with a very high degree of urban
development. By contrast, although Hongshan district is also
one of the main districts, it has a higher CONTAG value. One
very important reason for this concerns the presence of a larger
area of water within its district.

B. Change Detection

As urbanization continues to intensify, land use changes are
continuously occurring and have attracted widespread scholarly
attention. The task of scene-level change detection is more
valuable for research, as it focuses on the situation of change
in high-level semantic scenes rather than only pixel-level and
object-level land use changes. Our open source, freely available
high-resolution dataset provides the largest dataset to date for
SCD research, while also being large range with massive sample
size and multitemporal characteristics. The total number of sam-
ples in WH-MAVS is consistent across all temporal phases; each
scene region exhibits one-to-one geographic correspondence,

Fig. 12. Land use scene change maps obtained by using a trained SCD network
on WH-MAVS. (a) Before the change and (b) after the change.

and a rich sample of changes is also present. The dataset will now
facilitate progress in algorithmic research [70] and represents
an important contribution to the advancement of algorithms
for SCD. It may also come to play an important role in the
application of urban dynamic monitoring.

In recent years, the dynamic monitoring of cities has become
a hot topic. The analysis of land use changes within cities over
a long time series is useful for monitoring illegal construction,
assessing real estate prices, and studying economic development
within cities.

One fact of note is that our multitemporal dataset, being
trained on the SCD network, can precisely identify urban regions
in which semantic changes occur. In the sample of detected
results shown in Fig. 10, the red box represents the location
of the detected scene image patches. Here, the transition from
Fig. 10(a) to (b) indicates that there is a portion of residential
region 3 land at the edge of the city that has been bulldozed
and rebuilt as an upscale residential area over the course of a
year or two. This enables the relevant authorities to quickly and
precisely detect and locate change areas, as well as to explore
the potential drivers of the existing change.

Moreover, the results of the detection facilitate analysis of
changes occurring in the city. Although our dataset already
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contains a large number of annotated samples pertaining to the
city, many undefined regions remain. With the labeled samples
taken as the training set, the network learning of change detection
(such as that in CorrFusionNet [70]) is performed to predict the
classes of features in the undefined areas in order to obtain the
overall maps of changes occurring across the whole city (see
Figs. 11 and 12). The predicted maps can provide more complete
maps of the urban regions of change, which can in turn lead to
more effective monitoring of urban dynamics.

VII. CONCLUSION

In this article, we present the first large range dataset capable
of bridging the gap between algorithms and applications and
pushing down the barriers of datasets between different tasks,
such as SC and SCD. This new scene dataset, WH-MAVS,
has multitemporal and multiapplication characteristics. It is the
only application-oriented and open source dataset currently in
existence that is large range and focuses on the central area of
one megacity. In order to create the WH-MAVS, we collected
two high-resolution satellite RS images of Wuhan’s central
urban area from 2014 and 2016, respectively, via GE, both
with a resolution of 1.2 m/pixel. A set of application-oriented
classification criteria was developed in accordance with the
relevant classification reference for urban planning. Dataset
creation was achieved through a semiautomatic and interactive
approach. The dataset contains 14 categories with a total of
two time phases, each with 23 567 image patches; moreover,
the geographic location of each image patch in each time phase
corresponds to that of the same patch in the other phase. We
retain information on the geographic coordinates of each sample,
which can be remapped back onto the map. We select the most
popular deep learning classification networks of the current time
for benchmark classification and change detection on multiple
time phases separately. The dataset was found to perform best
on DenseNet169. Tests were conducted on the 2014 and 2016
datasets with the accuracy of 91.07% and 92.09%, respectively.
The binary change detection accuracy for SCD was found to
be 89.56%, while the multiple (from–to) change accuracy was
86.70%. The KC of the two-time phases was found to reach
89.57% in 2014 and 90.76% in 2016. Overall, the proposed
dataset is the first to unify SC and SCD in terms of categories
and further provides the largest dataset for SCD that is currently
public and freely available. Not only does our proposed dataset
make a significant contribution to algorithmic research in the
context of SC and SCD but it is already playing an important role
in real-life production, such as urban planning mapping updates
and assistance, landscape pattern analysis, and monitoring of
urban LULC dynamics. In the future, our proposed dataset
will also be applied to more and broader practical applications
through methods such as transfer learning. This will lead to the
rapid integration of industry, academia, and research.
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