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Abstract—Deep convolutional neural networks have become an
indispensable method in remote sensing image scene classification
because of their powerful feature extraction capabilities. However,
the ability of the models to extract multiscale features and global
features on surface objects of complex scenes is currently insuf-
ficient. We propose a framework based on global context spatial
attention (GCSA) and densely connected convolutional networks
to extract multiscale global scene features, called GCSANet. The
mixup operation is used to enhance the spatial mixed data of
remote sensing images, and the discrete sample space is rendered
continuous to improve the smoothness in the neighborhood of the
data space. The characteristics of multiscale surface objects are
extracted, and their internal dense connection is strengthened by
the densely connected backbone network. GCSA is introduced into
the densely connected backbone network to encode the context
information of the remote sensing scene image into the local fea-
tures. Experiments were performed on four remote sensing scene
datasets to evaluate the performance of GCSANet. The GCSANet
achieved the highest classification precision on AID and NWPU
datasets and the second-best performance on the UC Merced
dataset, indicating the GCSANet can effectively extract the global
features of remote sensing images. In addition, the GCSANet
presents the highest classification accuracy on the constructed
mountain image scene dataset. These results reveal that the GC-
SANet can effectively extract multiscale global scene features on
complex remote sensing scenes. The source codes of this method
can be found in https://github.com/ShubingOuyangcug/GCSANet.

Index Terms—Attention mechanism, feature channel, global
context information, remote sensing, scene classification.

I. INTRODUCTION

R EMOTE sensing image scene classification marks remote
sensing scene images with specific high-level semantic

categories, which can be effectively analyzed to obtain high-
level semantic information [1]. In recent years, it has become a
prominent research area in the field of high-resolution remote
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sensing image classification [2]–[5]. It is widely used in natural
resource investigation, land use and land coverage classifica-
tion, disaster detection, environmental monitoring, and urban
planning [6]–[8].

It is well known that remote sensing image features ex-
tracted severely limit the precision of the remote sensing image
scene classification. Thus, researchers have long been devoted
to extracting various effective remote sensing image feature
representations to improve the accuracy [2]. These features
can be divided into three major categories: manual features,
middle-level features, and deep-level features.

1) Manual feature methods. Earlier scene classification meth-
ods mainly extract the local or global features of the images
based on the manual features. They distinguish between the
remote sensing image scenes via the spectrum, texture, and
structure features, roughly covering color histograms [2], scale-
invariant feature transforms [9], local binary pattern features [2]
(LBP), gray level co-occurrence matrices [10], Gabor filters,
and histograms of directional gradients [10], or a combination
of these features [4]. However, because of a strong subjectivity
and a lack of a systematic feature fusion method, the manual
feature method results in poor generalization ability and less
than ideal classification results on complex remote sensing
scenes [4].

2) Middle-level feature method. Starting with the extraction
of local attributes of image blocks, these methods map these
local attributes to a dictionary or parameter space to obtain the
overall feature representations with a stronger discrimination
sense [11]–[15]. The bag-of-words model is the most popular
middle-level feature encoding method because of its simplicity
and interpretability [16]. Sridharan and Cheriyadat [17] ex-
tended and improved the visual bag-of-words model on image
extraction, and then established the inner connections between
manual features and high-level semantic features by gathering
and integrating the manual features. However, when modeling
local and image features, a potentially severe spatial information
loss could happen. These losses are represented by the occur-
rence time of local features sharing a less closed connection
with the spatial structure. Moreover, such methods usually have
a high feature dimension, and hence it is difficult to balance
the efficiency of the feature extraction and the classification
performance.
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3) Deep-level feature method. As computing power continues
to grow, deep learning technology has displayed an excellent
classification performance in remote sensing image classifica-
tion [18], remote sensing target detection [19], and hyperspectral
unmixing [20]. This depends on its potent feature extraction
capacity [21]–[23]. These methods usually conduct the training
on a large quantity of labeled data to extract deep image features
[8], [18], [24]. Among them, the convolutional neural networks
(CNN) are widely used; they can be divided into three categories,
depending on whether the CNN is trained and how it is used:

1) New deep network trained from scratch.
2) Pre-trained network: Cheng et al. [25] used a VGG [26]

network and an Alex [18] network to fine-tune the CNN
and introduced a variety of objective functions in metric
learning to improve its capability to distinguish deep fea-
tures.

3) The pre-trained CNN is exploited as a feature extractor
to directly extract important deep features and reprocess
them to deliver the final deep image feature representation
[8], [27], [28].

In addition, a combination of various feature fusion tech-
niques can be used to assemble different and effective deep
features [5], [29]–[35] to improve the network performance.

These three methods have their own advantages and disad-
vantages. The CNN model trained from scratch has a small
amount of data; therefore, it often has a small number of net-
work layers, which can be designed by the researcher, and has
greater flexibility [36]. However, CNNs normally need a large
amount of labeled data during the training process. Thus, in
the case of limited data, scene classification networks based on
brand-new training tend to have over-fitting problems and poor
feature generalization abilities [37], [38]. In response to these
problems, which are caused by training the deep network from
scratch, researchers have adopted well-trained neural networks
in natural scenarios as pre-training networks [5], [30], [33], [35],
[39]. This strategy usually fine-tunes the remote sensing scene
datasets directly by using a pre-trained CNN model in a bid to
produce better parameter initialization effects, faster network
convergence, and higher classification accuracy. This classifica-
tion method, with the pre-trained CNN as the feature extractor,
directly conducts the extraction and classification of the remote
sensing scene datasets by using the natural image-trained CNN
model. Therefore, there is no need for a large amount of ad-
ditional data for network retraining, thereby reducing the data
demands. By fine-tuning the pre-trained CNN, this classification
method enables the CNN and the remote sensing scene datasets
to be more compatible. While fine-tuning pre-trained CNNs can
yield significant performance, relying on pre-trained CNNs has
some limitations: the learned features do not exactly suit the
characteristics of the target dataset, and modifying pre-trained
CNNs is inconvenient for the researcher [68]. The ability of
the common CNN to extract local information from remote
sensing images is not adequately powerful; however, the local
information is important to scene classification. To address
the issue, local attention-based networks were designed [62].
Thereafter, researchers found that by combining the global and
local information or different local information, the remote

sensing scene classification results were enhanced even further
[63]–[65]. Moreover, because the potential relationships among
scene semantics in the mentioned networks are likely to be
ignored, the graph convolutional network structure is built to
investigate the class dependencies to further improve the ability
of CNN features representation [66], [67]. However, most of
those models demand large-scale labeled data. In order to reduce
the high cost of labeling, few-shot algorithms have been used to
solve remote sensing scene classification problems with datasets
that have limited annotation [69], [70].

Despite avoiding the resource consumption of traditional arti-
ficially designed operators, it is still difficult for the method with
a CNN as the feature extractor to obtain multiscale information
and global features among various surface objects. Owing to the
complicated backgrounds and variable surface objects, remote
sensing scene images often present the characteristics of intra-
class diversity and interclass similarity, thereby decreasing the
remote sensing scene classification accuracy. Intraclass diver-
sity refers to the tremendous differences among major surface
objects appearing in the same scene category. Surface objects
usually vary in style, size, shape, and distribution. For example,
there are different road forms in the same category of “mountain
roads.” The challenge of interclass similarity mainly lies in the
overlapping of the same surface feature among different scenes.
For instance, surface objects involving buildings and roads exist
in both dense and medium-dense residential areas; additionally,
there are large-scale mountains in the “mountain range” as
well as the “mountain road” categories. Thus, one of the key
scientific problems for remote sensing scene classification is
how to obtain the global feature relationship and lessen the
influence of intraclass diversity and interclass similarity.

Traditional deep CNNs are based on local convolution opera-
tions; thus, it is difficult to obtain the long-distance dependence
of features. Graph convolution methods can obtain global de-
pendencies; nevertheless, they are limited to extracting detailed
image features [40]. However, the attention mechanism enables
us to acquire important features by simulating how people under-
stand and perceive images, thus providing a significant solution
for remote sensing scene classification in feature capture [41].
Currently, attention methods normally carry out sampling on
the whole area or other sampling strategies. With regards to the
feature, the attention method needs less spatial information. It
also needs to mention the connection with our previous pro-
posed attention network (Channel-Attention-Based DenseNet)
for remote sensing image scene classification, called CAD,
which adopts the channel attention mechanism to give more
attention to important features [41]. It has the same backbone of
DenseNet121 as the GCSANet. The comparison of GCSANet
and CAD can better reflect the different roles of the channel
attention mechanism and the spatial attention mechanism for
remote sensing scene recognition.

In addition, usually there are two data enhancement methods
before training the network. The first is a data generation method
based on a generative confrontation network. Although there is
no need for prior knowledge, this method still conducts training
on the same data type to generate more samples. However,
these methods need a larger amount of data and have a more
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Fig. 1. GCSANet framework based on the GCSA.

difficult training convergence [43]. The second one is based on
prior knowledge, which is used to describe the neighborhood
around each training sample. The data enhancement method
then extracts additional virtual samples from the neighboring
distribution to expand the training distribution. However, most
of them perform traditional data enhancement on a single image,
including image flipping, image scaling, image rotation, etc. In
our work, to provide smoother neighborhood dataspace, we use
mix-up operations on images and corresponding labels for data
enhancement of remote sensing scene [42].

To the best of our knowledge, we are the first to investi-
gate the effectiveness of global context spatial attention, within
DenseNet framework (GCSANet), for remote sensing scene
classification. The GCSANet network extracts the features of
multiscale surface objects, establishes internal feature connec-
tions, and introduces an attention mechanism in the spatial
domain, which aims to extract the global features of remote
sensing scene images. The objectives of this study are as follows.

1) Constructing a method to integrate the GCSA module
and the densely connected network to improve the feature
extraction ability of the scene classification model.

2) From the aspect of remote sensing scene data enhance-
ment, we first apply a method that will improve the effi-
ciency of data utilization and improve the smoothness of
the data space in the neighborhood.

3) Creating a complicated mountain scenes’ dataset and val-
idating its generalization ability of the GCSANet.

II. METHODS

The proposed GCSANet adopts DenseNet121 as the network
backbone and improves the densely connected network using
data enhancement and GCSA.

First, a spatially mixed data enhancement is conducted on
the remote sensing scene image samples to render the discrete

sample space continuous and enhance the smoothness of the
data space in the neighborhood. Second, the GCSA module is
designed as the transform module, which updated input features
by the global context information. Then the output features into
the backbone of the densely connected network to form a GCSA
block, which encodes the context information of the remote
sensing scene image as local features, thereby enhancing the
feature extraction capability of the classification model. The
GCSA block 1 includes a GCSA module, a dense block, and a
transition layer for reducing the size of the feature map. The other
GCSA blocks maintain the same structure and are represented
by the thumbnails of the gradually decreasing feature maps. The
network architecture is shown in Fig. 1.

A. Mixup-Based Data Enhancement

To make data utilization more efficient, the original training
data is replaced by a mixup operation and then fed into the
network. It proportionally performed a weighted summation
of randomly selected images at the pixel level and integrated
the existing samples in the dataset into a mixed sample. Si-
multaneously, through a proportionally weighted summation
performance of the corresponding labels, an augmented mixed
sample data was used as the virtual sample for training. For
two random samples (xi, yi) and (xj , yj), where xi and xj

represent two randomly selected training sample images from
the training sets, and yi and yj stand for the labels of the two
training samples, we have

x̃ = λxi + (1− λ)xj

ỹ = λyi + (1− λ) yj (1)

where λ ∈ [0, 1] represents the weight of the sample.
x̃ represents the result of the mixing operation for two training
sample images. ỹ represents the result of the mixing operation
for two training sample labels. The linear weighting process of
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Fig. 2. Schematic diagram of the new mixed category of “Airplane” and
“Airport” upon the mixup operation.

intersample regions performed by mixup enables the model to
learn extra samples besides the training sample, thus diminishing
the inadaptability of the data prediction targeting beyond train-
ing samples and providing a smoother uncertainty evaluation.
Although it constructs virtual scenes that partially do not exist
in reality, it can really mix the characteristics of different scenes
in the remote sensing image by weight, as observed from the
mixed images. Moreover, the data enhancement is for all training
data. Although in an epoch, there is no guarantee that all training
data can become mixup enhanced images after mixup operation,
because when λ equals 0 or 1, the image has not been changed
and remains the original image. However, in each of all epochs,
the value of λ is taken randomly, and the probability that λ takes
the same value for the same image is small, and the probability
that it takes 0 or 1 at the same time is even smaller. In the case
of augmentation of all training data, the training model upon
the mixup operation is more stable than the traditional one or
two models with identical network structures, training processes,
and datasets. This reveals that the model is an effective data
enhancement solution to over-fitting [42]. Taking the “airplane”
and the “airport” categories as examples, the calculation method
for the mixup on remote sensing scenes is as follows: fuse the
images in the current and next input batches and send them into
the neural network to obtain the ỹ in the form of a one-hot.
Subsequently, apply the ỹ to perform the loss function on the
labels corresponding to the two images used during the fusion.
Finally, the loss is fused in the same way by the beta distribution
calculation; we then adopt this loss as the final loss. The new
mixed category of “airplane” and “airport” upon the mixup
operation is shown in Fig. 2.

B. Backbone Network Selection

Remote sensing scene classification usually adopts CNNs
such as AlexNet, VGGNet, GoogLeNet, as the network back-
bones [2]. Although CNNs display a remarkable ability for
feature representation in scene classification, there still exist two
issues: one is the potential over-fitting phenomenon, which is a

result of insufficient training data; the other is a limited high-
level feature extraction ability for relatively shallow network
layers. In response to the latter issue, network layers deepening
can be used to learn more latent and robust features. However,
as the number of layers increases, issues such as gradient dis-
appearance tend to arise and undermine the classification effect
of the network model to some extent. Regarding the gradient
disappearance, researchers [44]–[46] usually adopt jump con-
nections from the front convolutional layer to the back layer
to create a network model. Furthermore, a densely connected
layer has been proposed to ensure full interlayer information
utilization in the network [47].

In this study, a densely connected network was adopted as the
backbone network. Not only can this network be used to extract
the multiple features of different receptive fields, but also the
features that can be reused in the interlayer. This can further
integrate the features of the receptive fields on different scales,
thus presenting a further complicated semantic relationship be-
tween multiscale objects in remote sensing scene images. In
addition, the same DenseNet121 backbone as CAD was used for
the purpose of better comparing the capabilities of the different
attention mechanisms between GCSANet and CAD.

C. Global Context Information Module Establishment

The CNN model is generally based on local operations. It is
difficult to learn the relationship among nonadjacent pixels in the
image. To capture the long-distance dependence of nonadjacent
pixels, convolutional layer stacking is used [48]. Three problems
occur during the process of continuously repeated convolutions.

1) The computational efficiency is very low, and deepening
the convolutional layer requires more training parameters.

2) Parameter optimization is difficult; therefore, the param-
eter optimization process must be carefully designed.

3) Network modeling is difficult, specifically for multilevel
dependencies; information must be transmitted at different
distances.

In contrast to the progressive behavior of ordinary convolu-
tion operations, nonlocal operations capture the long-distance
dependence relationship by calculating the interactive features
between two random locations; it does not use the notion of
distance [48]. The nonlocal operation in the convolutional layer
considers the weighted sum of features of all positions on a
specific position as the response value of the position. The
generated nonlocal features can better identify the spatial layout
and object distribution of complex remote sensing scenes. The
nonlocal operation stands out in several tasks, including remote
sensing image classification and segmentation [34], [49], [50].

In this study, the nonlocal computing and CNN framework
were integrated into a nonlocal block, as shown in Fig. 3.
The input of the feature map is T ×H ×W × 1024 and both
mappings θ, ∅ are in a convolutional form of 1×1×1.

The calculation for the specific global context information of
each location in the nonlocal network is fused into the part of
feature conversion [51]. The parts of global context attention
and feature conversion of the nonlocal network were improved
in this article (see Fig. 3). This module reduces the number of
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Fig. 3. Schematic diagram of the nonlocal block. � represents the ma-
trix multiplication operation and � is the element addition operation [48].
“T×H×W×512” and “THW×512” represent the data dimensions after two
consecutive data operations, the first operation is to reduce the number of
channels of data from 1024 to 512, and the second operation is to reshape the
data from four dimensions to two dimensions.

Fig. 4. Network structure schematic diagram of the global context information
module. The context modeling module represents the global context information
module [51].

parameters of traditional nonlocal networks and makes network
training easier. As shown in Fig. 4, context modeling is used for
extracting global context features which were obtained from
aggregating all position features via the convolution module
weight. The transform module was used to capture interchannels
dependencies, and original features were updated by the global
context information.

III. DATASET AND EXPERIMENT SETTINGS

The proposed GCSANet model was conducted on three open
remote sensing scene datasets to verify its performance: the
UC Merced (UCM) land use dataset, the AID dataset, and the
NWPU-RESISC45 dataset.

A. Adopted Remote Sensing Scene Dataset

1) UCM Dataset: The UCM dataset is widely used in remote
sensing image scene classification [52]. These images of dataset
were manually extracted from large images of the USGS Na-
tional Map Urban Area Imagery series for use in urban areas
across the country. It consists of 21 land use scenes, each of
them covers 100 pieces of 256 × 256-pixel images, which are
RGB images with a spatial resolution of 0.3 m per pixel. Fig. 5
shows a schematic diagram of these 21 types of datasets.

2) AID Dataset: Compared to the UCM dataset, AID col-
lected from Google Earth is more challenging and is widely used
to evaluate by various remote sensing image scene classification
methods [53]. First, it is a large-scale image dataset featuring a
greater number of scene types and images. It contains 10 000
images, which can be divided into 30 categories, each has a
size of 600 × 600 pixels. The number of images in different
scene categories ranges from 220 to 420. Furthermore, there
are more interclass differences, including images collected at
different times and seasons under different imaging conditions
across the world. The resolution of the AID data set is from
about 0.5–8 m. The scene classes include airport, bare land,
baseball field, beach, bridge, center, church, commercial, dense
residential, desert, medium residential, mountain, park, parking,
playground, pond, port, railway station, resort, river, school,
sparse residential, farmland, forest, industrial, meadow, square,
stadium, storage tanks, and viaduct.

3) NWPU-RESISC45 Dataset: The NWPU-RESISC45 data
set is a large-scale image dataset published in 2017. This dataset
is even more complicated than the UCM and AID datasets. It
contains a total of 31 500 images and 45 scenes; the images have
an RGB color space. Each category contains 700 images that
are 256 × 256 pixels, whose spatial resolution is about 0.2–30
m. It was created using Google Earth and it covers more than
100 regions around the world. The scene categories in NWPU-
RESISC45 dataset are airplane, airport, baseball diamond, bas-
ketball court, beach, bridge, chaparral, church, circular farm-
land, cloud, commercial area, intersection, island, lake, dense
residential, desert, forest, freeway, golf course, ground track
field, harbor, industrial area, meadow, medium residential, mo-
bile home park, mountain, overpass, palace, river, roundabout,
runway, sea ice, ship, snowberg, sparse residential, stadium,
storage tank, tennis court, terrace, thermal power station parking
lot, railway, railway station, rectangular farmland, and wetland.

B. Evaluation Criteria

The overall accuracy (OA) and confusion matrix were used
as the accuracy evaluation criteria in this article. The OA refers
to the total number of correctly classified images divided by the
number of images in the test set; this indicates the classifica-
tion performance in predicting actual images. In the confusion
matrix, each column represents the predicted category, and each
row represents the actual data category. Therefore, the confusion
matrix can directly show each distribution of the categories and
simply analyze the misjudgments among different categories.
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Fig. 5. Example diagram of UCM dataset.

C. Experimental Setup and Environment

To reduce the influence of randomness on the results, the
dataset was randomly divided in this study, and the experiment
was repeated 10 times, taking the average and standard deviation
of the total accuracy as the result. In addition, to fairly evaluate
the proposed GCSANet, we maintained the same training test
ratio as previous studies on the open dataset; two different
ratios for training versus validation were set for each dataset.
The ratios for training versus validation were set at 50% and
80%, 20% and 50%, and 10% and 20% on the UCM, AID, and
NWPU-RESISC45 datasets, respectively. Comparative experi-
ments were all evaluated on the same dataset. Among them, the
CAD network and GCSANet network have the same backbone
to further compare the effects of two different attention mecha-
nisms on remote sensing scene recognition.

The Pytorch deep learning framework was used to build the
network model in this article. The adopted network parameters
and settings were as follows: the images of the training set were
input and the middle size of 288 × 288 for the three open
datasets was chosen to ensure that less information about the
image is lost while minimizing the amount of computation.
In the training process, each dataset had 16 samples in each
batch; the dataset was then inputted into the neural network
for training. All our experiments were run for 100 epochs
utilizing the ReduceLRonPlateau schedule with the patience of
five epochs and decay factor of 0.2 to ensure that the network
was fully fitted. The cross-entropy loss, combined with label
smoothing [60], reduces the effect of interclass similarity in
representing scene images. Whereas conventional cross-entropy
loss only considers the optimal result for a single true label,
label smoothing takes multiple categories of losses into account

in the loss function to reduce the incidence of overfitting. The
experiment was conducted on a computer equipped with dual
Intel Xeon E5-2620v4 processors, two GeForce RTX 2080Ti,
and 128 GB RAM.

IV. RESULTS AND ANALYSIS

A. Experimental Results and Analysis on the UCM Dataset

To evaluate the efficiency of the GCSANet, 15 of the latest
methods were used for comparison on the UCM dataset. The
results are shown in Table I.

Compared to the other 15 models, the GCSANet displays a
significant improvement in classification accuracy. The results
show a 4.29% and 4.34% higher classification accuracy than
that of the CaffeNet method at a training versus validation ratio
of 80% and 50%, respectively. The performance of the CAD
network is the best on the UCM data set, and the OAs of
training versus validation ratio of 80% and 50% are 99.66%
and 98.57%, respectively, while the corresponding results of the
GCSA network are 99.31% and 98.32%, a decrease of 0.35% and
0.25%, respectively. This can be because there are less than 100
images in each dataset and there being more network parameters
in the GCSANet network model than in the CAD network could
result in a relatively low precision because of the under-fitted
model.

The 50% training versus validation ratio in terms of the
confusion matrix is generated by the classification results in the
GCSANet network. The accuracy for each category is higher
than 92%, and it reaches 100% in 10 of them. This shows that
the classification performance of the GCSANet is stable. The
ratio of the category of “dense dwellings” with the greatest
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TABLE I
ACCURACY EVALUATION COMPARISON OF THE GCSANET AND 15 OTHER METHODS ON THE UCM DATASET

TABLE II
ACCURACY EVALUATION COMPARISON OF THE GCSANET NETWORK AND 11 OTHER POPULAR MODELS ON THE AID DATASET

chance of misclassification to be classified as “medium-dense
dwellings” is 8%, owing to the extremely similar surface objects
of the buildings and streets. By the same token, categories of
“medium-dense dwellings” and “sparse dwellings” tend to be
misclassified.

B. Experimental Results and Analysis on the AID Dataset
The results of the GCSANet and 11 other popular models on

the AID dataset are shown in Table II. We can see that when
the training versus validation ratio is 50% and 20%, the OAs of
the GCSA network are 97.53% and 95.96%, respectively, 1.21%
and 2.17% higher than the Inception-v3-CapsNet network. Com-
pared to the CAD network, the GCSANet network performs
better on the AID dataset, with an advantage of 0.37% and
0.23%, respectively. Owing to the densely connected network

backbones of both methods, the GCSANet performs better than
the channel attention mechanism in the CAD network and on
large datasets such as the AID. Its highest classification accuracy
also reveals that the GCSANet has an excellent remote sensing
scene classification capability. The confusion matrix generated
from the GCSANet with training versus validation ratio of 20%
is shown in Fig. 6. It can be seen that the classification accuracy in
26 categories is higher than 90% and exceeded 83% in the other
ones. Several categories with difficult identification on the UCM
data set, involving “sparse residential,” “medium residential,”
and “dense residential,” obtained a 99.6%, 97.4%, and 97.6%
classification accuracy, respectively. The classification accura-
cies of the “school” and “central area” were relatively low at
83.8% and 88%, respectively. The reason is that they share sim-
ilar architectural arrangements. Similarly, it is easy to confuse
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Fig. 6. Confusion matrix of the GCSANet on the AID dataset.

“school” and “commercial area,” “square” and “church,” and
“resort” is easily confused with the “park” because considerable
vegetation and house coverage exist in both images. Neverthe-
less, when compared to the 49% and 60% classification accuracy
of the VGGNet-16 [2], the GCSANet network made remarkable
progress, indicating that it can effectively identify images on the
AID remote sensing scene dataset with interclasses similarity.

C. Experimental Results and Analysis on the
NWPU-RESISC45 Data Set

The experimental results on the most challenging dataset,
NWPU-RESISC45, comparing the GCSANet with 12 other
popular models are listed in Table III. With ratios for training
versus validation at 20% and 10%, the classification accuracy of
the GCSANet is 94.95% and 93.39% respectively, 2.35% and
4.36% higher than that of the Inception-v3-CapsNet network.
The results indicate that the GCSANet is more effective for
large-scale remote sensing scene data. A 3.57% difference was
recorded between the 20% and 10% ratios of training versus
validation for the Inception-v3-CapsNet network, while the
gap was only 1.56% for the GCSANet. This indicates that the
GCSANet has a powerful learning capacity for image feature
representations on large-scale datasets.

For the confusion matrix generated from the GCSANet with
training versus validation ratio of 20% on the NWPU-RESISC45
dataset, the accuracy of the “palace” scene is only 83%. The rea-
son is that some samples are mistakenly classified as “church,”
because of certain similarities in the buildings and streets. Fur-
thermore, parts of the “rectangular farmland” are identified as
“terraced fields” because of the similar surface cover character-
istics. Overall, the classification accuracy of 40 categories was
higher than 90%, while the remainder exceeded 83%; however,
the classification accuracy of only three categories was higher
than 90% in the CAD network, which proves the superior
robustness and classification effect of the GCSANet.

V. DISCUSSION

A. Ablation Experiment on the GCSANet

To further analyze the role of each module in the GCSANet,
we carried out ablation experiments on the AID and NWPU
datasets, including the attention mechanism without the global
context and the mixup operation.

Table IV shows the classification results. The average ac-
curacy of the GCSANet was 1.69% higher than that of the
GCSANet without the global context attention mechanism. This
indicates that the GCSANet framework has a potent feature
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TABLE III
ACCURACY RESULTS OF THE GCSANET AND 12 OTHER POPULAR METHODS ON THE NWPURESISC45 DATASET

TABLE IV
ABLATION EXPERIMENT RESULTS OF THE GCSANET ON BOTH THE AID AND NWPU DATASETS

extraction capability. This is especially true in the case of a
backbone network with high accuracy, where the GCSANet
is still able to achieve an accuracy improvement. In addition,
the average classification accuracy of the GCSANet only using
the mixup operation increased by 0.55%, showing the effect of
continuous-discrete spatial samples in this article.

B. Generalization Ability of GCSANet Network

1) Classification Performance on Complicated Mountain
Scene Data Sets: Currently, owing to the lack of public moun-
tain remote-sensing scene datasets, we created a dataset in
a mountain area covering 2589 km2 using China’s Ziyuan-3
satellite images to further verify the generalization ability of the
proposed GCSANet. The Ziyuan-3-02, whose imaging time was
December 17, 2018, and was obtained without cloud coverage,
was used to generate the dataset used in this article. First,
we used the ENVI 5.3 software to extract the digital terrain
model of the area based on the Ziyuan-3-02 stereo pair data.
Second, we extracted a digital terrain model to ortho-rectify the
multispectral and panchromatic images. Thereafter, we fused
the rectified multispectral image with the panchromatic image

using the pan-sharpening method to produce a fused image with
a resolution of 2.1 m.

The total number of image patches was 1060, including six
types of scene images: farmland, residential area, mountains,
mountain roads, rivers, and terraces; these are listed in Table V.
The size of the patch was 256 × 256 pixel. There are patchy
towns distributed along the river, roads connecting towns, farm-
land, and rivers, as well as overlapping terraces and farmland.

To examine the validity of the dataset, we refer to Google
Earth and compare it to the data of the third national land survey.
The mountain scene datasets can be downloaded.1 Some typical
patches are shown in Fig. 7. Unlike the land cover images of the
public dataset, first, the image was collected from Zhiyuan-3.
Second, the dataset exhibits a high degree of similarity between
classes in the background of the same complex mountain sce-
nario, for example, “mountain roads” are often existed in the
background of “mountains.” It is also a challenge to verify the
generalization ability of the GCSANet network.

1[Online]. Available: https://pan.baidu.com/s/18NW5syly4WnrHOXDO8u
SmQ, watchdog: cug0

https://pan.baidu.com/s/18NW5syly4WnrHOXDO8upenalty -@M SmQ
https://pan.baidu.com/s/18NW5syly4WnrHOXDO8upenalty -@M SmQ
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TABLE V
NUMBER OF EACH CATEGORY IN THE MOUNTAIN SCENE DATASET

Fig. 7. Sample image of a mountainous scene data set.

TABLE VI
PERFORMANCE COMPARISONS OF THE GCSA AND SIX OTHER POPULAR MODELS UNDER DIFFERENT RATIOS OF TRAINING VERSUS VALIDATION

ON THE MOUNTAIN REMOTE SENSING SCENE DATASET

The results of the GCSANet which applying the mixup oper-
ation and other six popular methods on the mountainous scene
data set are shown in Table VI. For the 70% and 50% ratios of
training versus validation, the OAs of the GCSANet are 95.85%
and 94.13%, respectively, 1.2% and 1.1% higher than that of
the ResNet-18. The average accuracy of the GCSANet is higher
than that of the CAD network with a feature channel attention
mechanism [41]; meanwhile, the variances of the GCSANet in
each of these cases were 0.49 and 0.52, respectively, a 0.19 and
0.27 reduction than that of the CAD network. These indicate
that the GCSANet is more stable in terms of classification than
the feature channel-based attention mechanism on the mountain
scenes dataset. Moreover, the GCSANet of 8.11M parameters is
1.49% higher than the GoogLeNet of the lowest parameters on
all methods. This demonstrates that the GCSANet is a relatively
lightweight network.

2) Prediction Analysis on Results of Remote Sensing Scene
Datasets in Mountainous Areas: In the 70% and 50% ratios
of training versus validation, the prediction accuracy of the
GCSANet is 95.85% and 94.13%, respectively. However, the
“mountain road” category is only 79.6%. And 20.4% of them
are mistakenly classified as “mountains” as a result of a relatively
high level of confusion between them as shown in Fig. 8. We
can see that the misclassified mountains tend to lie in the images
with mountain features. When the road is small in proportion to
the mountain patches, it becomes more difficult to distinguish it
owing to the large interclasses similarity.

Furthermore, to reveal the effect of sample spatial indepen-
dence on the classification accuracy, we carried out an exper-
iment based on sample validation and test dataset in discon-
tinuous regions. The results show that the average accuracy of
prediction is 93.36% and 91.53% when the ratios of training
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Fig. 8. Image feature of “Mountain Road” scene was mistakenly divided into
the “mountain” scene.

versus validation are 70% and 50%, respectively, which is a small
decrease. This indicates that the spatial independence of samples
has a certain bearing on the mountain scenes classification of the
GCSANet.

VI. CONCLUSION

The ability to extract multiscale features of local and global
features of ground objects is insufficient for remote sensing
image scene classification. Thus, the GCSANet based on GCSA
was proposed in this article. First, experiments were carried out
on three open remote sensing scene datasets to evaluate the per-
formance of the GCSANet. Second, to validate the generaliza-
tion ability of the GCSANet, experiments were carried out on the
self-built challenging mountain remote sensing scene dataset.
The main conclusions are as follows. First, the GCSANet can
effectively extract the global features of remote sensing scene
images compared to other popular models. Furthermore, it has
a stronger learning ability for large and complex scene datasets.
The variance of accuracy is smaller under different proportions
of training sets versus validation sets, and its robustness and
stability are better. Second, the mixup operation can effectively
enhance the smoothness and classification accuracy of the data
space in the neighborhood and improve the utilization efficiency
of the remote sensing scene sample data. Finally, the GCSANet
presents the highest classification accuracy among other popular
models on the mountain image scene dataset and is more stable
than the feature channel attention network with high precision.
Owing to certain limitations, such as inefficient dataset, we will
further develop an improved GCSANet framework to ensure
stronger transferability and add more comparative experiments
to demonstrate the strong classification accuracy of the model.
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