
IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 15, 2022 1421

Remote Sensing Systems for Ocean: A Review
(Part 2: Active Systems)

Meisam Amani , Senior Member, IEEE, Farzane Mohseni, Nasir Farsad Layegh ,
Mohsen Eslami Nazari , Member, IEEE, Farzam Fatolazadeh, Abbas Salehi, Seyed Ali Ahmadi ,

Hamid Ebrahimy, Arsalan Ghorbanian , Shuanggen Jin , Senior Member, IEEE, Sahel Mahdavi ,
and Armin Moghimi

Abstract—As discussed in the previous part of this review article,
remote sensing (RS) creates unprecedented opportunities by pro-
viding a variety of systems with different characteristics to study
and monitor oceans. Part 1 of this review article was dedicated
to reviewing passive RS systems and their main applications in
the ocean. Here, in part 2, seven active RS systems, including
scatterometers, altimeters, gravimeters, synthetic aperture radar,
light detection and ranging, sound navigation and ranging, high-
frequency radars are comprehensively reviewed. For consistency,
this part is structured similarly to part 1. The aforementioned sys-
tems, along with their characteristics and primary applications, are
introduced in separate sections. This review article provides useful
information to all students and researchers who are interested in
the oceanographic applications of active RS systems.

Index Terms—Altimeter, gravimeter, high-frequency (HF)
Radar, lidar, ocean, remote sensing, synthetic aperture radar
(SAR), scatterometer, sound navigation and ranging (SONAR).

I. INTRODUCTION

OCEANS covering more than two-thirds of the earth’s
surface, provide numerous services. Thus, it is crucial to
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TABLE I
CLASSIFICATION OF THE ACTIVE RS SYSTEMS BASED ON THE RANGES

OF THE SPECTRUM

monitor these valuable resources using advanced technologies,
such as remote sensing (RS, see Table III for the list of acronyms)
systems. RS systems provide a wide range of datasets for various
oceanographic applications. The capability to collect data at
various temporal and spatial scales, along with the possibility for
retrospective analyses of oceanographic parameters, has turned
the applications of RS systems into a must.

RS systems can be generally divided into two broad groups
of passive and active. The Part 1 of this review article was about
the passive systems for ocean studies (see [1] for more details).
In this part of the article, various active RS systems for ocean
studies are discussed. It should be noted that the main focus
of this review article is on the spaceborne active RS systems
for oceanographic applications. However, two nonspaceborne
active RS systems (i.e., sound navigation and ranging (SONAR),
and high frequency (HF) radar) are also discussed due to their
important applications in ocean environments.

Active RS systems mostly measure the backscattering radi-
ation from different objects on earth at different parts of the
electromagnetic spectrum (see Table I). Scatterometer (SCA),
altimeter, gravimeter, synthetic aperture radar (SAR), light de-
tection and ranging (LiDAR), SONAR, and HF radar are the
most commonly used active systems for ocean studies. For many
oceanographic applications, active RS systems outperform pas-
sive systems because they have their own source of illumination
and can operate at any time and in almost any weather conditions
[2]. Therefore, they are the major systems for ocean mapping
and monitoring over different areas, especially polar regions,
which are covered by clouds, and the darkness is prevalent most
of the time.

Before discussing various active RS systems for ocean studies,
several concepts, such as orbit, swath, spatial and temporal

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

https://orcid.org/0000-0002-9495-4010
https://orcid.org/0000-0002-5859-1670
https://orcid.org/0000-0001-9960-5963
https://orcid.org/0000-0003-3920-2390
https://orcid.org/0000-0001-8406-683X
https://orcid.org/0000-0002-5108-4828
https://orcid.org/0000-0002-1670-151X
https://orcid.org/0000-0002-0455-4882
mailto:meisam.amani@woodplc.com
mailto:sahel.mahdavi@woodplc.com
mailto:farzanemohseni@ymail.com
mailto:farzanemohseni@ymail.com
mailto:ab.s1989@mails.ucas.ac.cn
mailto:cpt.ahmadisnipiol@yahoo.com
mailto:a.ghorbanian@email.kntu.ac.ir
mailto:moghimi.armin@gmail.com
mailto:farsad_layegh@yahoo.com
mailto:mohsen.nazari@mun.ca
mailto:farzam.fatolazadeh@usherbrooke.ca
mailto:farzam.fatolazadeh@usherbrooke.ca
mailto:h_ebrahimy@sbu.ac.ir
mailto:sgjin@shao.ac.cn


1422 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 15, 2022

resolutions, polarization, and frequency, which are required to
better understand the descriptions of these systems are provided
below.

The paths of the satellite tracks are known as its orbits,
which are based on the imaging mechanism and objectives
of the sensor(s) mounted on the RS platforms [3]. Depending
on the orbital characteristics (e.g., orbital geometry and repeat
cycle), RS systems can mainly be categorized into two groups
of geosynchronous and sun-synchronous [4], [5]. A geosyn-
chronous satellite is an earth-orbiting satellite with the same
direction that earth rotates. These satellites are located at an
altitude around 35 800 Km2 over a specific location on earth.
Telecommunication and meteorological satellites are examples
of geosynchronous satellites [3]. In contrast, sun-synchronous
satellites are on orbits with high inclination angles travelling
nearly over the Polars, coordinately with the rotation of the sun.
Thus, these satellites can continuously observe a point on the
earth at a constant local time of day (i.e., local sun time), making
them helpful for different RS applications [3], [4].

Most of active RS systems are in near-polar orbits and collect
data in both ascending and descending passes [5], [6]. The sun-
synchronous RS satellites revisit and obtain data from a specific
location within a time range, which is called temporal resolution
[7]. Accordingly, polar regions are scanned on every orbit repeat
cycle by these satellites. Consequently, the polar/high latitude
regions are imaged more than the equatorial zone due to the
increasing overlap of adjacent orbital swaths in such areas [8].
The swath is denoted as an area imaged on the earth surface by
a system, typically varying from tens to hundreds of kilometers,
depending on the types of air/spaceborne RS systems. Active
RS sensors operated in either nadir-looking or side looking
geometries [7], [8].

In nadir-looking active systems (e.g., altimeters), the scanned
ground swath is a function of the instrument’s scan angle and
flying height, while the antenna width is also crucial in side-
looking systems (e.g., SAR) [8]. The pulses of such side-looking
systems hit the earth surface, enhancing physical features (e.g.,
subtle folds) [9]. The spatial resolution of data derived from
nadir-looking systems is defined only in a single direction (i.e.,
azimuth direction), while this is described in two directions of
range and azimuth for side looking systems [6].

The range resolution depends on the pulse duration and is
independent of the distance between the RS system and scatterer.
This can be expressed into two formats, including slant range and
ground range resolutions (i.e., projection of the slant plane onto
the ground plane). The azimuth resolution is a function of the
sensor wavelength, slant range, and antenna length. Accordingly,
the higher spatial resolution for a given wavelength is generated
by the longer the antenna, which is impractical for a spaceborne
satellite. Such a limitation means that real aperture radar systems
(e.g., scatterometers) could not have a high spatial resolution, but
still can acquire high radiometric resolution data. To address this
limitation, researchers developed SAR systems that synthesize a
long antenna aperture by storing the data collected sequentially
and coherently from a physically shorter antenna and, then,
processing them, resulting in much higher spatial resolution
data. Accordingly, the SAR azimuth resolution is equal to half

of the antenna length. Thus, the lesser the antenna length, the
better the resolution by considering ambiguity conditions [6],
[9]–[11].

Most active RS systems employ visible/near-infrared (e.g.,
LiDAR) and microwave waves (e.g., SAR, SCA, radar altimeter,
and HF radar). For example, LiDAR typically uses a laser beam
for detecting the distance between the sensor and the object,
while SONAR uses an acoustic beam for this purpose. Moreover,
radar altimeters generally utilize microwave beams to determine
the altitude of an object above a fixed level (e.g., ocean surface)
[3], [9], [12].

Active RS systems generally record data either in single or
multiple channels in terms of integrating frequency channels.
These systems can also gather data in different polarizations
by governing the analyzed polarization in both the transmit
and receive paths [6], [13], [14]. For example, if the polarized
energy is vertically/horizontally transmitted and received, it is
indexed by VV/HH (known as copolarized data). Moreover, if
the polarized energy is vertically transmitted and horizontally
received, or vice versa, it is indexed by VH/HV (known as
cross-polarized data). Accordingly, the microwave systems can
be categorized into two main groups: single-polarization (or
single-pol) and multiple polarization (or multipol). For example,
European Sentinel 1 and Canadian RADARSAT-2 SAR systems
are dual and quad-polarization satellites [11].

In the following seven sections, detailed discussions are pro-
vided about seven active RS systems, which are commonly
employed for various oceanographic applications. Within each
section, a brief introduction of the systems and their main
characteristics are first provided. Then, different systems, which
have been so far launched or have been planned to launch are
discussed. Finally, the oceanographic applications of the systems
are briefly explained.

II. SCATTEROMETER

SCAs are active high-frequency microwave systems that are
commonly used for ocean applications [15]. As an active sensor,
a SCA emits pulses at a well-defined frequency and polarization
to the ocean from an aircraft or a satellite. Information on the
sea surface roughness or short gravity waves can be extracted
by recording and analyzing the reflection or backscattering of
the emitted pulses [16].

Over the ocean, the scattering process, occurring by the inter-
action between the radar signal and the surface, is defined by the
Bragg scattering concept. Here, the wavelength of the scattering
components on the ocean surface waves has a distinct relation-
ship to the emitted microwave pulse [6]. SCAs take advantage of
this relationship, making it unique among satellite-based ocean
sensors due to their capabilities in determining the ocean surface
wind (OSW) speed and direction. This is performed by studying
the radar signal interaction with distinct scattering elements of
the ocean surface called gravity-capillary waves. These waves
are surface elements that are centimeter-level ripples on the
water surface. The main assumption is that there is a direct
relationship between the amplitude and directional movement
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of the gravity-capillary waves and the speed and direction of the
OSW [17].

The power of the received backscattering signal from the
ocean is defined by the backscattering coefficient, or the normal-
ized radar cross section of the ocean surface, which is a function
of 1) azimuth and incident angles, 2) radar polarization, 3) radar
wavelength, 4) wind speed, 5) relative wind direction, 6) surface
reflectivity, and 7) surface objects, such as sea ice (SI) sheets. The
azimuth and incident angles are horizontal and vertical angles
between the radar look direction and the relative wind direction
and scattering surface, respectively, which are determined from
sensor observation geometry. Radar polarization and wavelength
are fixed values representing the SCA characteristics [18]. The
other parameters are related to OSW and surface dynamics
and are characterized by local air-sea interaction. According to
previous studies, these parameters are highly influential on the
strength of the backscattering signal received from the ocean
surface [15].

A. Systems

Different satellites that have carried or are carrying SCAs are
briefly provided in Table IV and are discussed in more detail in
the following.

The first SCA in space was the SeaSat-A/Scatterometer Sys-
tem (SASS) launched by the National Aeronautics and Space
Administration (NASA) in 1978. Despite its short lifetime, the
three-month data acquisition of the SASS demonstrated the
capability of SCAs for OSW measurements [19]. The SASS
had four antennas, two on each side of the satellite, pointing
at respectively 45°, 135°, 225°, and 315° with respect to the
ground track, limiting its coverage to four locations. The SASS
worked by irradiating the target twice, first with a fore beam
and then a few seconds later with the aft beam. Therefore, each
target had two backscattering measurements obtained with a 90°
difference in azimuth. For each received backscattering signal,
the OSW speed was derived as a function of all possible OSW
directions. The SASS can provide global coverage in 1.5 days.
The main limitation of the SASS was the directional ambiguity
phenomenon. In this phenomenon, even though the different
measurements (obtained with 90° apart in azimuth) result in the
same OSW speed, the OSW direction for each measurement is
different. In the case of SASS, this was negatively affecting its
capability in accurately determining OSW directions due to the
uncertainty caused by ambiguities in the results [20], [21].

Two decades later, the European Remote-Sensing Satellite-1
(ERS-1) and ERS-2 were launched by the European Space
Agency (ESA) in 1991 and 1995, respectively. These satellites
were carrying the Advanced Microwave Instrument (AMI) SCA.
Both SCAs were identical and had three antennas pointing at az-
imuth angles of 45°, 90°, and 135° in vertical polarization mode.
The AMI operated by having a fore beam with the incidence
angle ranging between 22° and 59°, and the aft beam between
18° and 51°. Three view angles resulted in two OSW speed
estimates, and the most accurate one was selected by comparing
with the Numerical Weather Prediction (NWP) models [17].
The AMI SCAs had a global ocean coverage within 3 days

on average. Stoffelen and Anderson [22] described the estima-
tion of a backscatter-wind relationship using the AMI measure-
ments in more detail.

In August 1996, the NASA Scatterometer (NSCAT) was
launched onboard the Japanese satellite ADEOS. The NSCAT
had three antennas on each side. On the left side, swaths were at
angles of 45°, 65°, and 135° relative to the flight direction, and on
the right side, the swaths were at angles of 45°, 115°, and 135°.
As a result of this scanning pattern, the NSCAT could determine
the OSW speed and direction of the global ocean surface in
1.5 days. The main advantage of having a set of antennas on
each side of the satellite was that the NSCAT could observe two
swaths simultaneously, allowing for better spatial coverage. The
NSCAT was operational until June 1997 [23].

Following the loss of NSCAT, NASA developed the Sea-
Winds SCA, which was launched onboard the QuickSCAT
and ADEOS-2 satellites in 1999 and 2002, respectively. The
SeaWinds was designed to measure OSW close to the ocean’s
surface with high precision and unprecedented spatial resolu-
tion. Its design differed from previous SCAs by having two spot
beams on a rotating 1-m reflector dish antenna, allowing for
data collection in a circular pattern. The ADEOS-2 satellite was
operational for a short time, and the main achievements of the
SeaWinds SCA were accomplished onboard the QuickSCAT
satellite. The QuickSCAT had the ability to collect data in all
weather conditions except extreme conditions, such as very
heavy rains, and was able to cover the global ocean every day
with an accuracy of 2 m/s. The QuickSCAT was operational
until 2009 [24].

The Advanced SCAs (ASCAT-A, -B, -C) were onboard the
three satellites launched in 2006, 2012, and 2018, respectively,
as part of the Meteorological Operational Satellite Program
(METOP), a joint program between ESA and the European
Organization for the Exploitation of Meteorological Satellites
(EUMETSAT). The METOP satellites are equipped with the
same SCA, ASCAT. The ASCAT has a total of six antennas, three
looking to the left-hand side of the satellite and three looking
to the right. The antennas of each side are directed at 45°, 90°,
and 135° angles relative to the flight direction. This design with
sets of three antennas reduces the directional ambiguity chal-
lenge. The ASCAT simultaneously measures over two swaths
of 550 km and, thus, can cover the global ocean within two
days [25]. For example, Fig. 1 illustrates seasonal offshore OSW
speed maps over the Ireland’s offshore environment derived
from ASCAT [26]. The authors reported that the accuracies of
these maps were considerably high when compared to in situ
data (Pearson coefficient = 0.95).

The Indian Space Research Organisation (ISRO) launched
OceanSat-2 with Oceansat Scatterometer (OSCAT) onboard in
September 2009. The OSCAT measures the OSW vectors with
comparable quality to QuikSCAT [27]. The OSCAT scans the
ocean surface with circular patterns, similar to the QuikSCAT.
However, it was improved by using a rotating antenna with
two beams to provide four views of each spot from different
angles (i.e., incidence angles of 42.66° and 49.33°). The OSCAT
provides global coverage every day with a swath size of 1800 km
in a day and outperforms side-looking SCAs [28].
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Fig. 1. Seasonal offshore OSW speed maps (m.s−1) over the Ireland’s offshore
area retrieved between January 2012 and May 2017.

The HSCAT was launched in 2011 onboard the Haiyang
(HY-2A) satellite by the Chinese National Space Administration
(CNSA). HY-2A is a follow-up to the HY-1, the first series
of ocean dynamics observation satellites by China, with the
capability of operating in all weather conditions and 24 h a
day, similar to other SCAs. The HY-2A is designed similarly to
the QuickSCAT and the Indian OceanSat-2 with a 1-m rotating
antenna with two beams, achieving four looks for each observed
spot. The HSCAT has daily near-global coverage. Although the
HSCAT is generally considered accurate as of the SeaWinds and
ASCAT, it has several limitations, which are described in [29].
The HSCAT on HY-2A became inactive in November 2020.
However, HSCAT was launched onboard HY-2B, HY-2C and
HY-2D satellites in 2019, 2020, and 2021, respectively. The
HSCAT is expected to be operational on HY-2B, HY-2C, and
HY-2D until 2023, 2025, and 2026, respectively.

In 2014, the RapidScat SCA was mounted on the International
Space Station (ISS) for a two-year mission. The main goal
of the ISS-RapidScat was to mitigate the loss of QuikSCAT,
which failed after almost a decade. The RapidScat covered
oceans within the latitude of +/- 56° in 2 days with comparable
measurement accuracy to the SeaWinds. This instrument’s hard-
ware consisted of the QuikSCAT’s engineering model hardware
except for its antenna diameter, which was reduced to 0.75 m.
The most distinguishing feature of the RapidScat compared to all
other space-borne SCAs was its capability of daily and semidaily
measurements over seasonal time scales [30]. The RapidScat
was operational until August 2016.

In 2018, the Chinese-French Oceanography Satellite
(CFOSAT) was launched as the joint mission of Chinese and
French space agencies carrying a wind SCA called CSCAT.
The CSCAT is the first rotating fan-beam SCA with a dual
antenna system. This concept enables the instrument to scan
with a larger range of incidence angles (i.e., 26° to 46°) and also
produce larger swaths with overlaps, resulting in diversity in
observation geometry and an improvement in the quality of the
ocean backscattering measurement [31]. The CSCAT can cover
the global ocean surface within one week with the OSW speed
accuracy of 2 m/s. The OSW direction accuracy is also ±20°
within the 360° OSW direction range [32].

The Feng-Yun 3-E meteorological satellite was launched in
July 2021, carrying the Wind Radar SCA (WindRad). Similar to
CSCAT, WindRad is also utilizing a rotating fan-beam design but
with different characteristics. However, in contrast to CSCAT,
which uses two fan-beams operating in Ku-band, WindRad has
four fan-beams with the HH and VV polarizations, two of them
operate in C-band and the other two work in Ku-band. Since
C-band is less affected by the atmospheric liquid water (e.g.,
rain and cloud effects) than the Ku-band and is more sensitive
to ionospheric perturbation, using it in combination with the
Ku-band observations yields more accurate results rectifica-
tion of the ionospheric delay. Moreover, using the potential of
dual frequency WindRad SCA leads to more accurate OSW
measurements and results in more robust rain data. Additionally,
WindRad can provide near-real-time OSW vector measurements
with better spatial resolutions (i.e., 10 km in Ku-band and 30 km
in C-band). Finally, it should be noted that since WindRad is
a new SCA class, it needs more advanced calibration/cross-
calibration [33], [34].

In 2021, the launch of a new series of satellites is expected to
begin as a part of the ESA and EUMETSAT program METOP.
For example, the METOP-SG-B is planned to be launched in
2022 with the SCA onboard. The SCA has six fixed fan-beam
antennas similar to the previous METOP SCA (i.e., ASCAT).
Three antennas operate on each side at 45°, 90°, and 135°, related
to the flight direction. Compared to the predecessor ASCAT,
the SCA has improved coverage, achieved partly by a lower
minimum incident angle (20° compared to 25° for ASCAT). The
lower incident angle results in a reduced data gap at nadir, which
cannot be avoided with the fixed fan-beam design. The SCA has
reduced the data gap by approximately 150 km [35]. This allows
for the SCA to achieve near global coverage every 1.5 days,
an improvement from ASCAT (97%). Besides coverage, the
SCA also improves the current spatial resolution and radiometric
stability and provides additional polarizations.

B. Applications

SCAs have been used for a variety of oceanographic applica-
tions. In this section, the main two oceanographic applications
of SCAs (i.e., OSW and SI) are discussed.

1) Ocean Surface Wind: The main application of SCAs has
been in determining OSW speed/direction. Some specific ex-
amples of using OSW derived by SCAs are the prediction of
tropical cyclones [36], [37], identifying cold pools over the
oceans [38], selecting the optimal locations for OSW energy
infrastructures [26], improving NWP models [39], and deriving
numerical models of ocean circulation [40], [41]. For example,
Valkonen et al. [39] used the ASCAT data to study the capability
of SCA data in improving weather forecast at high latitudes
(e.g., Northern Europe). In situ observations of coastal stations
were used for validation, suggesting improvements in OSW
speed and mean sea-level pressure determination for a short-term
forecast. Moreover, Garg et al. [38] developed a new technique
based on the ASCAT data for cold pools identification over
oceans. Validation of the results of the ASCAT-identified cold
pools with buoy measurements showed a low false alarm rate
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(<10%), high critical success index (>85%), and a low bias
(∼1). Additionally, Remmers et al. [26] utilized the ASCAT
data to select the optimal locations of offshore renewable
energy infrastructures in Ireland. The obtained results using the
ASCAT 12.5 km OSW speed data proved the capability of the
ASCAT OSW products in selecting optimal offshore wind farms.
Furthermore, Jaiswal et al. [42] developed a new method using
the OSCAT OSW to predict the tropical cyclones genesis over
the North Indian Ocean, where they achieved 100% probability
of detection and 2% of the false alarm rate. Additionally, Xu
et al. [43] developed a new method to retrieve OSW speed
in typhoon conditions by combining HSCAT and microwave
radiometer data from the HY-2A satellite. Comparing with
global/regional assimilation and prediction system data, they
could obtain the improved OSW speed values. Finally, Ebuchi
[44] assessed the quality of OSW products measured by the
RapidScat, and compared them with those collected by buoys.
Their results proved that the OSW products of the RapidScat
had comparable quality as the previous SCAs (e.g., QuikScat),
and no significant systematic error was being produced by the
RapidScat.

2) Sea Ice: One of the important applications of SCAs is
to study the characteristics and age of SI. SCA data make
it possible to measure the size, thickness, and flow of SI, as
well as to track its movement. The received backscatter signals
depend on the volume of SI, which leads to distinct properties of
polarization, intensity, and directional scattering that allow their
efficient separation [45]. Continuous monitoring of SI in polar
regions using scatterometry has been done using C-band SCAs
of ERS and ASCAT and Ku-band QuikSCAT. [46]. For example,
Yackel et al. [45] developed a methodological framework for
estimating relative snow thickness on first-year SI based on
the data acquired by ASCAT and QuikSCAT. They investigated
the capability of C- and Ku-band for this objective. The results
showed that the approach could provide a relative measure of
snow thickness in both bands.

III. ALTIMETER

Altimeters are active RS systems that measure ocean surface
topography at vertical incidence [47], [48]. To this end, they mea-
sure the time elapsed between transmitting and receiving a pulse
of electromagnetic energy between the satellite antenna and the
ocean’s surface [49]. This pulse can be visible/infrared (laser
altimeters) or microwave (radar altimeters) [50]. Each of these
two systems has its benefits in terms of measurement accuracy,
resolution, coverage, and lifespan [51]. The main limitation of
the laser altimeter is the fact that it cannot measure through thick
clouds [51]. The laser altimeter, which is basically a spaceborne
LiDAR, is comprehensively explained in Section VI. Therefore,
in this section, the microwave radar altimeters that have been
mostly used for oceanographic applications are discussed.

The spaceborne radar altimeters are active microwave sys-
tems that were initially designed to measure the topography
of sea surface and open ocean level by combining radar and
positioning techniques [52]. To this end, a short microwave pulse
is transmitted by the radar antenna into the ocean surface and

measure the elapsed between emitted and backscattered pulse,
enabling range computation between the sensor and the ocean
[53]. Simultaneously, an independent tracking system records
the three-dimensional (3-D) position of the radar antenna [54],
[55]. The output of the radar altimetry measurements is sea sur-
face height (SSH) which is derived by subtracting the measured
altimeter range from satellite altitude (i.e., relative to a refer-
ence ellipsoid). SSH contains information about ocean wave
height (OWH), tides, currents, and the loading of atmospheric
pressure [56].

The payload of each altimeter contains two main geometric
measuring instruments: 1) a nadir-looking radar altimeter, either
mono-frequency or dual-frequency; and 2) an instrument based
on Global Positioning System (GPS) constellation for precise or-
bit determination of the altimeter [57]. Fig. 2 shows a schematic
summary of a hypothetical altimeter measurement.

In Fig. 2, H is the satellite orbit altitude relative to a ref-
erence ellipsoid measured using GPS instruments and precise
observations. Furthermore, R is the distance between the radar
antenna and the ocean surface estimated using the two-way travel
time of microwave radiation pulse computations. SSH (i.e., h
in Fig. 2) can be extracted by subtracting the altimeter range
measurement R from H [55]. This information has been used to
measure various ocean surface-related characteristics, including
geoid and dynamic topography.

The geoid is defined as the equal gravity potential surface of
the Earth. It is also considered the vertical datum origin with
zero elevation and is commonly defined by spherical harmonics
terms. Since geoid is not explicitly identified with high precision,
the mean sea level (MSL) is considered a close approximation of
the geoid. The ocean surface takes the shape of the geopotential
field and the geoid in the absence of disturbing forces, such as
OSW, ocean surface current (OSC), and ocean tide (OT). By
this, the measurements of altimeters can be used as an essential
data for predicting the marine geoid [58]. On the other hand,
dynamic ocean topography (DOT) is the difference between the
SSH retrieved from altimetry measurements and independent
accurate geoid models [59]. Generally, the geoid and DOT
are not exactly coincident and have a vertical difference of
approximately 1 m [55], [60].

Several different microwave bands, such as Ku-band
(13.6 GHz), C-band (5.3 GHz), S-band (3.2 GHz), and Ka-band
(35 GHz), have been so far used for ocean studies [61]–[63].
Regulations, technical feasibilities, and mission goals are dom-
inant factors of each project, which should be considered for
band frequency determination of altimeters. For example, dual-
frequency altimeters were designed to estimate the content of
ionospheric electrons and to correct their impact (i.e., delay) on
the altimeter measurements [64]. Generally, Ku- and C-bands
are the most commonly used frequencies. Ku-band is one of the
most optimal bands in terms of technology capabilities, band-
width availabilities, atmospheric perturbations, and ionospheric
electrons perturbation [61]. On the other hand, C-band is more
sensitive to ionospheric disturbances and has lower sensitivity
to atmospheric liquid water [65]. It is worth noting that a
microwave radiometer carried by the same platform, measures
atmospheric water content (i.e., both liquid and water vapor)
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Fig. 2. Schematic diagram of space-based radar altimeter system.

in the altimeter field of view to compute the propagation delay
[66], [67].

Although various oceanographic parameters were extensively
studied by altimeters, several challenges remain that limit their
applicability. The main limitation of radar altimeters is their
coarse-scale spatial resolution (typically 2 km to 18 km) due
to their measurement geometry (i.e., nadir direction measure-
ments). To address this issue, scholars have proposed various
interferometry-based solutions, such as wide-swath ocean al-
timeter (WSOA) for global ocean mapping with centimetric
accuracy [68]. More information on WSOA can be found in [69]
and [70]. Another challenge of radar altimetry is its inability to
maintain track over regions of large surface slope [51]. It means
that the existence of a high difference between the known field
elevation and the altitude retrieved from the altimeter will result
in a significant error in altimetric measurements. For example,
a case study over Antarctica and Greenland showed that at
a surface slopes of 0.7° to 0.8°, the measurements made by
different radar altimeters differ by about 26 m [51].Therefore,
the accuracy of the altimetry measurement decreases when high
frequency energetic barotropic motions exist in oceans. This
issue should be addressed using an appropriately rated repair
station for evaluation and possible corrections [71]. Finally,
there are also multiple challenges when using radar altimetry
for OT studies. Given that space-based altimeters are usually
sun-synchronous, they observe semidiurnal OT constituents as
stationary. These types of sensors always see tidal constituents at

the same point in their cycle and, thus, cannot accurately model
the tidal cycles [58].

A. Systems

In response to the critical importance of global ocean to-
pography and the lack of comprehensive data, the international
community has established high-priority radar altimeter satellite
missions designed to acquire and produce high-quality global
ocean topography data. Table V summarizes several main space-
borne radar altimeters along with their main characteristics for
ocean studies. It should be noted that all of the altimetry missions
provided in Table V are equipped with some other instruments
(e.g., GPS) to measure various oceanographic and atmospheric
parameters. Moreover, as is clear from this Table, each of these
instruments has systematic differences in the adopted radiometer
instruments (e.g., band, resolution, and radiometric uncertainty),
measurement accuracy, and the observation recording strategies.
However, in the third column of Table V, the microwave channel
employed in radar altimetry instruments is only provided.

Launched in 1992, TOPEX/Poseidon was an international
cooperative mission between NASA and the Centre National
d’Etudes Spatiales (CNES). Although SeaSat and GEOSAT
mission started 1992, TOPEX/Poseidon can be considered as
the first major oceanographic altimeter [72]. This mission had
various objectives, some of which are 1) providing continuous
measurements of sea-level and ocean topography with an error
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lower than 5 cm, 2) monitoring the OSC impact on climate
change, 3) producing the initial global OSC seasonal changes, 4)
generating precise OT maps, 5) mapping interannual alteration
of stored heat in the upper ocean, 6) monitoring ocean attributes,
and 7) improving the knowledge of earth’s gravity field [73].

The Satellite with Argos and Altika/Ka-band Altimeter
(SARAL/Altika) was launched on February 25, 2013 as the
first altimeter to carry onboard a Ka-band sensor [73], [74].
SARAL/AltiKa was developed under a joint program between
CNES and the ISRO to fill the gap between Envisat and Sentinel-
3A (launched in February 2016) [73]. To this end, SARAL flew
in the same orbit as ERS-1/2 and Envisat. SARAL/AltiKa was
equipped with a solid-state mono-frequency (35.75 GHz, 0.8 cm
wavelength) altimeter to provide accurate range measurements
(about 1 cm over oceans) [75].

Jason is the second international cooperative mission
launched by the National Oceanic and Atmospheric Adminis-
tration (NOAA) and CNES. Jason satellites have been designed
for various applications, including monitoring oceans circula-
tion, learning ocean-atmosphere interactions, enhancing global
climate forecasting, and mapping ocean phenomena, such as
ocean eddies [76], [77].

Haiyang (HY) is a Chinese series of RS satellites focused
on the dynamic marine environment. HY was developed and
operated by the CNSA since 2002 [78]. So far, six satellites were
launched and two more are planned. HY-2 satellites, including
HY-2A (2011), HY-2B (2018), HY 2C (2020), and HY 2D
(2021), are the second generations of HY satellites and are
equipped with a radar altimeter in Ku- and C-bands. The primary
mission of HY-2 is to measure OSW, SSH, and SST.

ERS was the first multidisciplinary satellite program of the
ESA, which contains two satellites. ERS-1 was launched in mid-
1991 to mainly provide frequent observations of land-surface
and ocean-surface processes. The radar altimeter of ERS-1 was
a mono-frequency (Ku-band: 13.8 GHz) sensor that provided
accurate measurement of the travel time of the microwave pulse
from ocean and SI surfaces. The data extracted from ERS-1
have been wieldy employed for accurate ocean topography
measurements, OWH, OSW, and SI [79]. ERS-2 was launched in
April 1995. Although ERS-2 was very similar to ERS-1, there
were several systematic differences. For example, ERS-2 was
additionally equipped with the Global Ozone Monitoring Exper-
iment (GOME) sensor to provide observations about atmosphere
chemical composition [80]. The ERS-1 and ERS-2 missions
ended on March 10, 2000 and September 5, 2011, respectively.

Environmental Satellite (Envisat) was launched in 2002. This
satellite became the largest earth-watching satellite for civilian
use [81]. The Radar Altimeter 2 (RA-2) was a dual-frequency
radar altimeter operating in both Ku- and S-bands, capable of
estimating the ionospheric delays errors for elevation refine-
ments [82]. Due to carrying different instruments, Envisat data
have been used in broad applications, especially meteorology,
hydrology, ocean, and SI studies [83], [84]. After ten years of
service, Envisat’s mission was ended in 2012.

Cryosat-2 was launched on April 8, 2010, with a nomi-
nal lifetime of 3 years (Elapsed: more than 10 years) [85],
[86]. Cryosat-2 has the SAR/Interferometric Radar Altimeter

(SIRAL-2), which is a single-frequency Ku-band altimeter [87].
The Cryosat-2 has a repeat cycle of 369 days and a drifting
ground track pattern, making different sampling pattern from the
previous operating altimeters [88], [89]. Cryosat-2 has a high
potential for hydrologic research and climate studies. This is
mainly due to a total of 85 modifications that were considered in
the design of CryoSat-2, a full backup SIRAL system considered
in the SIRAL-2 design, and a special algorithm, which was
used to convert data collected by the CryoSat-2 satellite to
create more accurate ice maps. Additionally, SIRAL’s narrow
data acquisition characteristic provides a new opportunity for
mesoscale observations as well as lakes and rivers monitoring
[88]. It also provides more accurate measurements through
multilook observations.

ESA developed Sentinel-3 as a cooperative program with the
European Commission initiative Global Monitoring for Envi-
ronment and Security (GMES) [90]. Its main objectives in ocean-
related studies were to extend the time-series measurements of
ocean attributes including topography, sea level, OSW speed,
sea surface temperature (SST) and ocean color, ice topography,
and ocean/sea water properties [91]–[93]. The mission’s primary
instrument is a dual-frequency synthetic aperture radar altimeter
(SRAL). SRAL is a nadir-looking sensor operating in C- and
Ku-bands. It provides altimetric data relative to a precise refer-
ence frame with an overall accuracy better than 3 cm [94]. The
first and second Sentinel-3 satellites (Sentinel-3A and -3B) were
launched in 2016 and 2018, respectively. Their orbits are similar
to that of ENVISAT, with a height of 814.5 km, an inclination of
98.6, and a 27-day revisit time [90]. Two more altimeter satellites
of this series, Sentinel-3C and -3D, are planned to be launched
after 2021.

B. Applications

Frequent observations of the ocean topography and its varia-
tions make altimeters effective RS systems for monitoring vari-
ous oceanographic parameters, such as marine geoid, ocean bot-
tom structure, OSCs, OWH, and OSW speed. The most common
scientific applications of radar altimetry over the ocean, along
with the precision and accuracy requirements are explained in
the following sections.

1) Marine Geoid: One of the main applications of altimeters
is retrieving marine geoid. The underlying concept is the fact
that the spatial alterations in the earth’s gravity have a much
higher impact on the sea surface topography than the sea level
variations due to OTs and OSCs [55]. It means that the ocean
topography almost follows the geoid, which can be considered to
be constant in time for most applications [95]. If the effects of OT
and OSCs in the ocean and atmosphere are eliminated from the
DOT, the remaining shape for sea level is called the marine geoid
[96]. Therefore, it is possible to monitor and map the sea surface
topography with exceptional precision using long-term altimeter
datasets [97]. Moreover, it is feasible to produce 3-D data cubes
of the marine geoid by coexploring the space-based surface
gravity measurements, earth’s crust models, and marine depth
collected by other data sources [57]. Although marine geoids
extracted from spaceborne altimetry data are demanding for
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scientific and commercial applications, such as numerical ocean
modelling, fisheries, and locating obstructions/constrictions to
the major OSCs, it must be noted that these geoids are not accu-
rate enough for navigational hazards validation [58]. According
to earlier studies, an accurate geoid estimation of around 7 cm (in
terms of the standard deviation) was reasonable using altimetry
data. Moreover, combining altimetry and gravity data enhances
marine geoid determination by approximately 4–5 cm.

Many studies have so far investigated the applications of
altimeters for marine geoid estimation. For instance, Sandwell
et al. [98] constructed an accurate global marine gravity model
using a combination of space-borne radar altimeter measure-
ments and field gravity measurements. After reporting the direct
dependency of the accuracy of the altimetry-derived gravity
model, they applied the data of CryoSat-2 and Jason-1 with
a higher track density instead of predecessor altimeter data.
Their results revealed the higher accuracy of their derived ma-
rine gravity model than former models. Moreover, Zhang and
Sandwell [99] examined the precision of the marine gravity
field derived from the AltiKa data. AltiKa altimeter onboard the
SARAL spacecraft has a dense track spacing and provides range
measurements with twice the height resolution in comparison
with all earlier altimeters. After various investigations, they
found that AltiKa measurements could considerably increase the
accuracy of the global marine gravity field with approximately
1–3 years of observations with track spacing of lower than six
kilometers.

2) Ocean Circulation: As mentioned earlier, the changes
in ocean water density, temperature, and salinity, along with
diverse influential forces, including OSW, the Coriolis Effect,
and breaking waves, cause a difference between the SSH and
the geoid (e.g., 1 m difference) [55]. The deviations of the sea
level from the geoid, known as dynamic topography, can be
employed to estimate the ocean circulation [100]. Generally,
there are two main types of ocean circulation 1) wind-driven
circulation, which is the most dynamic circulation and 2) slow
and deep circulation, which is mainly driven by water density
[101]. Large-scale ocean circulations, transporting and altering
mass, heat, salt, and other ocean constituents, have a major
impact on the abyssal properties where wind-driven circulation
has no effect. As a fact, the large-scale OSCs flow along the lines
of equal topography and are focused around the ocean bottom
valleys and hills [102].

Current developments in satellite altimetry, in conjunction
with the accurate geoid models, offer a great opportunity to
estimate large-scale ocean circulations and lead to a better
knowledge of general ocean circulation patterns [103], [104].
Satellite altimetry data collected over the last three decades
can be effectively applied to provide detailed information about
ocean circulation patterns and variations and their effects on
the global water and energy cycles. It must be noted that due
to the coarse-scale spatial/temporal resolutions of the altimeter
products (e.g., around 100 km and 10 days, respectively), only
the largest ocean circulations can be resolved. Obviously, the
mentioned resolutions are insufficient to capture the wide range
of circulations occurring at the ocean’s surface, which span
geographical and temporal scales ranging from a few meters

to hours. However, the resolution of the altimeter-derived cur-
rents can be developed using several techniques, along-track
altimeter measurements, and auxiliary in situ measured currents.
Moreover, the accuracy of the detailed retrospective picture of
ocean circulation patterns retrieved from altimeters is directly
influenced by the quality of the geoid modeling [67].

Frajka-Williams [105] attempted to approximate the interan-
nual variations of trans basin ocean transports using the combi-
nation of SSH altimetry data and with surface Ekman transport
and cable measurements. In this regard, Frajka-Williams [105]
employed altimetric data of the Archived, Validating, and Inter-
pretation of Satellite Oceanographic data (AVISO) to map sea
level anomalies between 1993 and 2014. The author also used
Rapid Climate Change/Meridional Overturning Circulation and
Heatflux Array data (RAPID), which delivers the depth-resolved
approximations of the heat transports across the North Atlantic.
Finally, the author constructed a multitemporal meridional over-
turning circulation at multiple latitudes between 1993 and 2014.
The results confirmed that satellite-based estimation of the
meridional overturning circulation recovers over 90% of the
interannual variations.

3) Ocean Tide: Ocean level always rises and falls due to
several factors, such as the gravitational forces, wind stress,
and variations in salinity and temperature [52]–[55]. General
patterns of ocean flow are called OSCs [106]. Among all differ-
ent OSCs, the OT has the most regular rise and fall of the sea
surface and the largest signal amplitude in mid-ocean [107]. OT
variations in the open ocean typically have standard deviation
values between 10 and 60 cm with larger values near coastal
regions and marginal seas, exceeding 10 m in some regions
[108]. Prior to the development of satellite radar altimeters,
hydrodynamical models, determined from ¬in situ observations
of global monitoring networks of tide and bottom pressure
gauges, were employed for global OTs studies. Modeling the
global tide pattern, which was initially started from the launch of
the TOPEX/Poseidon mission and then continued using other al-
timeters data, is probably one of the most notable achievement of
the satellite altimetry missions [109]–[111]. Thanks to the long
time-series altimetry observations with worldwide coverage, it
is now possible to increase the accuracy of global OT estimations
to nearly 2–3 cm [112]. Due to the OT variations in the open
ocean (between 10 cm to the 10 m), almost all of the altimeters
can make standardized measurements of the fluctuations of sea
level.

Ray and Cartwright [113] integrated climatological hydro-
graphic data and temporally coherent internal tide signals of the
altimetric observations to identify the energy fluxes of internal
OT in the central North Pacific Ocean. To this end, they used
the TOPEX/Poseidon satellite altimeter data to deduct the OT
movements, pressures, and currents at the ocean depth, which
give power transmission rates. Their results confirmed that satel-
lite altimetry observations allow direct mapping of internal-tide
sources, sinks, and power transmission paths throughout the
ocean.

4) Fronts or Eddies: The ocean currents that separate sec-
tions and create circular currents of water are called fronts or
eddies [114]. Theoretically, an ordinary individual front or eddy,
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when flattened in time, is seen as a curved dark or a bright
current line feature without slicks occurrence [115]. In this way,
both sides of the fronts have the same backscatter level [112].
Ocean eddies have a pivotal role in ocean circulations, climate
change, heat transport, and biogeochemical cycles [114]. Eddies
mapping and monitoring have many scientific and commercial
applications in navigation, offshore operations, fisheries, and
hurricane and climate forecasting [52]. However, due to the
difficulty, high cost, and time-consuming of conducting field
measurements, this turbulence was mostly ignored [58], [116].
For this application, altimetry needs a combination of datasets
from at least two satellites to provide a proper level of accuracy.
The integration between the TOPEX/Poseidon and ERS or Jason
and Envisat are good instances in this regard [112].

Zinchenko et al. [117] identified and tracked mesoscale eddies
in the Lofoten Basin through an automatic workflow using satel-
lite altimetry observations between 1993 and 2017, alongside the
locations of their generation and dissipation. The results showed
that there were two principal systems of mesoscale eddy forma-
tion in the Lofoten Basin: 1) the direct generation of eddies, and
2) the separation of eddies from the Norwegian current during
its meandering. They also argued that the mesoscale eddies
generated in three separate centers in the Norwegian current
frontal zone and then move to the west and north-west, forming
three main trajectories.

5) El Nino-Southern Oscillation (ENSO): ENSO is the
warming phase of the sea temperature convoyed by high air
surface pressure in the tropical western Pacific [118]. On the
other hand, La Niño is the cooling phase of the ocean surface,
or below-average SST. ENSO event is one of the most impor-
tant climate phenomena on earth that cause drought, flooding,
and hurricanes worldwide. Therefore, SST fluctuations can be
employed as warm currents proxies recognized as the energy
source of hurricanes [58], [119].

After arguing that the positive or negative interannual global
mean sea level (GMSL) anomalies during El Nino or La Nina
events are highly correlated, Cazenave et al. [120] investigated
the respective contributions of three oceans, including the At-
lantic, Indian, and Pacific, to the ENSO-related GMSL variations
between 1993 and 2010. To this end, Cazenave et al. [120]
applied delayed time mean sea level anomaly (DT-MSLA) series
products provided by the combination of seven satellite altimetry
data. To estimate the ocean mass component, the steric contri-
bution of each oceanic region was computed and then removed
from the DT-MSLA records. As a result of this article, they
comprehensively interpreted the mass changes of the tropical
Pacific Ocean and its relation to the GMSL anomaly and the
ocean-atmosphere water balance of the oceans.

6) Cryosphere: Cryospheric applications include studying
global SI extent, SI thickness, snow cover, SI motion, SI types,
OSW pattern, etc. [86]. Of all the above, space-based altimeters
have a unique capability in mapping and monitoring SI. Gener-
ally, SI is frozen water that originates, expands, and melts in the
ocean. SI covers 15% of the world’s oceans during the part of
the year. Along with certain SI regions that remain year-round,
the edge sections expand during winter months and melt during
summer months. Therefore, SI, which exists primarily in the

Polar Regions, affects the global climate and ocean level [121].
This is mainly due to SI’s role as a huge store of fresh water
and its effects in reflecting solar radiation [83]. While the extent
and age of SI are retrievable from radar and multiband sensors,
altimetry is the only space-based sensor measuring SI thickness
and glacier topography [86], [122]. Recent advances in satellite
radar altimetry systems create an unprecedented opportunity to
monitor the SI sheet mass balance and the SI thickness changes
[62], [123], [124].

Altimeters are also employed to measure different SI char-
acteristics, such as SI topography, SI grain size, as well as
snow pack properties [112]. For example, CRYOSAT-2 was the
first ESA’s ice mission designed to monitor the most dynamic
sections of Earth’s cryosphere (see Section II). Since 1992,
the satellites of ERS missions provide a continuous altimetric
measurement of the Antarctic SI sheet. Other satellite altimeters,
such as Geosat, GFO, and Envisat have been also used for
cryospheric applications.

Since Arctic SI has a critical role in global climate, there
has been considerable focuses on Arctic Ocean observation
using altimetry data in recent years. Peacock and Laxon [125]
extracted SSH in SI-covered regions of the Arctic Ocean for
the first time. In this article, a mean SSH was constructed by
employing ten years of altimetry data collected by ERS-1 and
-2. They also estimated the first SSH anomaly map of the Arctic
Ocean using altimetric observations. Since then, several studies
such as [126]–[129] have attempted to observe the Arctic Ocean
SI level and monitor its changes over time.

7) Meteorology: Given the ocean’s heat capacity, which is
approximately one thousand times larger than the atmosphere’s
heat capacity, the ocean plays a pivotal role in climate change
[130]. The relationship between the ocean and the climate is
reciprocal, meaning that the ocean’s currents affect the weather
condition on different scales, and climate changes alter several
properties of oceans [131]. The significant influences of climate
change on ocean waters are 1) water temperature rise, 2) coral
bleaching, 3) hypoxic zones, 4) coastal erosion and inundation,
5) loss of marine fauna, and 6) changes in precipitation amounts
[132]. In this regard, SSH is one of the ocean characteris-
tics that is influenced by climate change. Generally, as global
temperature increases, the mean level of the world’s oceans
rises [133]. However, ocean MSL variations happen over a
more extended period in comparison to the atmosphere, wherein
storms are formed and dissipated within a day. Therefore, since
altimeters are able to continuously measure MSL, they can
provide a powerful tool for determining and modeling global
climate change [134]. Global sea-level variations and the rise
in global MSL can be modeled and monitored with a high-
level accuracy due to the availability of altimetry data for over
25 years.

Altimetry can also help to study OWH, OSW velocity, and
rogue waves. This is because the characteristics of the reflected
radar pulse (i.e., intensity and shape) are influenced by the ocean
state, meaning that wind-generated waves and tilted waves on
the ocean have a large spectral density in comparison to the
calm sea [135]. Therefore, altimetry is a valuable technique
to obtain information about OWH and OSW speed statistics,
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mean and maximum heights of waves, seasonal and inter-annual
variations, trends, and climatology [136]–[139].

Alongside climate change, which significantly affects the
MSL, altimetry is also a valuable data source for forecasting
models of ocean-atmosphere coupled events including seasonal
climate, monsoons, and decadal oscillations, cyclones, hurri-
canes, and typhoons [112].

Employing 25 years of time-series sea level data retrieved
from four various radar altimeters, Nerem et al. [134] assessed
the climate-change–driven acceleration of the GMSL from 1993
to 2017. Their results identified a rate of about 3 ± 0.4 mm/y
for sea level rise, which is accelerating at 0.084 ± 0.025 mm/y2.
Using a simple extrapolation, they predicted a sea level rise
of 65 ± 12 cm by 2100 relative to 2005. As the evaluation
step, Nerem et al. [134] used the measurements and models of
the intergovernmental panel on climate change (IPCC) fifth as-
sessment report (AR5) projections. The results showed roughly
agreement between proposed model predictions and climate
model projections.

IV. GRAVIMETER

In recent years, advances in space science technology have
significantly increased the awareness of scientists about the
Earth’s gravitational field, leading to produce various precise
geopotential models [140], [141]. For example, launching dif-
ferent gravimetric satellites made it possible to determine the
wavelengths of the earth’s gravitational field, which was not
previously available from satellite observations [142]–[144]. In
ocean environments, the time variations of the earth’s gravity
field, caused by mass redistribution, can be precisely determined
using gravimetric satellite observations [145]. The gravimetric
satellites can determine the coefficients of the earth’s gravity
field based on their altitude [146]. For instance, Wolff [147],
for the first time, showed that the signals between the satellites
moving on the same orbit and with a low distance apart could
model the earth’s gravity field. The quality of the determined
wavelength of the gravity field is dependent on the accurate
measurements between the satellites.

In comparison with in situ gravimetric observations that are
hugely under-sampled in the world’s oceans, GRACE has ad-
vantages in ocean applications. Indeed, in situ gravimetric obser-
vations are sparse over the ocean and only concentrate on a few
ship routes [148]. Furthermore, maintenance of the instruments
that measure long-term gravimetric parameters over oceans is
difficult and expensive [149]. However, GRACE observations
cover the global oceans with appropriate revisit times. Addi-
tionally, although direct and point-to-point height observations
from the ocean floor are not feasible using current methods,
GRACE satellites provide new insight into progressing climate
change due to sea-level change and OSCs [150].

Although gravimetric satellites have many advantages for
oceanographic applications, there are also several limitations
[151]. For example, regional sea-level change analysis is limited
due to the low spatial resolution of gravimetric data [152].
Moreover, spherical harmonic coefficients derived by gravi-
metric satellites cannot accurately present the gravity field of

Fig. 3. GRACE satellites (https://gracefo.jpl.nasa.gov).

TABLE II
CHARACTERISTICS OF GRACE AND GRACE-FO

the earth in coastal areas and, thus, yields sharp boundaries
extending beyond the ocean and land area [153]. This can be
considered a limitation for gravimetric observations of mass
redistributions, called signal leakage between ocean and land.
Therefore, an underestimation happens in mass changes on land
or ocean [154]. Thus, leakage correction is necessary for the
coastal regions to avoid underestimating mass changes [155].
Another limitation of the gravimetric observations is presenting
postglacial rebound signals in special places with the highest
alterations in the ocean’s baroclinic structure, such as the North
Atlantic and Southern Oceans. This effect leads to mass load
change and errors in GRACE observations [156].

A. Systems

Four gravimetric satellites have been so far launched:
Challenging Minisatellite Payload (CHAMP, 2000–2010),
Gravity Field and Steady-State Ocean Circulation Explorer
(GOCE, 2009–2013), Gravity Recovery and Climate Experi-
ment (GRACE, 2002–2017), and GRACE Follow-On (GRACE-
FO, 2018-present). In this article, the GRACE satellites (the last
two), the data of which have been widely utilized, will be mainly
discussed. Fig. 3 shows a pair of GRACE satellites, and Table II
summarizes the characteristics of these satellites.

GRACE, a joint project between the US and Germany, con-
sists of similar twin satellites in a polar orbit (inclination of
about 89 degrees, the eccentricity of lower than 0.005, and the
period of about 94.5 min). The altitude of this pair of satellites
was 500 km at the beginning of the mission and was reduced to

https://gracefo.jpl.nasa.gov
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Fig. 4. OBP generated from the GRACE data (https://svs.gsfc.nasa.gov/30503).

300 km at the ending of its mission. The distance between these
satellites was about 220 km; however, by changing the gravity at
the point where the satellites pass, the distance between the two
satellites was changed. Therefore, this distance and its variations
were measured accurately [157].

Three JPL, GFZ, and UTCSR centers are responsible for pro-
cessing, analyzing, and releasing the data, respectively. In recent
years, other centers release other versions of the GRACE data.
Generally, there are four categories of GRACE data, including
Level-0, Level-1A, Level-1B, and Level-2 [158]. The process is
started with Level-0, which is raw data received from the satellite
including K-Bands data, GPS data, accelerometers data, and
star camera data. After implementing corrections on Level-0,
binary data are transformed into engineering and meaningful
units after about two months, forming the Level-1A data. In
Level-1B, the data is evenly timed, and observations are reduced.
Final GRACE data are divided into two sections on Level-2: 1)
spherical harmonic coefficients of the mean gravity field of the
earth for several months or years (static part of the gravity field),
and 2) monthly spherical harmonic coefficients (dynamic part
of the gravity field). The Level-2 data are available for both
lands and oceans. The latest version of Level-2 data is RL06,
available from about two years ago [159], [160]. Moreover, in
recent years, another form of the gravity field by GRACE has
been released, which is spatially monthly gridded mass data,
named Mass concentration blocks (Mascons) [161]. In these
Mascons, postprocessing filtering is more rigorous rather than
coefficients by implementing geophysical constraints [162].

After termination of the GRACE mission in 2017, GRACE
Follow-On (GRACE-FO, Table II) continued its predecessor
mission in May 2018 [163]. The design and orbit properties
of these satellites are similar to those of GRACE (eccentricity

of 0.00179, the inclination of 89o, the period of 94.5 min, and an
altitude of about 500 km). This satellite was designed to provide
continuous measurements of the time-variable Earth’s gravity
field [164].

B. Applications

Gravimetric satellites gave applications in different domains,
including oceanography, hydrology, glaciology, and geology
[165]–[170]. Wahr et al. [165], for the first time, showed dif-
ferent applications of time-variable gravity field derived by
GRACE in different sciences, including hydrology, oceanogra-
phy, and atmosphere. In the following sections, the main oceano-
graphic applications of gravimetric satellites are discussed.

1) Ocean Bottom Pressure: The column water mass on the
combined ocean and atmosphere is called the ocean bottom
pressure (OBP) [171]. OBP variability is due to three important
factors [172]: 1) variations in wind stress, curl, and circulation
(this is called internal ocean mass redistribution), 2) water mass
entering and leaving the ocean (this is considered as part of the
global water cycle), and 3) atmospheric mass exchange between
the ocean and land. Although direct measurement of OBP is
difficult, GRACE can effectively measure global OBP (see Fig. 4
for an example). Furthermore, Chambers et al. [173] determined
seasonal global ocean mass change derived by GRACE and
compared it with the mass change obtained from altimetry,
which was corrected from the steric component between 2002
and 2004. GRACE and steric-corrected altimetry results were
similar in terms of the annual amplitude of global ocean mass
variations (8.4 mm and 8.5 mm, respectively).

2) Deep Ocean Current: Tracking OBP changes are bene-
ficial in understanding variability in deep ocean currents and

https://svs.gsfc.nasa.gov/30503
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ocean circulations [148], [174]. Vertically integrating the gradi-
ent of OBP in a profile from south to north reflects fluctuations of
bottom currents, which is the key point for transport variability
[175]. Zlotnicki et al. [176] also studied Southern ocean current
change by GRACE for a period of 3 years (2003–2005) and
compared their results with estimates from the data-assimilative
model calculations. They obtained a transport variability by a
drop from ±4 cmH20 to ±5 cmH20, which was in agreement
with the oceanic model.

3) Sea Level: Global OBP variations can be expressed in
terms of the equivalent barotropic global SSH change [177]. The
sea-level change is due to both steric and bars static (nonsteric)
components [152]. The steric component is the volumetric vari-
ations, including temperature and extent salinity changes. The
barystatic component is known as the OBP component. There-
fore, GRACE measures global sea-level changes associated with
ocean mass change [178].

The combination of GRACE with satellite altimetry obser-
vations provides steric sea-level changes and ocean surface to-
pography (dynamic ocean topography) [179]. Satellite altimetry
provides information on the total of both steric and barystatic
components. Therefore, differences between GRACE and al-
timetry give the steric sea level variability [180]. GRACE and
altimetry can be comparable when the steric component adds
back to GRACE observations [181].

There are different oceanic models and observations (e.g.,
world ocean atlas or Argo observations), which provide the
information of different oceanic parameters, such as temperature
and salinity up to a high depth of the oceans (about 5500 m)
[182]. By combining this model and GRACE observations,
measuring total global sea-level change is possible. This was
a revolution in oceanographic science.

Combining GRACE and Jason-1 altimetry observations,
Lombard et al. [183] computed seasonal steric sea-level change
and compared it with the results obtained from the world ocean
atlas for four consecutive years (mid-2002 and mid-2006). The
sea-level change of about -12 mm to 12 mm with a positive trend
of 1.2 mm/year was observed. The comparison between ocean
mass changes derived by GRACE and the oceanic model showed
a mean root mean square error (RMSE) of 2–3 cm of sea level.
Moreover, the lowest and biggest RMSE values were observed
in the Southern Hemisphere and the western tropical Pacific,
respectively. Additionally, Feng and Zhong [184] computed total
global sea-level changes between 2005 and 2014 by combining
GRACE and Argo float data. They obtained an annual amplitude
of 5.6 mm and a 2.8 mm/year trend, which was fairly in agree-
ment with altimetry results (trend of 3.1 mm/year), particularly
in the Southern Hemisphere Ocean. They also observed a drop of
1 cm in the global mean sea level from 2010 to 2011. The authors
argued that this was due to the strong La Niña event in that
period. Recently, Amin et al. [185] calculated global barystatic
sea-level change by GRACE data between 2005 and 2016, and
compared the results with the altimetry and Argo observations.
They showed almost a similar trend of nonsteric sea-level change
for both RL05 and RL06 versions of GRACE data (2.19 mm/year
and 2.25 mm/year, respectively). The altimetry results showed
a trend of 3.9 mm/year for GMSL rise, in which the

proportions of steric and non-steric components were 35% and
65% (1.29 mm/year and 2 mm/year, respectively), respectively.
The results also showed the similarity of GRACE and barystatic
component of altimetry.

4) Ocean Heat: Another combination of GRACE and al-
timetry can result in the estimation of time-variable ocean heat
capacity. This combination is performed by the thermal expan-
sion of seawater [186]. In this expansion, the ocean’s surface
height derived by altimetry and OBP derived from GRACE is
combined to estimate the ocean’s heat storage. Scientists can
predict hurricane strength and climate change by knowing the
changes in ocean heat storage obtained from GRACE obser-
vations. Jayne et al. [186] used thermal expansion to present
ocean heat storage by the combination of OBP of GRACE
and steric SSH altimetric observations. They compared their
results with a circulation model and found a large ocean heat
variation in Equatorial Pacific, the North Atlantic, and the North
Pacific. The comparison of observations and model showed
an error of 280× 106j/m2 in ocean heat content. However,
consistency in the high latitudes with large barotropic motions
and high-frequency barotropic variability was observed.

V. SYNTHETIC APERTURE RADAR

There are currently different SAR systems with various chan-
nels (e.g., X-, C-, and L-band), making them useful for a
variety of oceanographic applications. Among the operational
microwave radar systems, SAR has gained more attention for
oceanographic applications due to several advantages, especially
higher spatial resolutions.

SAR is an active imaging system that sends microwave pulses
towards the ocean surface using a transmitter. The signal is
scattered back and is received by a microwave receiver. Finally,
the returned signal is formed as a radar image. The image may be
formed through either monostatic or bistatic SAR mechanisms,
which are defined as different structures to receive and transmit
microwave signals [2].

SAR images have two spatial resolutions: 1) along-track or
azimuth resolution, which is in the direction parallel to the
system motion, and 2) across-track or range resolution, which
is orthogonal to its direction [187]. In contrast to passive mi-
crowave systems that provide low spatial resolution data over
the ocean, SAR active systems acquire higher spatial resolution
images (e.g., Sentinel-1 with 10 m resolution).

Another feature of the SAR imaging system is polarization,
which means how the signals propagate and scatter back to
the platform [188]. Mathematically, it is defined as the locus
of the electric field vector in the perpendicular plane to the
propagation path. Generally, polarization can be linear or cir-
cular. The circular polarization, such as compact polarimetry,
is according to transmitting signals through a combination of
equally-weighted vertical and horizontal polarizations [189].
The combination is included at 45° or shifted in phase by
90° to a circular polarization [189]. On the other hand, linear
polarization is more common and includes four types of receiv-
ing and transmitting signals: HH for horizontal reception and
horizontal transmission, VV, HV, and HV, which can be defined
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based on the same terminology of the HH polarization [190].
Therefore, SAR systems can collect data at one, two, or four
linear polarization combinations: polarized (HH or VV or vice
versa), dual-polarized [(HH, HV), (VV, VH), or (HH, VV)], and
fully polarimetric (HH, VV, HV, and VH) [191].

A. Systems

Table VI provides the specifications of various SAR systems
that have been frequently used for oceanographic applications.
The specifications of some of these systems are discussed below.

Sentinel-1 is the European SAR system and is the first novel
space member of the GMES satellite family [192]. Currently,
the Sentinel-1 mission includes two satellites, Sentinel-1A and
-1B, with identical orbits. The mission delivers constant SAR
mapping of the earth with improved temporal resolution and cov-
erage, timeliness, and reliability for current operational services
and oceanographic applications [192].

RADARSAT-1 is the Canadian satellite that scans the earth’s
natural resources and the environment. This mission was part
of a collaborative project between the Canadian government, a
private third party, and NASA [193]. The SAR data acquired by
this satellite has been used in different applications, including
oceanography, coastal monitoring, SI studies, hydrology, car-
tography, agriculture, forestry, and disaster management.

RADARSAT-2 is a cooperative satellite mission of Mac-
Donald Dettwiler Associates Limited (MDA), Canadian Space
Agency (CSA), and Public and Private Partnerships in a prof-
itable scheme. The main objectives of this mission are monitor-
ing the environment, managing natural resources, and observing
the ocean and coastal areas [194].

Advanced Land Observation Satellite-2 (ALOS-2) was the
second generation of the ALOS satellite launched by the Japan
Aerospace Exploration Agency (JAXA). This satellite captures
L-band SAR data, and its primary objective is to offer data to
monitor ocean, land, forest, and disasters [195]. It also includes a
secondary objective to continue the ALOS (nicknamed Daichi)
data use.

The constellation of Small Satellites for Mediterranean basin
Observation (COSMO-SkyMed) is a constellation of four plat-
forms, developed by the Agenzia Spaziale Italiana (ASI), and
funded and managed by the Italian Ministry of Research (MUR)
and the Italian Ministry of Defense (MoD). All four SAR
systems can operate in real-time and provide high-resolution
SAR data. The primary objectives of the mission are to globally
observe the Earth and provide the required data for military and
civil communities. For example, civil communities use SAR data
to study disasters, coastal environments, and forest ecosystems.
Moreover, the four X-band SAR platforms provide data for the
meteorological community, particularly monitoring of SI and
OWH patterns [196], [197].

B. Applications

SAR has many valuable applications over the oceans, such
as OSW speed/direction estimation, OWH mapping, OSC
estimation, SI mapping and monitoring, ocean oil spill (OOS)
detection, ship detection, and ocean floor mapping. In this

section, eight important applications of SAR systems over the
oceans are explained.

1) Ocean Surface Wind: OSW creates waves and is a signif-
icant source of power for local and global ocean movements.
An accurate estimation of OSW supports investigating marine
environments and climate change [198]. Deriving OSW from
SAR data has been the focus of many studies [199]. SAR-based
OSW data perform better than the data derived from traditional
OSW measuring techniques, particularly in coastal areas [200].
Moreover, OSW direction and speed can be specified at the
same time using SAR data [201]. In [202], the efficacy of Geo-
physical Model Functions (GMFs) in retrieving OSW through
the VV-polarized Sentinel-1A SAR data over the Caspian sea
was studied [202]. Additionally, an HH-polarized GMF based
on RADARSAT-2 and Sentinel-1A modes for OSW retrieval
was developed by Lu et al. [203]. In this article, the input
data were exploited to evaluate the GFM efficiency. It was also
observed that the GFM-based OSW was consistent with buoy
measurements [203].

2) Ocean Wave Height: Ocean surface waves are regu-
larly created due to turbulence and wind in the atmospheric
layer [204]. Ocean waves can also result from geologic
impacts, such as vulcanicity and earthquakes, which may
travel a long distance before hitting a land [205]. Their size
varies from ripples or capillary to devastative tsunamis [206].
Therefore, the knowledge of ocean wave properties, includ-
ing height, length, and propagation direction, improves the
understanding of the atmosphere layer affecting the ocean
surface [206].

A unique imaging mode of SAR, which is called the wave
mode (WM), has been developed for ocean wave studies [207].
The nearly 30 years of WM data over global oceans have been
captured through the ESA’s SAR platforms, including ERS-2,
ENVISAT, Sentinel-1A/1B, and the Chinese GaoFen-3 SAR
[207]. In this regard, a novel nonlinear transformation algorithm
has been developed by [208] to map a 2-D ocean wave spectrum
from the C-band polarized RADARSAT-2 SAR images. The
result has been validated with in situ measurements (e.g., from
buoy) and the European Centre for Medium-Range Weather
Forecasts (ECMWF) ocean wave model [208]. Moreover, Liu
et al. [209] retrieved the 2-D ocean wave spectrum using SAR
data. They derived the spectrum using an iterative algorithm
from Envisat Advanced Synthetic Aperture Radar (ASAR) WM
single look complex (SLC) data [209].

Solitary waves are specific kinds of internal waves [210].
They are a category of nonlinear, nonsinusoidal, and isolated
waves that happen regularly within the ocean water environ-
ments [211]. Their velocity field produces a convergence region,
coarsening the ocean surface by raising surface waves [212].
Additionally, they may be considered as density fluctuations
propagating sideways the ocean stratification, and they are cur-
rently recognized as the influencer of a series of ocean phe-
nomena [213]. Solitary waves are greatly significant in count-
ing and also recognizing ocean mixing and energetics [214].
Moreover, it has been argued that organic carbon fluxes are
connected with large internal waves [215]. To study internal
waves, SAR systems provide valuable datasets. Therefore, in
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[216], the application of full-polarimetric ALOS PALSAR im-
ages was investigated to identify ocean Internal Solitary Waves
(ISWs) [216]. This article was developed to construct compact
polarimetry SAR images and to derive different CP features. The
ISWs-sea surface variation for the various polarization features
has also been investigated in this article. The results showed
the improvement of the k-means clustering algorithm based on
CP features to detect ISWs [216]. Moreover, Ning et al. [217]
evaluated the spatial scattering properties of internal solitary
waves using Sentinel-1 and GF-3 SAR images. It was observed
that the velocity and the amplitude of ISWs were associated with
the underwater topography [217].

3) Ocean Surface Current: OSC is a vital element in bal-
ancing the overall climate and contributes to moving salt, heat,
and mass on the ocean [218]. Among different radar platforms,
the Interferometric SAR (InSAR) technique allows researchers
to study OSCs [219]. For example, in a comprehensive re-
search work, Kozlov and Plotnikov [220] applied Sentinel-1
data to measure horizontal OSC velocity and eddies signatures
in the Fram Strait marginal SI zone between Spitsbergen and
Greenland [220]. Moreover, Liu et al. [221] proposed a method
called intrapulse beam switching (IPBS) based on a phased
array antenna. It integrated the Doppler Centroid Anomaly
(DCA) method to quantity fully OSC vectors [213]. Finally,
Seenipandi et al. [222] computed the wave energy and littoral
OSC velocity through the OWH of level-4 radar data [214].
They used a combination of the Sentinel-3A/3B, Jason-3, Saral
(AltiKa), CFOSAT, and Cryosat-2 datasets to calculate the OWH
feature [222].

4) Sea Ice: SI cover is important for the Arctic environ-
ment and plays a pivotal role in the world’s climate systems.
Moreover, it has significant effects on maritime activities and
navigation in the glacial areas [223]. Therefore, monitoring the
SI through classification and charting grabbed decision-makers’
attention to guarantee safety and economic activities without
any possible damage to the environment. For example, the SI
charting is according to precisely locating the edge between
open water and SI [224]. SI navigation in the Arctic depends
on the SI properties, particularly thickness [225]. Currently,
SI charting is based on a variety of datasets. Recently, many
studies have been contributed to acquiring data for deriving
SI parameters from SAR systems. For instance, in [226], a
technique was proposed to distinguish open water from SI
through fully polarization RADARSAT-2 SAR imagery. This
method was developed according to the ocean surface rough-
ness properties and the polarization ratio from the SAR data
[226]. In another effort, Blix et al. [227] developed a novel
technique to combine the Gaussian process regression (GPR)
and neural network (NN) using quad-polarization Radarsat-2
and dual-pol Sentinel-1 data for estimating different physical SI
parameters [227].

5) Ocean Oil Spill: The number of marine vessels has sig-
nificantly increased over time [228]. Consequently, the number
of oil releases in the ocean has considerably increased, imposing
danger to marine life [228]–[231]. Thus, early OOS detection is
essential to assess the possible oil release from various sources to
the ocean. In this regard, first responders can consider the OOS

map to perform early effective measures to reduce the danger
to the marine ecosystem. For example, prohibited oil releases
killed many seabirds in several oceans [232]–[235]. SAR data
have been widely applied for OOS mapping and monitoring
For instance, the article conducted by Marzialetti and Laneve
[236] confirmed that X-band radar outperformed L- and C-band
radar to recognize OOSs [236]. In another study, Zeng and Wang
[237] proposed a deep oil spill convolutional network (OSCNet)
through multisource SAR datasets over the Bohai Bay of China.
The experiments showed that OSCNet classification perfor-
mance significantly outperformed traditional Machine Learning
(ML) algorithms [237].

6) Ship Detection: Nowadays, maritime surveillance has
grabbed considerable attention [238]. In this regard, ship veloc-
ity and heading assessment are important to monitor vessel traf-
fic [239]. Therefore, high-resolution SAR data have been widely
applied for ship detection. A ship can be identified through three
SAR methods, including intense radar signal return back from
the ship, wake forms, and OOS associated with ships [240]. For
example, Karakus and Achim [241] detected ship wake using a
Radon transform-based inverse model with a sparse nonconvex
generalized minimax concave (GMC) regularization. The pro-
posed method was established using TerraSAR-X data collected
for five ships with their visible ship wakes [241]. Moreover, a
wake detection approach was introduced by Graziano et al. [242]
using TerraSAR-X Stripmap and COSMO/SkyMed SAR images
over the Gulf of Naples. After the wake detection, the ship
heading was assessed according to the turbulent wake direction
and ship velocity [242].

7) Bathymetry: Knowledge of seafloor topography is impor-
tant for several areas of applications, such as marine biology,
marine physical oceanography, and geophysics [243]. Ocean
bottom topography changes the ocean dynamics by steering
water flows and makes barriers to avoid deep waters from
mixing [244]. In this regard, the SAR system can observe the
water surface roughness and, thus, can recognize topographic
features of the ocean floor. The roughness is made through
variations in the current flowing upon underwater topographies.
This method only works when the OSCs are as much strength as
to discern, and also when there are tiny wind waves on the ocean
surface [245].

There are three steps to study the bottom topography using
SAR imaging systems: 1) finding the connection between the
OSC and underwater topographic features; 2) accurate hydro-
dynamic modulation of the ocean surface variations through
the OSC; and 3) creating a relationship between the microwave
signal and the sea surface [246]. In [247], the gridded bathymetry
information was automatically derived from SAR data. They
used sea state alterations in TerraSAR-X images to extract the
bathymetry in shelf areas through the shoaling effect. In similar
research work, four Sentinel-1A SAR images were employed to
identify depths of shallow water using swell patterns. It tried to
measure the bathymetry results sensitivity through initial water
depth, wavelength, and swell period. The experiments showed
that there was a high sensitivity between water depth and the
swell period, and finally, they assessed the results derived from
several multisource SAR data [248].
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VI. LIDAR

LiDAR systems, with the ability to transmit a laser pulse and
measure the backscattered energy, can retrieve the particulate
backscattering coefficient in ocean subsurface layers [249]. The
pulse interacting with marine particles either scatters the trans-
mitted photons or generates photons with different frequencies
[250]. Theoretically, after emitting a short laser pulse of light,
with a certain duration (e.g., 12 ns), the pulse interacts with
atmosphere layers, ocean surface, and layers of the water col-
umn, respectively. At each time interval, related to the laser
sampling rate, the backscattered energy (from water molecules,
phytoplankton, particulate matter, and schools of fish) is sensed
by the receiver at the specified wavelength. This backscattered
energy is utilized to extract information from ocean layers [250].

Two quantities of attenuation and backscattering coeffi-
cient are usually required to be calculated using inversion
techniques to utilize LiDAR technology for ocean studies
[251]. Jamet et al. [250] presented the basics of these in-
version methods. Other variables, such as depolarization ratio
[252] and [253], absorption coefficient [253], and ocean color
[254], are other products that can be estimated from LiDAR
measurements.

LiDAR instruments are among the airborne/spaceborne active
RS systems that can obtain depth-resolved information of ocean
layers [255]. Satellite LiDAR systems can operate under thin
clouds, between holes in broken clouds, and in polar regions to
provide global ocean coverage [252]. The corresponding LiDAR
pulses can also penetrate tens of meters of water during day
or night [256]. In contrast to shipborne LiDAR instruments,
spaceborne or airborne LiDAR measurements are also faster in
data acquisition, cover more area, and have no disturbance for
plankton layers when detected [257]. Moreover, if the ocean
and atmospheric LiDAR instruments are combined (such as
the CALIOP), the potential to provide information about the
ocean-atmosphere is exchanged and interactions for climate
studies is increased [258].

Compared to passive RS systems, the performance of LiDAR
systems are lower in rapidly monitoring changing properties
of the ocean [259]. For example, the 22.5 m vertical binning
resolution of CALIOP is not enough for ocean layers study,
and the instrument itself is not able to separate backscatter
and attenuation coefficients and, thus, requires calibrations and
further processing [260]. Moreover, in the case of bathymet-
ric studies using airborne LiDAR systems (or specific case of
ICESat-2 satellite measurements), floating algae, fish swarms,
seabed vegetation, and water turbidity can decrease the accuracy
of measured point clouds [261]. However, LiDAR bathymetry
is more cost- and time-efficient than traditional shipborne sur-
veying methods.

A. Systems

Subsurface ocean measurements have been traditionally
conducted using shipborne or airborne instruments [258],
[262]–[264]. A specifically designed satellite for oceanographic
missions and water column profile data detection has not been
launched into space yet, and currently, shipborne and airborne

LiDAR systems are employed for ocean studies [255]. Table VII
summarizes the specifications of spaceborne LiDA missions.

The Cloud-Aerosol LiDAR with Orthogonal Polarization
(CALIOP) system, which was designed for atmospheric stud-
ies onboard the Cloud-Aerosol LiDAR and Infrared Pathfinder
Satellite Observations (CALIPSO) platform to measure global
ocean carbon stocks, was among the first spaceborne LiDAR sys-
tems. CALIOP was a proof-of-concept for spaceborne oceano-
graphic LiDAR. Its mission’s lifetime was extended for three
more years (2018–2020) to use its capabilities in studying
ocean subsurface layers [252]. Hostetler et al. [265] described
the abilities and gaps in benefiting from this spaceborne Li-
DAR system. Dionisi et al. [252] was the first work that
evaluated the applicability of CALIOP data for mid-latitude
ocean studies using the depolarization ratio parameter. More-
over, Vonk [266] approximated the theoretical backscattering
of CLIOP data from the ocean surface by establishing an
empirical relationship between OSW speed and ocean surface
backscatter.

Field evaluation of CALIOP measurements has never been
performed due to the scarcity of in situ data. Lacour et al.
[249] used ARGO float measurements to evaluate CALIOP
observations in North Atlantic. Moreover, Chen et al. [267]
deployed scattering values of bio-optical models for oceans to
calibrate the oceanic LiDAR signals. They also proposed the
optimal wavelengths for coastal water and open ocean stud-
ies. Inversely, Churnside and Marchbanks [268] used satellite
measurements of optical backscattering coefficient for airborne
LiDAR calibration. They compared multiple regression models
for this calibration task.

ICESat-2, which is another spaceborne LiDAR system, is
not designed for oceanographic purposes. Although ICESat-2 is
mainly designed to study polar ice, clouds, and land elevation, it
has the power to penetrate clean ocean waters in coastal regions
for up to a few tens of meters. Thus, it can be used for bathymetric
applications as auxiliary data.

B. Applications

LiDAR applications in oceanographic studies cover a wide
range of disciplines. Measuring optical properties of water,
estimating backscatter coefficient, detecting bubbles, internal
waves, planktons, and schools of fish are other applications that
have been studied by all types of LiDAR instruments [251],
[255], [257], [269]. However, Bathymetric and 3-D mapping
applications are mainly limited to airborne LiDAR instruments
[261], [270], [271]. Recently, the ICESat-2 spaceborne LiDAR
has also attracted attention in such applications [272].

Other LiDAR applications are related to 3-D mapping of the
seabed and coastal/river regions, such as bathymetry, coral reef
mapping, tidal creek extraction, and underwater archaeology.
These applications are usually restricted to airborne LiDAR sur-
veys or underwater mapping techniques, which utilize LiDAR
instruments to study geomorphological changes [270].

LiDAR has also been utilized to study ocean subsurface
parameters (other than bathymetry). These studies are often
limited to the latest publications in this field and have focused
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on using spaceborne LiDAR measurements, but some studies
using ship-/air-borne instruments are also included.

1) Bathymetry: Generally, bathymetry refers to determining
the depth of water bodies, including rivers, lakes, coastal re-
gions, ocean, and sea. Accurate bathymetric maps are essential
for seabed topography determination, underwater ecosystem
studies, offshore industries, shipping, sediment process analysis,
and cable routing [33], [271]. Deep bathymetric measurements
are usually performed by SONAR systems [34]. On the other
hand, LiDAR-based bathymetric mapping is usually used for
mapping shallow water regions with up to ∼50 m depth. While
airborne LiDAR systems are often used for marine and coastal
water bathymetry, spaceborne methods relying on either satellite
LiDAR systems or image-based techniques are attracting more
attention [34], [261], [270].

Yang et al. [261] evaluated the performance of a bidirectional
cloth simulation filtering method for airborne bathymetric map-
ping. Ma et al. [272] also combined Sentinel-2 and ICESat-2
data based on an empirical model to produce bathymetric maps.
ICESat-2 data were also used as in situ measurements for
training the models. Moreover, Launeau et al. [270] utilized
full-waveform LiDAR in 532 nm and 1064 nm wavelengths for
bathymetry and surface water height determination. To explore
the influence of typical wave patterns on sensor configurations,
Westfeld et al. [271] simulated the bathymetry process and
analyzed the accuracy of 3-D coordinates of the bottom of the
water.

2) Aquatic Vegetation: Aquatic vegetation and coral reefs
are valuable marine ecosystems that can protect coastlines from
erosion, are a habitat for marine life, and are important for the un-
derwater environment [273]. Airborne LiDAR systems provide
valuable data for mapping the spatial extent and changes of these
vegetation environments through time and enable detection and
physical measurement of individual coral reef colonies, which
is important for coastal management [274]. As an example, Su
et al. [273] detected coral reefs by combining airborne bathy-
metric variables, such as slope, curvature, and bottom wave-
form attributes, such as peak amplitude, pulse width, skewness,
kurtosis, and backscatter cross section. Moreover, Amani et al.
[275] used bathymetric LiDAR data to map different aquatic
vegetation in Newfoundland, Canada’s offshore are. To this end,
they have used a combination of unsupervised classification
algorithm and object-based image analysis. The results showed
the reasonable accuracy of LiDAR data for aquatic vegetation
mapping. They also suggested using high quality LiDAR data
and very high resolution optical satellite images could improve
the accuracy.

3) Ocean Tide: Tidal flats are regions in coastal areas where
are affected by OT, and sediments are deposited there. They
are essential for human recreational activities, coastal natural
environment, and marine habitat. Furthermore, through time,
tidal creeks evolve tidal flats, making them an important subject
for studies. Determining their geometric information is essential
for such studies [276]. One of the applications of airborne
LiDAR systems is in observing and measuring tidal flats and
their geometric features in order to better understand tidal creek
behaviors.

Branch et al. [276] used LiDAR measurements to examine
temporal and spatial variations of SSH at the mouth of the
Colombia River. Since tidal creeks affect the life of coastal
living people, Kim et al. [277] tried to derive a suitable
method for their extraction using LiDAR data. They showed
that cloth simulation filtering could better extract various tidal
creeks.

VII. SONAR

Considering the limited applications of electromagnetic-
based imaging systems (e.g., optical and LiDAR) in the under-
water environment, the SONAR system has been the preferred
solution to study bathymetry, morphology, and structure of
ocean floor [278]–[282]. SONAR systems are mainly designed
to detect and/or transmit the acoustic propagation between a
target and a receiver for underwater applications. The main
reasons for using SONAR systems for underwater applications
are as follows.

1) The speed of sound through water is almost fixed for a
given temperature, salinity, and depth [283], [284].

2) Speed and travel distance of acoustic propagation through
water are considerably greater than those through the air
[285].

3) The acoustic propagation is fairly unconstrained by the
water properties.

In the past, utilizing SONAR systems for ocean applications
was expensive and was limited by logistical and technical issues
such as accessibility, ship and equipment availability, changing
weather conditions, and underwater flow conditions [286]. How-
ever, recent advances in the fields of underwater and robotics
technologies have resulted in the development of various un-
derwater vehicles, which are compatible with high-resolution
SONAR systems and capable of swimming close to the seabed.
These technologies have allowed cost-efficient and rapid access
to the ocean environment and have facilitated SONAR applica-
tions [281], [286], [287].

A. Systems

Generally, there are two types of SONAR systems: passive and
active. Passive SONAR systems collect the echoes generated by
different objects in the ocean (e.g., vessels and mammals) using
one or an array of hydrophones (i.e., underwater microphone).
These systems are basically acoustic receivers that detect signals
from background noise produced from the ambient noise of the
sea or the SONAR platform itself [288]. In fact, passive SONAR
systems use the frequency and variation of the received echoes
over time to detect a target. On the other hand, active SONAR
systems emit the acoustic wave using a transmitter and, then,
measures the echoes bounced back from objects in oceans [278],
[285]. This article only considers the active SONAR systems
because they have been the mostly systems used in oceans [278],
[282], [289]–[292].

The active SONAR systems can be divided into four main
categories of single-beam, side-scan, multibeam, and synthetic
aperture SONAR. The selection of the optimal SONAR system
for an ocean application depends on various factors, such as



AMANI et al.: REMOTE SENSING SYSTEMS FOR OCEAN: A REVIEW (PART 2: ACTIVE SYSTEMS) 1437

spatial resolution, the required time for the survey, and cost. A
brief description of each system is provided in the following
sections.

Single-beam SONAR systems (also known as echo-sounders)
employ a narrow acoustic beam at a relatively low frequency,
mostly emitted from a near-surface vessel. Single-beam sys-
tems use a specific sound speed through the water column to
determine the along-track water depth. Most of the available
bathymetry data have been so far collected with the aid of
different types of single-beam SONAR systems [285]. Although
single-beam SONAR systems provide acceptable spatial resolu-
tion for underwater applications, their coverage is limited [278].

Side-scan SONAR systems have almost similar concepts with
the single-beam sensor, except for the viewing geometry that is
changed to horizontal from vertical viewing geometry. More-
over, side-scan SONAR systems use two parallel transducers
to transfer a wide-angle pulse of sound frequencies to map
relatively large areas compared to the single-beam SONAR
systems. A typical side-scan SONAR system consists of a pro-
jector for emitting signals, a hydrophone for receiving signals
usually within a towfish, a tow cable, and an electric recording
device [293]. These systems provide 2-D (azimuth and range)
images from underwater. The collected images are more difficult
to interpret than the downward-oriented systems since they
require a sophisticated knowledge of sensor geometry. Although
side-scan SONARs, as 2-D imaging systems, acquire visual
images with both high spatial resolution and broad coverage,
they cannot directly generate the 3-D information from the
underwater environment [294].

The development of side-scan SONAR systems and the avail-
ability of advanced digital image processing methods have led
to producing multibeam SONAR systems [285]. Multibeam
SONARs, as vertically downward-oriented sensors, employ sev-
eral single transmitted and received beams over an extensive
range of transmitted angles. The main advantage of multibeam
SONAR systems oversingle-beam SONARs is producing ap-
proximately a full coverage of the ocean floor within the sensor
field of view. Nowadays, the multibeam SONAR systems are
also of more interest for underwater applications due to their im-
proved data consistency compared to the conventional SONAR
systems (e.g., single-beam) as well as their ability to provide
accurate and aerial-like images [285], [295], [296].

Synthetic aperture SONAR systems combine successive
acoustic impulses as they move along a defined survey line
to provide an improved azimuth resolution compared to the
side scan SONAR systems. Since the prerequisite for accurate
processing of the synthetic aperture SONAR data is precise
information about the movement and position of the SONAR
instrument [297], [298], the synthetic array is formed by the
impulses that have the image position within the beam-width.
Although complex data are collected by the synthetic aperture
SONAR systems, the main processing step is usually reducing
the original complex image into a pure intensity image [299].
Synthetic aperture SONAR systems are capable of capturing
SONAR images with the resolution of several centimeters over
a range of up to several hundred meters [278]. This makes
synthetic aperture SONAR systems efficient tools for various

underwater applications, such as small object search, wreckage
imaging, pipeline inspection, and underwater archaeology.

The pre-processing and postprocessing of SONAR data, es-
pecially those collected by synthetic aperture SONAR systems,
is sometimes a rigorous procedure and depends on different
site-specific factors, including seabed properties and textures
[287]. In fact, all processing algorithms for the interpretation of
SONAR data should be accurately applied to obtain reasonable
results [278].

B. Applications

Nowadays, the preferred method of collecting information
from the underwater ocean environment is by sound waves
[278], [282]. Therefore, SONAR systems have been successfully
used in different ocean applications, such as characterization of
the ocean floor [280], [291], monitoring seafloor hydrothermal
flow [289], geomorphological characterization of the ocean floor
[295], [300], seagrass detection and monitoring [301], benthic
habitats mapping [292], and target detection [278]. The follow-
ing three subsections are provided to discuss three of the most
versatile applications of the SONAR data, along with several
case studies.

1) Bathymetry: Bathymetry mapping of oceans plays a sig-
nificant role in various disciplines such as oceanography and
sustainable ocean management [279], [302]. Accordingly, map-
ping and monitoring of the ocean floor have long been of
interest in different studies [270]. In recent decades, the uti-
lization of SONAR data has become a common practice for
ocean bathymetry [279], [280]. For example, Arndt et al. [303]
provided a new digital bathymetric map with 500 × 500 spatial
resolution for the seafloor of the circum-Antarctic by compiling
single-beam and multi-beam SONAR datasets and multiple
supplementary data (e.g., digitized and predicated bathymetry
data and regional bathymetric compilations). Since this study
used different bathymetric datasets with different characteristics,
several processing steps were applied to ensure the consistency
of the final bathymetry map. An et al. [290] presented a novel
3-D inversion approach for bathymetry mapping in northwest
Greenland using airborne gravity data combined with multibeam
SONAR data. The cost-efficiency of the proposed methodology
was demonstrated by a thorough accuracy assessment procedure
in two study sites.

2) Aquatic Vegetation: Aquatic vegetation, as a critical com-
ponent of the ocean ecosystems, provides habitat for many
aquatic organisms, indicates the water quality, stabilizes the
seafloor, and regulates water cycle and water flow [304], [305].
Accordingly, to detect and monitor potential ecosystem changes
in ocean environments, it is of paramount importance to spa-
tially characterize the abundance, distribution, and diversity of
aquatic vegetation [306]. With the technological progress of
the SONAR systems in recent decades, SONAR data were suc-
cessfully employed for aquatic vegetation mapping in different
studies [307]. For instance, Sabol et al. [308] comprehensively
evaluated single-beam SONAR data for mapping three seagrass
species (i.e., T. testudinum, H. wrightii, and S. filiforme). The
comparison of the resulted outputs with in-situ data showed
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promising performance of the proposed method using SONAR
data. The authors also found that different factors, such as depth,
OSW, and photosynthetic activity, substantially influenced the
performance of the proposed method. Barrell et al. [309] eval-
uated the complementarity of single-beam SONAR data and
QuickBird satellite image for seagrass mapping in two different
study sites with shallow water depth (<10 m). The results
showed that although the agreement between satellite image and
SONAR data was limited, the integration of SONAR data with
satellite image substantially improved the accuracy of seagrass
mapping in comparison to either dataset alone. The authors also
discussed the impact of site-specific factors (e.g., patchiness of
seagrass) on under- or overestimation of seagrass abundance by
single-beam SONAR and satellite data.

3) Target Detection: Underwater target detection is a major
component of many ocean-related applications such as archaeol-
ogy and pipeline monitoring [278], [310]. Among the available
pool of different data sources, the SONAR systems have been
successfully used for a variety of different target detection
proposes in underwater ocean environments [278], [311], [312],
mostly because of their applicability in both shallow and deep
waters. For example, Mukherjee et al. [311] proposed a com-
putationally efficient data-driven method based on the symbolic
dynamic and automata theory for underwater mine detection
with a side-scan SONAR image. The authors evaluated the
performance of the proposed method using 60 different SONAR
images. Based on the results, the proposed method, when em-
ployed on side-scan SONAR images, correctly detected 90% of
the available mines. Williams [310] implemented an unsuper-
vised algorithm called Mondrian detector for target detection
in synthetic aperture SONAR images. In this article, the author
provided a general-purpose target detection algorithm that is
applicable in the detection of different objects of different sizes,
such as unexploded ordnance, pipelines, and shipwrecks. The
effectiveness of the proposed methodology was demonstrated in
six different synthetic aperture SONAR images acquired from
different areas with diverse seafloor characteristics.

VIII. HF RADAR

Although different instruments, such as buoys, pressure sen-
sors, current meters, and anemometers, are employed for the
measurement of the surface ocean, they are not able to map an
extensive region of the ocean and can only provide measure-
ments for the point at which they are installed. Moreover, the
cost of maintenance of these instruments and gathering data to
cover a large area of the ocean using the aforementioned methods
are high. Therefore, the RS systems, such as HF and X-band
radars [313], [314], have been considered to overcome these
limitations in the past few decades using the electromagnetic
scattering theories to consider wave propagation effects [315]–
[319]. It is worth mentioning that only surface gravity waves
can be detected using HF radar and other types of sea waves,
particularly capillary waves, require different instruments, such
as X-band radar, to be detected [314]. HF radar has become an
important technique in the monitoring of the sea surface due to
the availability of Doppler processing. The high conductivity

of ocean water in groundwave propagation contributes to low
attenuation and long-range over the horizon detection [320].
Crombie et al. [321] argued that Doppler-shifted echoes could
be detected from radially approaching and receding ocean waves
using an HF radar located in a coastal region. This argumentation
resulted in using HF radar systems for extracting OSC, sea state,
and OSW [322].

The scattering process by which an echo is transmitted from
an HF radar system and returned to its origin is a selective pro-
cedure known as Bragg scattering contributing to the dominant
backscattering from sea waves with the length of half of a radio
wavelength [320]. The echo-Doppler spectrum obtaining from
the sea surface consists of two discreet lines since the deca-
metric waves selected by the Bragg mechanism travel radially
toward and away from the HF radar sensor at a specific velocity
identified by the wavelength. Traveling waves toward the radar
produce positive Doppler shifts while sea waves with opposite
directions produce a negative Doppler shift in the frequency
domain. It should be noted that HF radars can also be utilized
for ship and low-altitude aircraft tracking applications [323]. In
this case, target echoes are identified by a disconnected line in the
Doppler spectrum corresponding to the radial target speed and
do not coincide with the radial wave speed associated with the
Bragg scattering mechanism. Although the first-order scattering
can be used for extracting OSW direction and OSW speed, for
sea state sensing, the weaker second-order scattering, which
is typically 20 dB lower than the Bragg scattering resonant
amplitude, is employed [324]. The second-order scattering is
associated with either the harmonies of nonsinusoidal ocean
waves or single wave corresponding to the nonlinear hydro-
dynamic interaction of two crossing ocean waves, while the
Bragg scattering mechanism includes scattering from single
wave elements. Furthermore, the ocean surface is considered
as a nondeterministic surface in which different waves, such
as capillary, sound, gravity, and planetary waves, may combine
at the same time in the observed region [325]. Consequently,
due to the random behavior of the ocean surface, a stochastic
approach should be employed in the study of the ocean surface,
and the prediction of wave parameters can only be acquired by
stochastic analysis of sea data. In the study of oceanography,
the energy spectrum of the referred random variable is used,
which is called the ocean wave spectrum. Kitaigorodskii et al.
[326] derived a formulation for the spectral density using the
fetch length X and friction velocity u∗ as F (ω, g, u∗, X).
However, the friction velocity is not a directly measured variable
in this formulation. Subsequently, Pierson and Moskowitz [327]
employed OSW speed Uh, which is the OSW speed at height h,
and proposed a new formulation for the spectral density function
as F (ω, g, Uh X). According to these two derivations, two of
the most important wave models were proposed. The JONSWAP
wave model illustrates local wind-generated seas with limited
fetch, and it depends on the fetch length.

In order to extract surface ocean parameters, the HF radar
backscatter along with the ocean wave spectrum is used. Fig. 5(a)
presents the range-Doppler-spectrum (RDS) of a high-frequency
surface wave (HFSW) radar sensor at the Argentia radar site,
Canada in 2015, while the radar operated at 13.385 MHz [328].
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Fig. 5. Spectral power of the radar backscatter (a) at various range bins (b) in the fourth range bin.

By considering the 3 km range bin resolution for this radar,
the effective range is around 75 km. By extracting the radar
backscatter in each range bin, the surface information can be
extracted, as shown in Fig. 5(b). As is clear from this figure,
the OSW blows toward the radar since the positive first-order
radar backscatter has a higher amplitude in comparison with
the negative first-order backscatter, and by acquiring the ratio
between them, the exact OSW direction is calculated. It is worth
mentioning that the Doppler shift of the first order is related to
the radar backscatter with

ωb =
√

2gk0 tanh (2k0d) (1)

in which d denotes the water depth, k0 is the wavenumber of
the radar system, and ωb represents the angular frequency of the
first-order radar backscatter. By assuming deepwater scattering
(2k0d � 1),ωb ≈

√
2gk0. In other words, by knowing the radar

frequency, the location of the first-order peak in the Doppler
domain can be calculated and vice versa.

A. Applications

HF radar has several applications in target detection and radio
oceanography to remotely measure the ocean parameters, such
as OSW speed, OSW direction, OWH, and OSC. In this part,
some of the aforementioned applications are discussed in detail.

1) Target Detection: Due to the surveillance importance of
coastal waters, especially for economic exclusion zone (EEZ)
applications, the use of HF surface wave radar (HFSWR) for
target (e.g., surface vessels and low-altitude aircraft) detection
has been increased. The range of detection is double the sur-
face wave detection range, which is commonly in the order
of hundreds of kilometers [329]. To detect ship targets, the
backscattered electric fields should reflect from a large aperture
area to reduce the illuminated clutter patch. Therefore, a wide
aperture array on the receiver along with a digital beamforming
technique is employed to provide the required directivity and
resolution [329]. On the other hand, the HF band is in demand

for broadcast communication making interference and influence
on the detection performance of the radar [313]. In other words,
an ideal signal processing tool should extract oceanographic and
target information and suppress radio frequency interference
(RFI) as well as external noise to improve the signal-to-noise ra-
tio (SNR). Turley et al. [330] applied multiple CFAR techniques
to HF radar data to acquire a high probability of detection for a
given probability of false alarm and obtain the tracking stage of
radar processing with constant and low false alarm rate. Other
related techniques have also been applied to the radar signals to
detect vessels, such as the adaptive detection technique [331],
morphological component analysis [332], curvilinear regression
analysis [333], and range-Doppler spectrum enhancement [334].
For instance, Khan and Power [323] investigated low altitude
aircraft detection using an HF radar system. In this article, the
ocean clutter was compared with the returned signal in each
range cell to discriminate the low-altitude aircraft from the ocean
clutter, and a signal processing along with a matched filter was
applied to extract the aircraft backscatter signal. They performed
an experiment on September 1, 1993, using the HF radar at Cape
Race, Newfoundland, Canada. Fig. 6 shows the target range with
respect to the time for both the GPS data and the radar-derived
directions. As is clear, the radar extracted directions had a good
agreement with the GPS data at various times.

To show the accuracy of the proposed approach in [323] for
the detection of the low altitude aircraft, the target bearing was
compared with the aircraft bearing recorded by the GPS system
(see Fig. 7). The results showed that the signal processing allows
the extraction of the azimuthal resolution better than 3°.

2) Ocean Wave Height: Significant OWH is an important
parameter of the statistical distribution of ocean waves and is
defined as the mean OWH of the highest third of the waves
(H1/3) [325]. This parameter can be measured using HF radar.
Generally, OWH is associated with the integral of the second-
order radar backscattered, and the beamforming should also be
used to acquire the wave information at different positions (i.e.,
ranges and azimuth) [335]. A narrow-beam sensor with a large
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Fig. 6. Range detection using HF radar and its comparison with GPS data
[323].

Fig. 7. Comparison between the GPS data and the HF radar for the aircraft
bearing detection [323].

aperture is also essential for remotely OWH measurement to
retrieve a wave map [335]. On the other hand, the second-order
spectra covering a broad Doppler range are susceptible to the
variation of the background noise floor, the external clutter, and
radio interferences. For instance, Tian et al. [335] presented a
new wave-height mapping approach based on the second-order
harmonic peak (SHP) of radar Doppler spectra. This method
was based on the ratio of SHP power and Bragg peak power.
To evaluate this approach, a nearly 30-day field experiment was
accomplished on the coast of Fujian, China, from February 1 to
February 28, 2013, using a broad-beam radar system operating
at 13 MHz with a range resolution of 2.5 km.

Fig. 8 shows the OWH comparison between the proposed
method and buoy data. The results using HF radar followed the
buoy data on different days. It should be noted that the second-
order spectra analysis for extracting OWH is often susceptible
to external noise, and first-order Bragg peaks can be used for

Fig. 8. Comparison between the buoy and obtained results using the second-
order radar cross section [335].

Fig. 9. Estimation of significant OWH from the first-order Bragg peaks and
its comparison with the buoy [336].

extracting OWH since the first-order Bragg peak power is more
than the power of the second-order scattering. For example, Zhou
et al. [336] proposed a method for extracting OWH from the
first-order Bragg peaks, which is applicable for low or moderate
sea states (see Fig. 9). As is obvious, the results using HF radar
followed the buoy data on different days.

3) Ocean Surface Current: Accurate estimation of OSC is
important for coastal management. Measuring this parameter
has several important applications, such as tracking of drifting
vessels during search and rescue, prediction of dispersion rates
in OOS events, and fishery investigations [337]. Nonetheless,
collecting OSC velocity using conventional systems is a difficult
task, and the collected data are not quite accurate because
the measurement devices are usually maintained at a depth
exceeding 15 m. Additionally, many devices are required to
map extensive regions of the ocean. An alternative to the in-situ
technique is HF radar. For example, Hickey et al. [337] proposed
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Fig. 10. Radial velocity obtained by a drifter and its comparison with extracted
values using HF radar [337].

a technique for extracting radial OSC using spectral analysis
applied to the Cape Race system located in Newfoundland,
Canada, during the period of October 20 to November 21, 1992.
Fig. 10 shows the time series of the radial velocity obtained using
buoy and HF radar. It should be noted that these values have been
obtained over a wide range of oceanographic conditions and do
not depend on the sea state.

4) Ocean Surface Wind: The first and second-order radar
cross section along with the ocean wave spectral model should
be considered to extract surface OSW speed. For surface OSW
extraction, the second-order radar cross section can be used,
which is as follows according to the Barrick derivations [317],
[318]:

σ2p (ωd)≈26π2k40
∑

m1= ±1

∑
m2±2

∫π−π ∫∞0 S
(
m1

−→
K1

)
S
(
m2

−→
K2

)

|ΓH |2δ
(
ωd +m1

√
gK1 +m2

√
gK2

)
K1 dK1 dθK1

(2)

where
−→
K1 and

−→
K2 are the ocean wavenumber components with

the direction of θK1
and θK2

. Additionally, ωd denotes the
Doppler frequency, S(.) represents the ocean wave spectrum,
δ(.) is the Dirac delta function, Γ denotes the coupling co-
efficient, and parameters m1 and m2 can be ±1 delineating
four different Doppler regions of the cross section. OSW speed
can be estimated by applying the derivative with respect to
ωd and considering the delta constraint in (2) [324], [338].
Fig. 11 depicts OSW speed at various Doppler frequencies of the
second-order peak. As can be seen, the inversion result obtained
from the modeled second order had a good agreement with
the observed second-order peak locations for the radar cross
section generated for different OSW speeds. It should be noted
that the corresponding HF radar was operating at 15 MHz, and
Pierson–Moskowitz wave model has been employed.

Fig. 11. OSW speed with respect to the second-order peak position [324].

IX. CONCLUSION

Oceans are invaluable resources that play a pivotal role in
many natural processes of the earth and provide many benefits to
humans. Therefore, establishing reliable and consistent proxies
to monitor and study oceans is of notable importance. In this
regard, RS systems with diverse characteristics are recognized
as an efficient data source for ocean-related studies. This article
reviewed seven active RS systems for ocean studies.

SCAs were the first active RS system, collecting information
in the microwave domain of the electromagnetic spectrum.
Satellite scatterometry was started from the SASS launch, which
confirmed the feasibility of using SCAs for OSW studies. Sub-
sequently, other SCAs with advanced technologies, such as AS-
CAT series, CFOSAT, and HY-2A, were launched. Currently, the
accurate OSW properties derived from SCAs are broadly used
for location-allocation of offshore renewable energy structure,
cold pools delineation in the ocean, and cyclone and typhoon
studies. Additionally, these active systems were employed in SI
studies to quantify SI age, size, and thickness.

Altimeters are another active RS system operating in different
microwave bands (i.e., C-, S-, Ka-, Ku-bands) to measure the
SSH by measuring the travel time of the transmitted pulse.
Satellite altimetry started with the TOPEX/Poseidon and con-
tinued by the Jason series, and more recently, Sentinel-3 SRAL
systems. Given the importance of SSH for many applications,
altimeters are considered a unique source of RS data. In par-
ticular, the up-to-date and historical altimetry data allow mea-
suring accurate SSH for diverse applications including marine
geoid, ocean circulation, OT, fronts and eddies, ENSO, and
meteorology.

Gravimeters are among active RS systems, which have the
lowest number of launched sensors into space. In particular, until
recently, only four satellite constellations, including CHAMP,
GOCE, GRACE, and GRACE-FO, were launched. These sys-
tems use the satellite-to-satellite tracking technique to measure
the Earth’s gravity field. Consequently, their data enable the
production of precise geopotential models and estimation of
Earth’s gravity field coefficients. Additionally, the collected
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gravimetry data were employed for other applications, such as
OBP, deep ocean current, sea level, and ocean heat studies, based
on the mass redistribution concept. However, these systems
suffer from coarse spatial resolution, limiting their use for local
and small-scale studies.

SAR is one of the mostly-used active RS systems for ocean
studies due to providing several advantages, especially higher
spatial resolution. These systems acquire surface information
in various microwave bands and with different polarizations.
Sentinel-1, ALOS-2, COSMO-SkyMed, and RADARSAT are
among SAR sensors that have been widely used for ocean
studies. The possibility of acquiring data with different configu-
rations permits SAR data in a variety of applications, including
OSW, OWH, OSC, SI, OOS, ship detection, and bathymetry.

Collecting surface information using laser pulse in the visible
and infrared regions of the electromagnetic spectrum makes
LiDAR data another active RS system for oceanographic appli-
cations. Currently, there are not many spaceborne LiDAR system
for oceanographic studies and airborne and shipborne LiDAR
systems are mostly in use. However, several attempts were made
to employ CALIOP and ICESat-2, which have been originally
designed for other disciplines, for oceanographic applications.
Available LiDAR data were broadly employed for bathymetry,
aquatic vegetation mapping and monitoring, underwater archae-
ology, and OT studies. Despite the interested application, two
quantities of attenuation and backscattering coefficient should
be precisely calculated using inversion approaches for further
investigations.

The possibility of working in the underwater environment
with high reliability discriminates SONAR sensors from other
active RS systems. Active SONAR systems work under the
fundamentals of sound propagation in water and are basically
divided into four categories of single-beam, side-scan, multi-
beam, and synthetic aperture SONAR. Unique data collected
by SONAR systems were applied to different ocean studies for
bathymetry and geomorphology, aquatic vegetation mapping,
and ship detection.

In this article, the last active RS system reviewed was HF
radar. The HF radar systems are mainly utilized to observe the
ocean surface from coastal areas. In this regard, their data were
extensively used for target detection (e.g., surface vessel), OWH,
OSC, and OSW.

In this part, seven active RS systems were comprehensively
reviewed, each of which possesses specific characteristics and
provides ocean-related observations from different perspectives.
Despite the main applications of each system, several oceano-
graphic applications are common between these systems. Con-
sequently, their integration can provide complementary data
for several tasks, enhancing the expected results. Therefore,
having sufficient knowledge about different RS systems for
ocean studies, which is provided through this review article,
can help researchers to properly use RS data either separately or
in conjunction to obtain satisfactory results.

APPENDIX

See Table III–VII.

TABLE III
ACRONYMS AND CORRESPONDING DESCRIPTIONS
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TABLE IV
SCATTEROMETERS FOR OCEAN STUDIES

TABLE V
ALTIMETERS FOR OCEAN STUDIES

TABLE VI
SPACEBORNE LIDAR SYSTEMS FOR OCEAN STUDIES
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TABLE VII
SAR SYSTEMS FOR OCEAN STUDIES
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