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Multiscale and Direction Target Detecting in Remote
Sensing Images via Modified YOLO-v4

Zakria", Jianhua Deng ¥, Rajesh Kumar

Abstract—Traditional target detection algorithms have difficulty
to adapt complex environmental changes and have limited appli-
cable scenarios. However, the deep-learning-based target detection
model can automatically learn with strong generalization capa-
bility. In this article, we choose a single-stage deep-learning-based
target detection model for research based on the model’s real-time
processing requirements and to improve the accuracy and the
robustness of target detection in remote sensing images. In addition,
we improve the YOLOv4 network and present a new approach.
First, we propose a classification setting of the nonmaximum
suppression threshold to increase the accuracy without affecting
the speed. Second, we study the anchor frame allocation problem
in YOLOv4 and propose two allocation schemes. The proposed
anchor frame scheme also improves the detection performance,
and experimental results on the DOTA dataset validate their
effectiveness.

Index Terms—Image analysis, neural networks, object detection,
remote sensing, YOLO.

1. INTRODUCTION

LARGE number of remote sensing images have been

generating regularly, and due to the rapid development of
satellite and imaging technology, the task of object detection
has gained significant attention of researchers. The objective
target detection in remote sensing images is to identify object of
interest and, then, predict the type and location. In other words,
target detection is the process of detecting instances of semantic
objects of a certain class (such as humans, vehicles airplanes,
or ships) in digital images and videos. Analyzing such images
contributes to social and economic aspects for decision-making
as they provide a valuable source of information. For this reason,
ithas been applied for many applications, such as navigation [1],
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disaster management [2], road segmentation [3], agriculture
survey [4], urban planning [5], geographic information system
updating [6], intelligent monitoring [7], and many more.
However, target object detection for each application poses
some nonoverlapping challenges.

Optical remote sensing images typically employ electromag-
netic waves with a visible spectrum ranging from 400 to 760 nm.
In the early days of remote sensing technology, the classification
and recognition of remote sensing images relied on visual and
manual marking methods. It is not only time-consuming and
costly but also difficult to process a huge amount of remote
sensing data within a specific time. Unlike target detection in
landscape images where large objects are considered, dealing
with optical remote sensing images poses more complicated
challenges especially for multiscale small object detection. First,
a small target image is typically of less than 30 pixels in size.
Second, weather and environmental changes, such as occlusions
due to building, atmosphere, and shadow, as well as other factors,
such as different sizes of targets in the same image, different
overhead views, similar colors between objects and their sur-
roundings, and so on, can affect small targets performance in
remotely sensed images. Furthermore, few more challenges are
discussed in the following.

1) Scale diversity: Many remote sensing target categories and
their size vary even in same categories; size changes, such
as ships at ports, may be only tens of meters to more than
300 m in size. Furthermore, shooting height and distance
from the target also affect the size.

2) Shooting angle: The optical remote sensing images are
generally captured vertically from a high altitude. How-
ever, images in natural scenes are taken from the ground,
so the mode of the same target is usually different. The
detector trained on the traditional datasets may have a
negative impact on the remote sensing images.

3) Challenge in a small target: Most of the time, many small
targets are in one aerial image; as aresult, we have minimal
information related to the target. Therefore, it is easy to
be filtered in the pooling layer of the convolutional neural
network (CNN), and the feature dimension is also too low,
and it is not easy to detect and recognize.

4) Challenge in multidirection: The direction of the target is
overhead due to the shooting angle of view, while con-
ventional images are horizontally captured on the ground.
Therefore, there is greater certainty in the direction of the
object, such as moving objects and plants generally in
standing upright position on the ground.
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5) High complexity of the background: The optical remote
sensing satellite is imaging the ground; it will take indis-
criminate shooting and the ground surface information,
including bare soil, forests, hills, oceans, etc. Optical
remote sensing images generally have a very large field
of view, and the image contains a background of different
colors, which includes the strong interference in testing.

The fast advancement of remote sensing techniques has sub-
stantially increased the quality and quantity of remote sensing
images that characterize many objects on the earth’s surface,
such as buildings, airports, airplanes, and so on. However, the
aerial, naval, and land vehicle detection task is among the
most challenging and highly focused tasks due to its versatile
applicability. A series of works has been proposed for vehicle
detection from a landscape view. Among the initial works for
vehicle detection in the landscape angle, Hu et al. [8] proposed
SENet to enhance or suppress the feature information by learn-
ing the weight of each channel. Woo er al. [9] proposed the
hybrid domain attention mechanism, i.e., convolutional block
attention module, which combined spatial attention and channel
attention. Likewise, Liu ef al. [10] combined channel attention
with YOLOvV3, and it enhanced the ability of the network
to distinguish the background and the target. In addition to
such models, many lightweight networks are also proposed to
increase the detection speed, including SqueezeNet [11] and
MobileNets [12], to mention a few. Fang et al. [13] combined
SqueezeNet with YOLOv3-tiny and get a tinier network. How-
ever, these techniques cannot be directly applied to optical
remote sensing image target detection and identification. To the
best of our knowledge, target vehicle detection for the remote
sensing image has not been studied in previous works. This
naturally brings a significant need of intelligent earth observa-
tion through automated analysis and understanding of aerial or
satellite images.

This article proposes an improved YOLOv4 algorithm for
the remote sensing image target detection model. The setting
of the nonmaximum suppression (NMS) threshold and anchor
allocation schemes are used to improve the YOLO-v4 target
detection method. This solves the problems of multidirection
target and small target detection in the remote sensing image
environment and improves the target detection accuracy. This
work provides the following contributions.

1) Target box dimension clustering is introduced, in which
the K -means algorithm is used to cluster the target box
of the remote sensing image dataset. The optimal width
and height value is calculated, and the predefined anchor
in YOLOV4 is modified accordingly.

2) We attempt to investigate the target detection in the remote
sensing image dataset using different models to show the
significance of target detection in remote sensing images.

3) We conduct a deep empirical study on target detection in
the remote sensing image dataset to further examine the
impact on the performance of the existing methods.

The rest of this article is organized as follows. The related lit-
erature is discussed in Section II. Section III provides the details
of the proposed approach for target detection in remote sensing
images. The experimentation settings, results, and analysis on
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publicly available datasets are described in Section I'V. Finally,
Section V concludes this article.

II. RELATED WORK

CNN-based target identification techniques outperform con-
ventional target detection algorithms, such as HOG Cas-
cade [14], deep-spatial-spectral global reasoning [15], graph
convolutional networks [16], multimodel deep learning [17],
deformable parts model (DPM) [18], and histogram of oriented
gradients—support vector machine (HOG-SVM) [19], to men-
tion a few.

CNN-based target detection models are broadly classified into
two types: 1) two-stage models and 2) one-stage models.

The region-based convolutional neural network (R-CNN) [20]
followed by Fast R-CNN [21], Faster R-CNN [22], and mask R-
CNN [23] are two-stage models. The two-stage target detection
methods, as the name suggests, split the detection process into
two stages. First, the region proposed network [24] is utilized
to extract target information, and then, the detection layers
anticipate target position and category information. The others
are one-stage target detection algorithms, such as single-shot
multibox detector (SSD) [25], YOLO [26], YOLOV?2 [27], and
YOLOV3 [28].

In 2015, YOLO [26] introduced an integrated detection
scheme that combines candidate frame extraction, CNN learn-
ing features, and NMS optimization in order to simplify the
network structure. The detection speed is nearly ten times faster
than that of the R-CNN. This enables the deep learning target
detection algorithm to meet the requirements of real-time de-
tection tasks while utilizing the computing power available at
the time; however, detection performance on small targets is
poor. YOLOV2 [27] improves the accuracy of target regression
and positioning by adding batch normalization, high-resolution
classifier, dimension clusters, convolution with anchor boxes,
and other optimization models to the network structure of
YOLOvI. YOLOv3 [28] utilizes the residual network based
on YOLOV2, and the binary cross loss function is used as the
loss function to combine the feature pyramid network (FPN)
structure. YOLOV4 [29] and YOLOV3 are very similar in struc-
ture, and both use the backbone feature extraction network, then
construct a feature pyramid by the extracted image features,
and finally output the results of three scales. The process of
target classification and bounding box regression prediction
is basically the same. Compared to YOLOv3, YOLOv4 sig-
nificantly improved the detection accuracy while maintaining
similar detection speed.

The fast advancement of computer technology allows us to
use CNNs for various applications [30], [31], because they
need a large amount of processing power. CNN-based target
identification techniques outperform conventional target detec-
tion algorithms, such as HOG-cascade [14], DPM [18], and
HOG-SVM [19], in many ways, including in terms of speed
and accuracy. A CNN is a feedforward neural network that uses
convolutional computation and the deep structure. It is one of the
most crucial aspects of deep learning [32]-[34]. Deep learning



Fig. 1.  Flowchart of the proposed methodology.
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trained on the developed datasets for better feature reuse and
representation. Furthermore, the NMS threshold and anchor
allocation schemes were proposed for target detection in remote
sensing images to make more precise localization and improve
detection results. Evaluation metrics were computed to validate
the detection performance. Finally, the best model was selected
for target detection on remote sensing images.

A. Dataset Preparation

With the increasing demand for target detection in optical
remote sensing images, many aerial remote sensing datasets
have been developed in recent years. In this article, we use the
DOTA dataset [35], which contains 2000 aerial images of the city
and 15 categories of targets in total. There are more than 190 000
fully labeled targets, and each target is composed of the 8-D
parameter (1, y1, X2, Y2, 3, Y3, T4, Y4). All the other datasets
use diagonal coordinates with horizontal boxes (Zmin» Ymin> Tmaxs
YUmax)- According to the statistics, most of the targets in datasets
cannot be detected accurately in the rotation box. However,
we perform a target detection task on this dataset by using a
script, which is also an important reason for choosing the DOTA
dataset. From this dataset, four types of target are selected: plane,
ship, large vehicle, and small vehicle. The optical remote sensing
images in the DOTA dataset are generally large, which are not

Width Height

Fig. 2. Histogram of target’s width and height distribution.

suitable for direct processing. Therefore, we crop images into
608 x 608 size. Furthermore, to ensure that the target will not
be cropped, we calculate the target’s width and height in the
dataset, as illustrated in Fig. 2. According to statistics, 97.1%
of the target’s width is less than 100 pixels, and 97.4% of the
target’s height is less than 100 pixels. Therefore, setting the
width and height overlap area to 100 pixels can ensure that most
of the targets will not be cropped. The cropping process of a
single image is shown in Fig. 3. The total number of images by
cropping is 10 563; the images used for training verification are
about 80% (8400), and the test images are 20% (2163).

B. YOLOv4 Algorithm

1) YOLOv4 Structure: Based on the original YOLO object
detection architecture, YOLOvV4 retains the head of YOLOv3
and uses a more powerful backbone network and CSPDarknet53.
Additionally, it uses the idea of spatial pyramid pooling to
expand the receptive field and chooses PANet as the neck part for
feature fusion, as shown in Fig. 4. Meanwhile, it can be improved
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Fig. 3. Horizontal frame target detection algorithm in remote sensing images.

and optimized due to the Mish activation function, Mosaic data
enhancement, and DropBlock regularization. Integrating CSP on
each large residual block (Resblock) of Darknet53 can enhance
the learning ability of the CNN and maintain the accuracy
when the weight, computing bottlenecks, and memory costs
are reduced. Before each large Resblock, the input is divided
into two parts: input to the stacked residual unit, and the other
is directly convolved. Then, the results of the two parts are
concatenated and finally output through convolution.

2) YOLOv4 Detection Process: YOLOv4 follows the same
procedure as the original. It divides the image into sev-
eral grids, each of which predicts whether or not the tar-
get exists. Test results in YOLOv4 contain (4 + 1+ n)
(z,y,w, h,conf,clsy,clss,...cls,) parameters; (z,y,w, h) is
the bounding box information, (con f, clss,..., cls,) is the score
of each category and 3(4 + 1 + n) is the dimension of a cell’s
output. The input image size is 608 x 608 x 3, and there are n
types of detection categories. The YOLOv4 detection network
recognizes the image with three output scales. Large-scale tar-
gets are detected using the 19 x 19 grid, medium-scale targets
are detected using the 38 x 38 grid, and small-scale targets are
detected by the 76 x 76 grid. Expand the network output results
and arrange them in a total of 3 x (19 x 19 + 38 x 38 4+ 76 x
76) = 22743 prediction results, which are, then, decoded to
produce the output.

3) YOLOv4 Bounding Box Regression: Inthe YOLOv4 algo-
rithm, each cell has three anchor boxes. It chooses the target from
the training set, and the largest anchor frame of the intersection
over union (IoU) is responsible for detecting the target during
training. The prediction method of the specific bounding box is
shown in Fig. 5. The bounding box can be predicted as follows:

by =0 (ta) + Ca )]
b, = O'(ty) + ¢y 2)
by = puwe'™ 3)
by, = pne™ (4)

where ¢, and c, represent the offset of the grid relative to
the upper left. P, and P}, are the anchor width and height,
respectively, b, takes the center point of the bounding box of the
predicted standard, b,, and by, are the predicted frame width and
height, respectively, and o(.) is a sigmoid function. ¢, t,, t.,
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and tj, represent the network’s predicted value; by using these
parameters, YOLOv4 completes the adjustment of the detection
frame.

C. Improvements to the YOLOv4 Model

1) Setting NMS Thresholds by Category: This article initially
found that the YOLOv4 model has a low detection accuracy for
small targets (see Section IV). This is mainly due to the target’s
direction and dense arrangement in remote sensing images, as
shown in Fig. 6. The YOLO series of algorithms originally
detects horizontal frame targets, but the targets in optical remote
sensing images are in arbitrary directions and densely arranged.
The large vehicle uses a horizontal box as the bounding box; as
aresult, target overlap is very high. When we apply NMS, it arti-
ficially filters out many correctly detected targets. Furthermore,
we analyze different categories in the dataset to understand the
overlap of bounding boxes in horizontal box labeling, and the
statistical results are shown in Table I. Fig. 7 shows the statistical
histogram of the overlapped horizontal boxes of each category
target.

Aiming to improve the detection accuracy of overlapping
horizontal boxes, we propose an approach by setting the NMS
threshold for each category. In natural scenes, most of the
datasets are marked as horizontal boxes. The problem of over-
lapping horizontal frames is particularly prominent in optical
remote sensing images, as shown in Fig. 6. The YOLOv4
algorithm adopts a unified NMS threshold for each category.
The threshold is usually set to 0.3 (filtering process) for natural
field target detection, which is low for the remote sensing tar-
get detection problem. According to the statistical results, the
targets in optical remote sensing images are overlapped under
the horizontal frame. At the same time, it can be seen that the
overlap of each target is different. Thus, setting a uniform NMS
threshold has drawbacks for processing of all categories. This
article proposes different NMS threshold settings for different
categories of objects. In order to better understand the impact of
NMS threshold range on the detection accuracy of each category,
we modify NMS of the model so that each category can be able
to learn its own value. To find the optimal threshold of each
category, we set the value with 0.05 difference. The step-by-step
procedure of the NMS algorithm is given in Algorithm 1.

2) Improved Target Box Dimension Clustering: The YOLO
series model introduced the design of the anchor frame after the
YOLOV2 version. In the original algorithm, nine anchor boxes
are generated by k-means and are equally distributed to three
scales. Each scale corresponds to three anchor boxes. This abso-
lute average may lead to unreasonable anchor frame allocation.
For example, some anchor boxes can be processed in the middle
scale, but it is divided into the small-scale processing because
of the equal division. This article first applied the reclustering
technique to extract the anchor box, but the newly generated
anchor has poor results compared to the original one. Then,
we assigned anchor frames according to scale and allocate the
anchor frame by calculating the IoU between the anchor and each
scale. The blue box in Fig. 8 is the anchor box, and the other three
are positive. The anchor box and the IoU of the middle scale in
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TABLE I
HORIZONTAL FRAME OVERLAP STATISTICS
Category Number of  Overlap Average TIoU>0.2 IoU>0.3 IoU> 04
images rate overlap IoU
Plane 5964 54.3 0.09 262 (4.4%) 23(0.4%) 3
Ship 39457 74.9 0.1437 8650 (21.9%) 3579 (9%) 872
Small vehicle 88271 71.9 0.127 18400 (20.8%) 4661 (5.3%) 143
Large vehicle 15006 75 0.17 4452 (29.7%) 2414 (16.1%) 817
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Fig. 8.  Schematic diagram of anchor frame allocation.

the left in Fig. 8 are assigned to the middle scale with the largest
IoU for processing. The anchor box and the small-scale IoU
in the right are the largest and allocated to the small scale for
processing. However, still, accuracy is not improved. Finally,
to solve the problem in this article, we propose an approach

that first divides all targets into three scale targets of the large,
medium, and small according to the principle of anchor frame
distribution, and then, the /-means algorithm is used to cluster
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Algorithm 1: The Pseudocode of Non-
maximum Suppression (NMS) for our Approach.

1 Original Bounding Boxes:

2 B:[bl ..... ,bM],S:[Sl ..... ,SM],Nt
3 B refers to the set of original bounding boxes
4 S refers to the set of detection scores
5 NN; is the NMS threshold

6 Detection result:

7D« ||

8 while B # [] do

9 m <—argmax(S) M<b,,

10 D <D UM

1 B+~ B-M

12 for b, € B do

13 if ToU(M,b;) > N, then
14 B+ B—b;

15 S+ s;

16 end

17 end

18 return D, S

19 end

the targets in the three medium and small scales to obtain three
anchor boxes. To calculate the intersection ratio of all target
boxes in the dataset with the large-, medium-, and small-scale
boxes, the ratio divides the targets into three categories and,
then, clusters on each category to obtain anchor boxes of their
respective scales.

IV. EXPERIMENT AND ANALYSIS
A. Experimental Environment

The proposed method was executed on NVIDIA GeForce
RTX 2080Ti, 64-GB memory, and Ubuntu 16.04 LTS operating
system. We developed the whole framework in Python, which
is widely used in deep learning, and mostly, the libraries used
are scikit-learn, SciPy, matplotlib, and NumPy.

B. Implementation Details

We use the preprocessed dataset to analyze SSD, RetinaNet,
YOLOV3, YOLOv4, and YOLOv4_tiny. With the data enhance-
ment technique, all the network models use an Adam optimizer
and other hyperparameters with their respective algorithms’
default settings. For fair comparison between the results, all
the experimental configurations and hyperparameters of the
YOLO-based models were standardized. The initial learning
rate for 50 epochs was a little bit higher to freeze the backbone
feature extraction network (the backbone part does not perform
gradient backpropagation), and for the last 50 epochs, we used
lower learning rate and the backbone network was unfrozen. The
weight parameters of the model were refined, and the models
were trained up to 100 epochs.
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C. Evaluation Measures

In order to evaluate the effect of the target detection approach,
this article uses accuracy, recall, average precision (AP), mean
average precision (mAP), and frames per second (FPS) to eval-
uate the algorithm.

The accuracy rate is the proportion of the correct samples in
the total test, and it is calculated as

p_ TP
TP + FP
where true positive (TP) is the number of positive samples accu-
rately predicted, and false positive (FP) is the number of negative
samples that are incorrectly detected as positive samples.
The recall rate represents the proportion of positive samples
that are accurately predicted, and it is defined as

TP
R=——-
TP + FN
where false negative (FN) is the number of positive samples that
are predicted as negative samples. The AP is the area enclosed

by recall rate of correctness curve and the x-axis. It is expressed
as

®)

(6)

1
AP = /0 P(y)dy (7)

where y is the recall curve under different intersection ratio
thresholds.

The mAP refers to the mean value of all categories of the AP
and is calculated as

N
AP
mAP = 2on APn :

~ ®)

D. Experimental Results

1) Setting NMS Thresholds by Category: It can be seen from
Table I that the overlap rate of each category target is very high
with the horizontal bounding box. The plane overlap rate and the
average overlap IoU are the lowest. Therefore, it is least affected
by the overlap problem with the AP of 87.27% on YOLOV4, as
listed in Table II. The large vehicle has the highest overlap rate,
and the average overlap IoU is also the highest, which results in
the lowest detection accuracy. According to the statistical results
of Table II, when the NMS threshold is set to at 0.3, about 16.1%
of the correct detection targets of the large vehicles are artificially
filtered out.

The experimental surface sets the threshold in the classifica-
tion [0.5, 0.5, 0.5, 0.55]; the threshold setting of planes, ships,
and small vehicles is 0.5; however, for large vehicle, it is set to
0.55; the model performance is good with 77.68% mAP, which
is an increase of 2.53% compared to the original model setting.
At the same time, the detection frame rate of the model is about
5.5 FPS, which is the same as in the original YOLOV4.

2) Reclustering to Get the Anchor Box: Here, the K-means
algorithm is used to cluster the width and height of all the targets
in the dataset to obtain a new anchor box, i.e., (8,8), (12,21),
(20,22), (21,12), (25,38), (37,17), (43,47), (44,29), and (89,82).
With a newly generated anchor box during training and testing,
the hyperparameter settings of the environment are consistent
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TABLE II
PERFORMANCE OF YOLOV4 AGAINST DIFFERENT SETTINGS OF THE NMS THRESHOLD
Target category/NMS 0.3 0.4 0.45 0.5 0.55 0.6
Threshold
Plane 8727%  87.67% 87.83% 87.88% 871.71%  87.61%
Ship 82.67%  84.52%  84.93%  85.09%  85.00%  84.52%
Small vehicle 72.65%  73.56% 73.81% 73.84%  73.55%  72.89%
Large vehicle 58.02% 62.89%  63.59% 63.90% 6391% 63.27%
TABLE III
PERFORMANCE OF YOLOV4 WITH THE RECLUSTERING APPROACH TO GET THE ANCHOR BOX
Model plane ship large vehicle  small vehicle  mAP
YOLOv4 87.27%  82.67% 58.02% 72.65%  75.15%
YOLOv4_Cl1 86.21%  71.37% 53.46% 68.30%  69.83%
TABLE IV

PERFORMANCE OF YOLOV4 WITH ANCHOR FRAME ALLOCATION ACCORDING TO SCALE

Model plane ship large vehicle  small vehicle mAP FPS

YOLOv4 87.27%  82.67% 58.02% 72.65%  75.15% 5.3

YOLOv4_Cl1 86.21%  71.37% 53.46% 68.30%  69.83% 53

YOLOv4_C2  85.03%  70.39% 56.47% 63.19%  68.77% 5.9

TABLE V
PERFORMANCE OF YOLOV4 WITH ANCHOR FRAME ALLOCATION ACCORDING TO SUBSCALE CLUSTERING

Model plane ship large vehicle  small vehicle ~ mAP FPS

YOLOv4 87.27%  82.67% 58.02% 72.65%  75.15% 5.3

YOLOv4_Cl1 86.21%  71.37% 53.46% 68.30%  69.83% 53

YOLOv4_C2  85.03%  70.39% 56.47% 63.19%  68.77% 5.9

YOLOv4_C3 88.57%  76.60% 60.76% 7097%  74.22% 5.3

TABLE VI
PERFORMANCE (%) COMPARISON OF OUR APPROACH WITH OTHER APPROACHES
Model plane ship small vehicle large vehicle mAP FPS  Parameter
amount (M)

SSD [25] 70.97%  65.36% 23.58% 40.41%  50.08% 7.5 24.15
Mask R-CNN [38] 88.41%  83.68% 73.64% 53.7%  70.70% 907 24.15
Cascade Mask R-CNN [39] 88.17%  70.36% 73.64% 60.41%  70.71% 7.2 24.15
Faster R-CNN [40] 88.82%  78.01% 72.02% 60.56%  70.76%  14.3 24.15
RetinaNet [41] 29.86%  11.55% 2.16% 1.07%  11.16% 6.8 36.4
YOLOV3 [28] 82.72%  79.00% 71.35% 53.82%  71.73% 5.5 61.54
YOLOV4_tiny [42] 79.16%  65.50% 41.89% 46.89%  58.36% 19.5 5.89
YOLOV4 [29] 87.27%  82.67% 72.65% 58.02%  75.15% 5.3 63.95
YOLOV4_threshold =0.5 87.88%  85.09% 73.84 % 63.90% _ _ _
YOLOv4_C1 86.21%  71.37% 68.30 % 53.46%  69.83% 5.3 _
YOLOv4_C2 85.03%  70.39% 63.19 % 56.47%  68.77% 59 _
YOLOvV4_C3 88.57%  76.60% 70.97 % 60.76 % 74.22% 5.3 _

with those in the original model. The performance comparison of
YOLOv4 with the newly generated anchor box and the original
anchor box is shown in Table III. It is seen from Table IV that
the performance of the model is poor with the newly generated
anchor frame. It is due to the three scales in the model, and the
degree does not match the assignment of the anchor frame.

3) Assign Anchor Frame According to Scale: In order
to allocate anchor frames reasonably, we calculate the IoU
between the anchor frame and each scale and, then, assign the
anchor frame to the largest scale of the IoU for processing.
After the anchor frame and the IoU calculation of each scale,
one anchor box (8,8) is allocated to the small-scale processing,
three anchor boxes (12,21), (20,22), and (21,12) are allocated

to medium-scale processing, and five anchor boxes (25,38),
(37,17), (43,47), (44,29), and (89,82) are allocated to large-scale
processing. Modifying the model based on the allocation result,
against 608 x608 image size, the a priori boxes are reduced
from 22 743 to 11 913, which is 52.4% of the original. Moreover,
model results are illustrated in Table V.

4) Assign Anchor Frame According to Subscale Clustering:
In order to solve the problem of the reduction of scale anchor
frames, it also takes into account the problem of reasonable
allocation of anchor frames. We propose an approach that first
divides all targets into three scale targets of large, medium, and
small according to the principle of anchor frame distribution,
and then, the K'-means algorithm is used to cluster the targets in
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TABLE VII
SPEED COMPARISON OF OUR APPROACH WITH OTHER APPROACHES

Model Speed (fps)
SSD [25] 7.5
Mask R-CNN [38] 907
Cascade Mask R-CNN [39] 7.2
Faster R-CNN [40] 14.3
RetinaNet [41] 6.8
YOLOV3 [28] 5.5
YOLOV4_tiny [42] 19.5
YOLOV4 [29] 5.3
YOLOV4_threshold =0.5 -
YOLOv4_C1 53
YOLOv4_C2 5.9
YOLOvV4_C3 5.3
14
=
£
§ 10
2
6
2000 6000 10000

Number of instances

Fig. 9. Different number of instance frames per seconds.

the three large, medium and small scales to obtain three anchor
boxes. This operation calculates the intersection ratio of all
target boxes in the dataset with the large, medium, and small
scale boxes. The ratio divides the targets into three categories
and, then, clusters on each category to obtain anchor boxes of
their respective scales. After calculation, the small-scale anchor
frames are (6,10), (9,7), and (13,7); medium-scale anchor frames
are (12,22), (20,20), and (22,12); and large-scale anchor frames
are (30,25), (39,42), and (86,77). The test results are shown in
Table VI, and the speed comparison is shown in Table VII. Fig. 9
depicts the processing speed performance over the number of
instances. As shown in Fig. 9, the number of instances with the
highest performance for YOLOvV4 is 8,000. Additionally, from
2000 to 8000 instances, the improvement in YOLOv4 is 1.40
points in mAP. Therefore, the increased number of instances
required more compositional.

It can be seen from Table V that the new method has improved
the recognition accuracy of plane and large vehicles. Still, com-
pared with the original model, the recognition accuracy of ships
and small vehicles has dropped a lot, especially the detection
accuracy of ships has dropped by more than 6%. The AP drops
by nearly 1%.

From Table VIII, it can be seen that the NMS procedure is
used to integrate the results of images taken at diverse angles
and scales into a single image. Table VIII shows that both scale
and rotation data augmentations improve item detection per-
formance by a substantial margin, which is consistent with the
large-scale and orientation variability in DOTA. The region of
interest (Rol) transformer and an FPN were previously included
in this baseline (Basc) model. This shows that the FPN and
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TABLE VIII
ABLATION STUDY OF DATA AUGMENTATION

Model Base. Data augmentation

High overlap v v v v v
Multi-scale Train v v v v
Multi-scale Test v v v
Rotation Train v v
Rotation Test v
mAP 62.05| 63.28 65.97 69.97 72.62 74.22

YOLOv4 SSD

B rine

RetinaNet

I Small vehicles  Small vehicles [l Ship

Fig. 10.  Visual results of different models.

the Rol transformer do not completely solve the issue of scale
and rotation fluctuations, and geometric modeling using CNNs
remains an open challenge.

E. Performance Comparison With Other Approaches

In a comprehensive comparison of various models, YOLOv4
has the best target detection performance for optical remote
sensing images, the mAP reached 75.15%, and the AP value of
each category is the highest. YOLOv4 and YOLOV3 have almost
the same detecting speed, but the accuracy of the YOLOv4 model
is higher. The YOLOv4 tiny model has the fewest parameters;
the detection speed is faster when the model is smaller, but the
accuracy is lower. In comparison to the RetinaNet and SSD
algorithms, the YOLOvV4 algorithm has high detection accuracy.
RetinaNet inspection results are a little bit unexpected, and the
reason may be that the algorithm itself is effective in target detec-
tion of optical remote sensing images. If the results are not good,
it is also possible that the network is not well trained. Visual
detection results for YOLOv4 can be seen in Fig. 10. Based
on the above experimental results, we choose the YOLOv4
algorithm to detect targets in optical remote sensing images.
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We also compare our work with some recent techniques such
as Fourier-based rotation-invariant feature boosting [36] and
spatial frequency [37]. Still, these techniques use frequency and
rotation to extract the high-level features. Compared to extract-
ing features in rotation coordinates, this article uses the YOLOv4
deep learning models to improve the frame detection perfor-
mance and detect the object when targets have similar shape.

V. CONCLUSION

This article briefly introduced traditional single-stage target
detection algorithms, such as SSD, RetinaNet, and YOLO
series, and used the optical remote sensing target detection
dataset to train and test these models. Comparative results
showed that YOLOv4 has the best detection performance for
optical remote sensing targets. Furthermore, we explained the
structure of the YOLOv4 algorithm, the detection process,
the frame regression method and the improvement relative to
YOLOV3, and the analysis of detection results of the YOLOv4
algorithm. Aiming at the serious overlap of horizontal frames
in optical remote sensing images, this article proposed that a
classification setting of the NMS threshold method increases,
which increases the mAP by 2.53% without affecting the speed
of the model. In addition, we also studied the anchor frame
allocation problem in YOLOv4 and proposed two allocation
schemes. The class anchor frame scheme further improved the
detection performance of some categories.
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