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Medium- and Long-Term Precipitation Forecasting
Method Based on Data Augmentation and Machine

Learning Algorithms
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Abstract—Accurate medium and long-term precipitation fore-
casting plays a vital role in disaster prevention and mitigation
and rational allocation of water resources. In recent years, there
are various methods for medium- and long-term precipitation
forecasting based on machine learning algorithms. However, ma-
chine learning has a high demand for the size of sample data.
Therefore, this article proposes a data augmentation algorithm
based on the K-means clustering algorithm and synthetic minority
oversampling technique (SMOTE), which can effectively enhance
sample information. Besides, through constructing random forest
(RF), extreme gradient boosting (XGB), recurrent neural network
(RNN), and long short-term memory (LSTM) are, respectively,
constructed as the models to forecast monthly grid precipitation
of the Danjiangkou River Basin. This study aims to improve the
accuracy of medium- and long-term precipitation forecasting. The
main results are the following two aspects: 1) in most years, the
anomaly correlation coefficient and Pg score of SMOTE-km-XGB
and SMOTE-km-RF exceed that of XGB and RF; furthermore,
compared with the other three methods, SMOTE-km-XGB method
is more suitable for precipitation forecasting in the studied basin
in this article; and 2) the forecasting results of two deep learning
methods (RNN and LSTM) show that the sample data processed by
the K-means clustering algorithm and SMOTE data augmentation
algorithm have not achieved considerable results in deep learn-
ing. This study improves the accuracy of precipitation forecast by
expanding and balancing the information of sample data, and pro-
vides a new research idea for improving the accuracy of medium-
and long-term hydrological forecasting.

Index Terms—Extreme gradient boosting (XGB), K-means, long
short-term memory (LSTM), machine learning (ML), medium-
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and long-term precipitation forecasting, random forest (RF),
recurrent neural network (RNN), synthetic minority oversampling.

I. INTRODUCTION

M EDIUM- and long-term precipitation forecasting is an
important part of hydrological science, and always plays

a key role in flood control, disaster reduction, and the compre-
hensive utilization of water resources. However, with the growth
of the forecast period, the influencing factors of medium- and
long-term precipitation forecasting increasingly lead to more
uncertainties in forecasting and cause a decrease in the forecast-
ing accuracy. This has always been a difficult point in the field
of precipitation forecasting. Therefore, the in-depth study of the
medium- and long-term forecasting theory and methods not only
has important scientific value for enriching and developing the
precipitation forecasting theory but also has important practical
significance for disaster reduction and prevention and social and
economic sustainable development [1], [2].

However, medium- and long-term precipitation forecasting,
in terms of providing the total amount of precipitation in a certain
period of time in the future, is considered to be one of the most
difficult challenges in global climate models because its forecast
accuracy is influenced by many factors, such as precipitation
location, duration, frequency and intensity, orography, and land
use [3], [4]. Traditional medium- and long-term forecasts mainly
use statistical methods, dynamic methods, and a combination
of statistics and dynamics to produce forecasts. In recent years,
with the rapid development of the global satellite remote sensing,
cloud computing, and cloud storage technology, the possibility
and stability of the operation of the general circulation models
(GCMs) have been further improved, and the GCMs have grad-
ually replaced the classical statistical model and become the
main tool to release real-time monthly seasonal scale forecast
information for major meteorological–hydrological forecasting
centers around the world [5], [6]. At the same time, with the
rapid development of computer technology, the machine learn-
ing (ML) method based on Big Data mining technology has
been gradually applied to medium- and long-term precipitation
forecasts because of its high generalization ability and strong
robustness. The medium- and long-term precipitation forecast-
ing methods based on ML mainly build correlations between
precipitation and predictors. There are many factors affecting
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precipitation. In addition to the well-known meteorological-
climatic factors, predictor factors such as soundings [7], local-
scale effects, such as the mountain valley circulation effect [8],
atmospheric environment [9], and satellite imagery information
observed in the preconvective environment, vary greatly [10].

In recent years, with the continuous progress of science and
technology and the rapid development of information tech-
nology, the amount of data in human production and life has
increased geometrically, and gradually developed from bytes to
gigabytes, terabytes, petabytes, and even yottabytes. Big data
technology came into being and gradually became the focus of
scientific research. However, the diversity and mass of Big Data
is both a blessing and a challenge for the medium- and long-term
hydrological forecasting field. With the vigorous promotion of
water conservancy informatization, both the observation data of
surface meteorological stations and the observation data based
on satellite remote sensing have made great progress in recent
years in the “quality” and “quantity” of data with strong temporal
and spatial attributes and have gradually ushered in the “Big Data
era” of hydrology. These new information sources enrich our
understanding and enhance our modeling ability. However, in
the face of data information from various sources and structures,
how to use data mining technology to explore its intrinsic value
and connection from massive meteorological and hydrological
information is the frontier research field of developing hydro-
logical forecasting [11]. More importantly, without advanced
technology, we may not even realize what kind of hidden and
abstract information can be extracted or the limitation of the
accuracy of this extraction, which leads to the insufficient use
of available data [12].

To solve the aforementioned problems, some data-driven
methods, such as ML methods, have been proposed and widely
used in the face of complex and large variable relations to help
us extract useful information from the growing data [13]–[17].
Therefore, combining advanced ML methods with traditional
hydrological methods to realize medium- and long-term precip-
itation forecasting is not only an extension and improvement of
the traditional precipitation forecasting but also a great progress
in the interdisciplinary development of hydrological work. ML
methods can be divided into shallow ML and deep learning
according to the depth of the network. Shallow ML methods are
widely used in hydrology, such as random forest (RF) [18]–[20],
support vector machine (SVM) [21]–[23], extreme gradient
boosting (XGB) [24]–[26], light gradient boosting machine
(LGB) [27]–[29], etc. Deep learning methods such as recurrent
neural network (RNN) [30]–[32] and long short-term memory
(LSTM) [33] are not widely used in hydrology. In addition, in the
field of artificial intelligence, rather than whether the ML model
can show better performance, the ability to debug the model or
the model itself, the more important decisive factor is often the
data volume used to build the model. In the field of hydrology,
the length of hydrological series is limited, and sometimes it is
difficult to meet the number of samples needed by ML to build
a better model, which greatly affects the forecasting accuracy.
Therefore, it is critical to expand the hydrological series data
within a reasonable range to meet the basic requirements of the
ML model modeling to make the ML model play a better role

in medium- and long-term precipitation forecasting. Data aug-
mentation technology is a common technical method in the field
of ML, which is used to expand sample data information, and has
made outstanding achievements in the field of biomedical image
segmentation [34], environmental sound classification [35], text
recognition, and image recognition [36]–[38]. According to a
large number of studies, the commonly used data augmentation
methods include time stretching (TS) [39], synthetic minority
oversampling technique (SMOTE) [40], linear prediction cep-
stral coefficients (LPCC) [41], etc. However, data augmentation
is rarely used in hydrology.

Based on the aforementioned background, taking the Dan-
jiangkou River Basin as the study area, this article constructs a
data augmentation algorithm based on the K-means clustering
algorithm and SMOTE to expand the precipitation series. In the
meantime, taking the augmented sample data as input, two shal-
low ML models (RF, XGB) and two deep learning models (RNN,
LSTM) are constructed to compare the prediction results before
and after the expansion of precipitation data. In addition, the
differences, advantages, and disadvantages of prediction results
between shallow ML and deep learning models are discussed in
depth.

II. PROPOSED METHOD

A. Data Augmentation

ML can be roughly divided into supervised learning and
unsupervised learning according to the types of supervision.
Supervised learning requires that the training data be marked
and that the computer can identify the marked sample data
by using specific patterns. Supervised learning can be divided
into two categories: classification and regression. Classification
consists of training a machine to classify a set of data. For
example, in hydrological work, we divide floods into different
grades, which can be regarded as categories. By training a
computer with this marked (classified) flood data, we build an
ML model that can accurately judge which category (grade)
the flood belongs to for new flood sample data. Regression is
defined as training a machine to predict the future according to
the previously marked data. For example, when we perform pre-
cipitation forecasting, precipitation data are regarded as the label
of sample data, and atmospheric circulation factors and other
influencing factors are taken as characteristics. The machine
can learn potential laws from the sample data after the machine
learning model is trained. This model can forecast precipitation
according to the input of new atmospheric circulation factors.
Unsupervised learning [42] analyzes the inherent characteristics
and structure of data by learning a large number of unlabeled
data. The main methods of unsupervised learning are clustering
and dimension reduction. Clustering refers to grouping data
according to their characteristics. The grouping and classifi-
cation algorithms mentioned here are different. The groups of
classification algorithms are artificially defined, while the groups
in clustering algorithms are computer defined. For example, in
the aforementioned classification example, first, the floods are
artificially divided into several categories to classify the new
floods; in clustering, instead of artificially dividing the floods
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into several categories, the training samples are automatically
divided into different categories by machines. Dimension reduc-
tion finds the common points among data to reduce the variables
of datasets and reduce the occurrence of redundancy. Supervised
learning and unsupervised learning have their own advantages
and disadvantages. At present, supervised learning is the most
commonly used method for hydrological forecasting and has
achieved good results. Using an unsupervised learning method
to cluster sample data can avoid the influence of subjective
factors on hydrological events and make the machine run more
objectively, thus enhancing the credibility of forecast results.
Therefore, in this study, hydrological data are clustered first to
objectively classify them into different categories, and then, the
data expansion method is used to expand the few samples. The
expansion leads to a more balanced distribution and makes it
easier to achieve better results in model forecasting.

B. K-Means Clustering Algorithm

The K-means algorithm is a typical unsupervised ML algo-
rithm that is used to solve clustering problems. Because of its
simple and rapid implementation, it has become one of the top
ten classical data mining algorithms. The basic ideas and steps
of the K-means algorithm include the following.

1) Step 1: Sample data without labels constitute a sample
set D = {x(1), x(2), . . . , x(n)}. First, the sample set is divided
into K classes, randomly select cluster centers to form U =
{u1, u2, . . . , uk}.

2) Step 2: Traverse the sample set to calculate the distance
fromx(i) (i = 1, 2, . . . , n) tou1, u2, . . . , uk, andx(i) divide into
this category when the cluster center point uj (1 ≤ j ≤ k) with
the shortest distance appears.

3) Step 3: Traverse u1, u2, . . . , uk and move the new loca-
tion of the cluster center to the mean value of this category.
That is u′

j = (1/c)
∑c

d=1 x
(d), where j = 1, 2, . . . , k, where

x(d) represents the samples belonging to u′
j category, and c is

the number of training sample points in this category.
4) Step 4: Repeat Step 2 until the cluster center is no longer

changed.
5) Step 5: Finally, the distance between the samples in the

same class and the center of the samples is the closest, which is,
the samples in the same class have high similarity, that is, the
sum of squares between the samples in the same class and the
center of the cluster is the smallest

min

n∑
i=1

k∑
j=1

‖x(i) − uc(i)‖2. (1)

C. Proposed SMOTE Algorithm

The SMOTE algorithm was proposed by Chawla et al. in
2002. By artificially synthesizing sample data, the problem
of unbalanced data and too few samples can be solved. The
main principle of SMOTE is to linearly interpolate the training
samples, generate an appropriate number of samples according
to the oversampling rate, expand and augment the datasets of
fewer samples, and then, train the learner with the new training
sample set, thus improving the accuracy of the ML model.

The SMOTE data augmentation algorithm, as an oversampling
method that can effectively deal with unbalanced data, has been
widely and maturely applied in fraud detection and risk control
identification fields [43], [44], but has rarely been applied in
hydrology. Therefore, this article takes this data augmentation
algorithm as an exploratory preliminary attempt to broaden new
development methods and ideas for improving hydrological
forecasting accuracy. The principle of the SMOTE algorithm
is as follows.

1) Step 1: The number of multiclass samples in the sample
set is N+, and the number of small-class samples is N−. Cal-
culate the imbalance degree IR and oversampling rate K of the
original dataset, which are expressed, respectively, as

IR =
N+

N−
(2)

K = �IR�. (3)

2) Step 2: For each minority sample xi, calculate the Eu-
clidean distance with other minority samples, and find k nearest
neighbors (the Euclidean distance is the smallest), where k is
generally 5.

3) Step 3: According to the oversampling rate k, randomly
select k samples with returns from K nearest neighbors, record
them as x̄i (i = 1, 2, . . . ,K), and calculate (xi − x̄i).

4) Step 4: Use the following formula to synthesize new
sample xi

new:

xi
new = x+ rand(0, 1)(xi − x̄i), ˜I = 1, 2, . . . ,K. (4)

Circulate the aforementioned steps to synthesize new samples
artificially. The diagram of the proposed SMOTE algorithm is
shown in Fig. 1.

D. Data Augmentation Algorithm Based on Combination of
K-Means and SMOTE

In this article, first, the original sample datasets are clustered
into three categories by using the K-means algorithm so that
they can be objectively classified into different categories. Then,
the SMOTE data augmentation algorithm is used to balance
the unbalanced data among sample categories to achieve data
balance and augmentation. Fig. 2 shows the process of the data
augmentation algorithm.

III. ML METHODS

The hierarchical structure of ML algorithms can be divided
into shallow ML and deep learning. Shallow ML develops
rapidly and maturely, which successfully solves the problems of
low artificial efficiency and strong subjectivity. Deep learning is
a new technology. It has a deep network structure and can realize
multilayer and step-by-step extraction. Because of its powerful
network performance, it is widely used in many fields. Through
the development of the ML theory in medium- and long-term
hydrological forecasting, shallow ML is mainly based on the
application of decision tree models, while the application of
deep learning is limited, and the forecasting accuracy of the two
is indistinguishable. Therefore, this article considers applying
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Fig. 1. Diagram of the proposed SMOTE algorithm. (a) k-nearest neighbor
sample calculation. (b) New sample synthesis.

Fig. 2. Diagram of the data augmentation algorithm process.

two shallow ML models (RF, XGB) and two deep learning
models (RNN, LSTM) to medium- and long-term precipitation
forecasting for depth discussion and comparative analysis. The
principles of various models are as follows.

A. Random Forest (RF)

Random Forests (RF) is an ML algorithm combining the
Bagging ensemble learning theory [45] and random subspace
method [46]. It uses boostrap technology to sample the original
samples and generate multiple training samples. Each subset of
training samples is randomly selected by the random subspace
method to construct a decision tree, and finally, the optimal result
is selected by voting or averaging. A large number of studies
show that RF can effectively overcome the problems of noise
and overfitting, and has higher accuracy in forecasting (O’Neil).

Fig. 3. Main structure of RF.

The main steps of applying the stochastic forest method in
forecasting are as follows.

1) Step 1: It is assumed that M predictors are obtained
through screening, which together with hydrological series con-
stitute training sample set D = {(xi, yi), xi ∈ X, yi ∈ Y, i =
1, 2, . . . , N}, in which X is the explanatory variable of M-
dimensional vector composed of predictors, Y is the objective
variable of predicants (precipitation or runoff), and the sample
capacity is N .

2) Step 2: k training sample subsetsdk are randomly selected
from the training sample set D by the boostrap resampling
technique, and the capacity of the training sample subsets is
N .

3) Step 3: k CART decision trees are constructed for k
subsets of training samples. According to the random subspace
theory, m indicators (usually m =

√
M ) are randomly selected

from M indicators as node attribute values of the decision tree.
4) Step 4: Each decision tree grows recursively from top to

bottom to finally get a predicted value. Vote (mean) the results
of k CART decision trees as the final classification (regression)
result, which is the final predicted value. The main structure
diagram of the RF model is shown in Fig. 3.

B. Extreme Gradient Boosting (XGB)

Extreme gradient boosting (XGB) is a serial boosting algo-
rithm in ensemble learning proposed by C. Tianqi in 2014. It
is essentially a CART decision tree ensemble model, which
uses the prediction results of K trees as the final result. XGB
is a model integrating K CART decision trees. For sample
set D = {(xi, yi)} (|D| = N , xi ∈ Rm, yi ∈ R), XGB linearly
combines K learners as

ŷi = φ(xi) =

K∑
k=1

fk(x
i). (5)

The loss function in XGB is defined as

Lt =

K∑
k=1

L
(
yi, ft−1(x

i) + ht(x
i)
)
+Ω(ht) (6)
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Fig. 4. Structure of the RNN.

where ft−1(x
i) is a single learner in the previous round, and

a tree ht(x
i) can be found in the iteration of the round to

minimize L(yi, ft−1(x
i) + ht(x

i)). Ω(ht) is a regularization
term to prevent the model from overfitting

Ω(ht) = γJ + λ/2
J∑

j=1

ω2
tj (7)

where J is the number of leaf nodes in the decision tree, and
ωtj is the optimal value of the j leaf node in the jth iteration.
γ and λ are coefficients, which need to be adjusted in practical
application. Our goal is to get the corresponding model when
the loss function is minimized.

C. Recurrent Neural Network (RNN)

The recurrent neural network (RNN) originated from the
Hopfield network proposed by Hopfield in 1982. It is a special
neural network structure that was proposed according to the
viewpoint that human cognition is based on past experience and
memory. With the development of deep learning and Big Data,
researchers have found that the RNN has strong data mining
ability; thus, it has gradually become widely used.

The neural network includes an input layer, a hidden layer,
and an output layer. The layers are connected by weights, and the
value of the output layer is calculated by the activation function.
Neurons in each layer are not connected with each other. The
biggest difference between the RNN and the feed forward neural
network is that the weights are connected between neurons in
layers, which is very important in time series prediction. The
current output is also related to the previous output. Each neuron
in each layer is not independent from the others but has a
directional cycle. Therefore, the RNN will memorize previous
information and apply it to the calculation of the current output.
On the basis of the feed forward neural network diagram, the
structure of the RNN is shown in Fig. 4.

Fig. 5. Expanded structure of the RNN.

Fig. 6. Structure of the LSTM.

D. Long Short-Term Memory (LSTM)

To solve various problems caused by gradient disappearance
in the RNN [47], Hochreiter proposed an improved model
based on the RNN-long-term and short-term memory model
(LSTM) [48] in 1997, which was further improved by Grave [49]
in 2008. We expand the standard RNN in the previous section
(taking the activation function as tanh function as an example)
as shown in Fig. 5. The difference between the LSTM and
traditional RNN is that there is only one network layer in the unit
of the traditional RNN network, while there are four network
layers in the LSTM. The structure of the LSTM is shown in
Fig. 6.

IV. STUDY AREA AND DATASET

A. Study Area

Danjiangkou River Basin is located between 31◦ ∼ 34◦ N lat-
itude and 106◦ ∼ 112◦ E longitude, with a drainage area of about
95 217 km2, accounting for 60% of the total area of Hanjiang
River Basin (see Fig. 7). In the basin, mountains account for
79%, hills account for 18%, and only 3% are plains. The south
side is bounded by Micang Mountain and Daba Mountain, and
the north side is bounded by Qinling Mountains. In the basin,
there are dense rivers, developed water systems, and abundant
water resources. The water systems are distributed on both sides
of the Han River in pulse shape, and the tributaries are generally
short. There are many water conservancy projects in the basin,
among which Danjiangkou Reservoir is the water source of the
Middle Route Project of South-to-North Water Transfer, which
plays a key role in national water resources dispatching. The
annual average temperature in the basin is about 15∼17 ◦C,
and the average evaporation in the basin is 900∼1500 mm.
The precipitation and water vapor are abundant, but they are
unevenly distributed during the year. The rainy season is mostly
concentrated in May to October, and the precipitation accounts
for more than 80% of the whole year. The average annual
precipitation is about 700∼1100 mm.
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Fig. 7. Map of the Danjiangkou river basin.

B. Dataset

This article adopts two kinds of datasets. The predictands
dataset is precipitation dataset, while the predictors used are
remote-related climate indexes.

1) Predictands Data: The measured data used in this article
are the gridded dataset CN05.1, which was established by W.
Jia [50] in 2012 on the basis of the method adopted by dataset
CN05 [51], with a spatial resolution of 0.25 × 0.25. CN05.1
based on the daily data of more than 2400 meteorological ob-
servation stations (including national reference climate stations,
national basic meteorological stations, and national general me-
teorological stations) distributed all over Chinese, the interpo-
lation calculation is carried out by anomalous approach [52],
and the time used in this article is the monthly precipitation data
from 1982 to 2015. Fig. 7 shows the distribution of CN05.1 grid
in Danjiangkou river basin.

2) Predictors Data: The predictors are based on 130 remote-
related climate indexes provided by the National Climate Center
in China.1 Climate indexes contain three parts: 88 atmospheric
circulation indexes, 26 sea surface temperature indexes, and 16
other indexes.

V. RESULTS AND DISCUSSIONS

In this article, the K-means clustering algorithm and SMOTE
algorithm are combined to augment the sample data to improve
the forecasting accuracy. Then, four precipitation forecasting
models are constructed, specifically, two shallow ML models
(RF, XGB) and two deep learning models (RNN, LSTM), to
analyze and observe the stability and universality of the data aug-
mentation algorithm. To verify the practical applicability in the
data augmentation algorithm and the difference of forecasting
accuracy before and after augmentation, the anomaly correlation

1[Online]. Available: https://cmdp.ncc-cma.net/Monitoring/cn_index_130.
php

coefficient (ACC) and Pg score are used to test and evaluate,
respectively, the forecasting accuracy of the precipitation model.
The two scores are introduced as follows.

1) Anomaly correlation coefficient (ACC): Anomaly corre-
lation coefficient (ACC), also known as spatial similarity
coefficient, is an evaluation index determined and recom-
mended by the 11th working conference of the World Me-
teorological Organization (WMO) held in Italy in 1996,
which reflects the spatial similarity between predicted and
measured values. The range of ACC is [−1, 1], and the
closer it is to 1, the higher the prediction accuracy. The
ACC calculation formula is

ACCn

=

∑M
m=1(Δom,n −Δon)× (Δfm,n −Δfn)√∑M

m=1(Δom,n −Δon)2 ×
∑M

m=1(Δfm,n −Δfn)2

(8)

where m = 1, 2, . . . ,M is the number of grid points in
the region. n = 1, 2, . . . , N is the sample capacity of time
series. om,n is the observed precipitation. fm,n is the
forecasted precipitation. om is the average of observed pre-
cipitation at the grid m, where om = (1/N)

∑N
n=1 om,n.

Δom,n is the differential value between the observed
precipitation and multiyear average precipitation at time
n and Δom,n = om,n − om. Δom is average value of
observed precipitation and multiyear average precipita-
tion at time n at all grid points in the region, and on =
(1/M)

∑M
m=1 om,n. fm is the average of forecasted pre-

cipitation at the grid m, and fm = (1/N)
∑N

n=1 fm,n.
Δfm,n is the differential value between forecasted pre-
cipitation and multiyear average precipitation at time n
and Δfm,n = fm,n − fm. Δfm is the average value of
forecasted precipitation and multiyear average precipi-
tation at time n at all grid points in the region, and
Δfm,n = fm,n − fm.

2) Graded test Pg score: The graded test Pg score is mainly
used to assess the magnitude proximity between fore-
casted and observed precipitation anomaly percentage,
and it is a qualitative grade evaluation standard for op-
erational forecast by China Meteorological Administra-
tion since January 1, 2010. Precipitation trend forecast
is judged according to the six-grade scoring system. See
Table I for detailed classification standards.

See Table II for specific inspection criteria of the Pg score,
with the lowest score of 0 and the highest score of 100. When
the sign and magnitude of the forecasted and observed anomaly
percentage are the same, the score is 100 points. When the
difference between the forecasted and observed magnitude is
one level, 20 points will be deducted. If there is a difference
of two levels, 40 points will be reduced, and so on, until it is
reduced to 0 points. When the forecasted and observed anomaly
symbols are inconsistent, 20 points will be deducted on the
basis of magnitude reduction until it is reduced to 0 points. The
Pg score encourages abnormal prediction. When the prediction
is abnormal and the difference between prediction and actual

https://cmdp.ncc-cma.net/Monitoring/cn_index_130.php
https://cmdp.ncc-cma.net/Monitoring/cn_index_130.php
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TABLE I
GRADING STANDARD OF PG SCORE

TABLE II
SCORING SYSTEM OF PG SCORE

Fig. 8. ACC score of SMOTE-km-XGB and XGB.

measurement is one order of magnitude, ten points can be added
to the aforementioned score.

A. Results of the Shallow ML Forecasting Model

To verify the rationality and effectiveness of the SMOTE data
augmentation algorithm and K-means clustering algorithm in
improving precipitation forecasting accuracy, four ML predic-
tion models are used to verify and compare the results. This
section introduces two shallow ML models. The SMOTE data
augmentation algorithm and the K-means clustering algorithm
use the XGB model to forecast precipitation, which is abbrevi-
ated as SMOTE-km-XGB for convenience. The SMOTE data
augmentation algorithm and the K-means clustering algorithm
are used to forecast precipitation with the RF model, which is
abbreviated as SMOTE-km-RF for convenience. Figs. 8 and 9
show the ACC score comparison between the aforementioned
two methods and the original method without SMOTE-km.

The ACC score in Fig. 8 shows that the prediction perfor-
mance of the SMOTE-km-XGB method is superior to that of
the XGB method in January, February, April, June, July, and
September. In most years, the ACC value exceeds that of the
XGB method, even more than double in some months, and there

Fig. 9. ACC score of SMOTE-km-RF and RF.

is a clear trend of improving accuracy in other months. The
fluctuation range of the ACC value is smaller than that of the
SMOTE-km-XGB, and the model shows higher stability and
robustness, which shows that the coupling of the SMOTE data
augmentation algorithm and K-means clustering is beneficial
for expanding the sample datasets and improving the forecasting
accuracy when the XGB model is used for precipitation forecast-
ing. At the same time, the ACC scores of both the SMOTE-km-
XGB and XGB methods are higher in June and July than those of
other months, while the ACC scores in December are generally
lower. A possible reason is that the precipitation level is larger in
June and July during the flood season, and the ACC value does
not fluctuate as much as when the precipitation level is small
through calculation. The ACC score is more sensitive when the
precipitation level is small. Generally, the SMOTE-km-XGB
method has achieved reasonable application results in the study
of precipitation forecasts in river basins. The ACC score in Fig. 9
shows that the gap of the SMOTE-km coupling algorithm in
the RF precipitation prediction model is not significant, and
SMOTE-km-RF only shows a weak advantage. Searching for
the reason for the depth may have a great relationship with the
principle of the RF model itself. As seen from the introduction
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of RF, when using sample datasets to construct decision trees,
RF uses bootstrap resampling technology to randomly sample
the sample datasets to obtain sample data subsets, which is also
a way of virtually increasing the number of samples. Therefore,
the SMOTE-km algorithm did not greatly improve the fore-
casting accuracy. However, judging from the fluctuation range
of the ACC value, the SMOTE-km-RF method has a smaller
fluctuation range and is more stable, which means that if the
forecasting accuracy of the RF model is not good in some special
years, using the SMOTE-km method to expand the sample data
has advantages and changes that cannot be underestimated. From
the perspective of monthly changes, the ACC scores in July and
August are more stable; their values basically fluctuate within
the range of [0.1,0.6], which may be due to the stable changes of
the forecast model in ACC scores when the precipitation level
is large. Different from the quantitative calculation of the ACC
index, the Pg score mainly focuses on the forecasting accuracy
of the model prediction value in order of magnitude, which is
a qualitative index. The closer its value is to 100, the better the
forecasting accuracy is. The deeper blue is in the figure, the
better the forecasting accuracy is; the deeper red is, the worse
the forecasting accuracy is. To simplify the layout, the values of
the Pg score of the SMOTE-km-XGB, XGB, SMOTE-km-RF,
and RF precipitation forecasting models are drawn in the same
picture, but they are still separately compared and analyzed, as
shown in Fig. 10. The left half of the Pg score shows that the
forecast accuracy of the SMOTE-km-XGB method in January,
February, May, June, and July is much higher than that of
XGB. In January, among 167 grid points in the whole basin,
approximately 80% of the grid points scored above 80, only
six grid points scored below 70, and no grid points scored
below 60. However, because the XGB score has two grid points
whose scores are lower than 50, the prediction results are almost
difficult to adopt, only three grid points exceed 80, and most
other grid points are between [60,70]. In June, more than half
of the grid points had a Pg score above 90, and the Pg score
of the whole basin was not less than 70. When only the XGB
method is used for forecasting, the Pg score is between 70 and
80 at most grid points, and few grid points exceed 80. Among
statistical data of 167 grids, only one grid has a Pg score above
90. It is fully explained that the precision of the SMOTE-km
data expansion algorithm is improved when it is applied to the
XGB model to forecast precipitation. It can be seen from the
right half of the Pg score chart that the SMOTE-km-RF method
is slightly better than the RF method in February, April, July,
and October. In February, more than 70% of the grid score in
the SMOTE-km-RF model scored above 80, a few grid points
scored above 80 in the RF model, but most grid points scored
lower than those in the SMOTE-km-RF model. There is a large
difference between the two methods in April. Only one lattice of
SMOTE-km-RF has a Pg score lower than 70, and approximately
half of the lattice scores are higher than 80, while the scores of
nearly half of the grids of the RF method are lower than 70, and
the scores of three grids are lower than 60. However, the Pg score
shows that the SMOTE-km-RF method is slightly inferior to the
RF method in May and December, which is consistent with the
ACC score.

Fig. 10. Pg score of SMOTE-km-XGB, XGB, SMOTE-km-RF, and RF.

B. Results of Deep Learning Forecasting Model

This section introduces the prediction results of two deep
learning models, which are abbreviated as SMOTE-km-RNN
and SMOTE-km-LSTM. Figs. 11 and 12 show the ACC score
comparison between the aforementioned two methods and the
original method without SMOTE-km.

The ACC score in Fig. 11 shows that the SMOTE-km method
has no obvious contribution to the improvement of accuracy
in the RNN precipitation forecasting model. Even in May and
August, the ACC score of the SMOTE-km-RNN precipitation
forecasting model is lower than that of the RNN. The reason
may be that although the sample capacity is increased when ex-
panding the sample data by the SMOTE-km data augmentation
algorithm, the noise data of the sample data are also invisibly in-
creased. When the deep learning model connects the multilayer
neurons to the sample data, it constantly calculates through the
activation function. In other words, the existence of noise data
additionally increases the calculation error of the model. For
deep learning, the monthly series data in hydrology still cannot
meet the requirements in terms of data quantity. Therefore, it
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Fig. 11. ACC score of SMOTE-km-RNN and RNN.

Fig. 12. ACC score of SMOTE-km-LSTM and LSTM.

may not be helpful for the deep learning model to increase a
small part of the sample data by the data amplification method as
it also virtually increases the loss of the model, which wastes the
sample data preprocessing time and increases the model error.
Coincidentally, in Fig. 12, when the SMOTE-km method is
applied to the LSTM precipitation forecasting model, the ACC
value is almost the same as that forecasted by directly using
LSTM. Different from the RNN model, the SMOTE-km-LSTM
precipitation forecasting model does not show worse results
than the LSTM precipitation forecasting model in individual
months. This may be related to the difference in structure
between the LSTM and RNN models. Compared with the RNN
model, the LSTM model has a layer of memory units, which
makes the LSTM model have a memory function. Therefore,
the forecasting model has strong stability and is weak under the
influence of redundant data and noise data. The left half of Fig. 13
shows the Pg score of the RNN precipitation forecasting model,

Fig. 13. Pg score of SMOTE-km-RNN, RNN, SMOTE-km-LSTM, and
LSTM.

which uses the SMOTE-km algorithm to expand sample data and
does not use the data expansion algorithm, which is similar to the
ACC score. In May and August, the forecasting accuracy of the
SMOTE-km-RNN model is lower than that of the RNN model,
and there is little difference in the ACC value between the two
models in other months. In May, more than half of the grids in the
RNN model scored more than 80, while only a few grid points
scored more than 80 in the SMOTE-km-RNN model, and one
grid even scored less than 50. Therefore, its accuracy was poor. In
the right half of Fig. 13, the Pg scores of the LSTM precipitation
forecasting model are expanded with the SMOTE-km algorithm
and without the data expansion algorithm. In February, the Pg
scores of the SMOTE-km-LSTM are quite different from those
of LSTM, and the Pg scores of almost all grid points are lower
than LSTM. It can be roughly observed from Fig. 13 that the
forecasting accuracy of the LSTM precipitation forecasting
model in the Danjiangkou Basin is slightly better than that of
the RNN precipitation forecasting model, which is worthy of
attention and development in future research. Generally, the
SMOTE-km data augmentation algorithm has not achieved
considerable results in deep learning. From the ACC score
and Pg score, the prediction accuracy does not show obvious
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Fig. 14. ACC score of SMOTE-km-XGB, SMOTE-km-RF, SMOTE-km-
RNN, and SMOTE-km-LSTM.

differences between months, which is somewhat different from
the results of shallow ML precipitation forecasting.

C. Results of Shallow and Deep Learning Forecasting Model

To compare and analyze the accuracy of four precipita-
tion forecasting models: SMOTE-km-XGB, SMOTE-km-RF,
SMOTE-km-RNN, and SMOTE-km-LSTM, the ACC scores
and Pg scores of the four models were compared (see Figs. 14
and 15). It is easy to see that SMOTE-km-XGB outperforms
the other three models in more months, and the forecasting
accuracy of the two shallow ML models is better than that of
the two deep learning models, especially in January, June, July,
and August. In February, when the Pg scores of most grids of
the two shallow ML models exceeded 80, the Pg scores of the
two deep learning models were generally low, especially for
the RNN model, where the Pg scores of most grid points were
lower than 70 and three grid points were lower than 50. In
June, the ACC score and Pg score of SMOTE-km-XGB were
significantly higher than those of the other three models. In
July, the Pg scores of the two shallow ML models exceeded
80 in most grids, while the Pg scores of the two deep learning
models were lower than 70 in most grids. At the same time, the
forecasting accuracy of the shallow ML model is similar in 167
grids in the whole basin, while the two deep learning models
are different. The differential value of the Pg score in the same
month can even reach more than 50, which is not very accurate
for the forecasting of grid precipitation data. The aforementioned
results show that when the amount of sample data is very small,
the deep learning model does not show the advantages of deep
mining, and the forecasting accuracy cannot reach the accuracy
of the shallow ML model. The aforementioned results show that
the SMOTE-km-XGB method is more suitable than the other
three methods for precipitation prediction in the basin studied
in this article.

Fig. 15. Pg score of SMOTE-km-XGB, SMOTE-km-RF, SMOTE-km-RNN,
and SMOTE-km-LSTM.

VI. CONCLUSION

In view of the characteristics of the ML model, the amount
of data used in the model construction directly affects the
accuracy of ML modeling. Therefore, this article constructs a
data augmentation algorithm based on the K-means clustering
algorithm and SMOTE to expand the precipitation series to
expand the data within a reasonable range to meet the basic needs
of the ML model and improve the performance of medium- and
long-term precipitation forecasting. First, the sample datasets are
clustered by the K-means clustering algorithm, and the sample
data are grouped into three categories. Then, the SMOTE data
augmentation algorithm is used to expand the categories with
a small number of samples in the class according to the over-
sampling rate of the original datasets, and the final augmented
samples make the sample data more balanced when the sample
data amount increases. Taking the augmented sample data as
input, four ML models (XGB, RF, RNN, and LSTM) are used to
compare the forecasting results before and after the augmented
precipitation data. The differences between shallow ML and
deep learning are compared, and the differences, advantages, and
disadvantages between shallow ML and deep learning models
are discussed in depth. The results of the case study of the
Danjiangkou River basin are summarized as follows.
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1) The forecasting results of two shallow ML methods (RF
and XGB) show that the forecasting accuracy is improved
after the sample data are processed by the K-means cluster-
ing algorithm and SMOTE data augmentation algorithm.
In most years, the ACC and Pg scores of SMOTE-km-
XGB and SMOTE-km-RF exceed those of XGB and RF.
Furthermore, compared with the other three methods,
SMOTE-km-XGB method is more suitable for precipi-
tation forecasting in the basin studied in this article.

2) The forecasting results of the two deep learning methods
(RNN and LSTM) show that the sample data processed
by the K-means clustering algorithm and SMOTE data
augmentation algorithm have not achieved considerable
results in deep learning. The possible reason is that when
the sample data are very small, the requirements of the
deep network cannot be met.

3) This study improves the accuracy of precipitation fore-
casting by expanding and balancing the information of
sample data, and provides a new research idea for improv-
ing the accuracy of medium- and long-term hydrological
forecasting.

REFERENCES

[1] A. J. Simmons, K. M. Willett, P. D. Jones, P. W. Thorne, and D. P. Dee,
“Low frequency variations in surface atmospheric humidity, temperature,
and precipitation: Inferences from reanalyses and monthly gridded obser-
vational data sets,” J. Geophys. Res., Atmos., vol. 115, no. D1, pp. 1–21,
Jan. 2010.

[2] G. Thompson, P. R. Field, R. M. Rasmussen, and W. D. Hall, “Explicit
forecasts of winter precipitation using an improved bulk microphysics
scheme. Part II: Implementation of a new snow parameterization,” Monthly
Weather Rev., vol. 136, no. 12, pp. 5095–5115, Dec. 2008.

[3] W. Volker et al., “The convective and orographically-induced precipitation
study (COPS): The scientific strategy, the field phase, and research high-
lights,” Quart. J. Roy. Meteorological Soc., vol. 137, pp. 3–30, Jan. 2011.

[4] J. Guo et al., “Investigation of near-global daytime boundary layer height
using high-resolution radiosondes: First results and comparison with ERA-
5, MERRA-2, JRA-55, and NCEP-2,” Atmospheric Chem. Phys., vol. 21,
no. 22, pp. 17079–17097, Nov. 2021.

[5] S. Saha et al., “The NCEP climate forecast system version 2,” J. Climate,
vol. 27, no. 6, pp. 2185–2208, Mar. 2014.

[6] A. Cottrill et al., “Seasonal forecasting in the Pacific using the coupled
model POAMA-2,” Weather Forecasting, vol. 28, no. 3, pp. 668–680,
2013.

[7] D. Botes, J. R. Mecikalski, and G. J. Jedlovec, “Atmospheric infrared
sounder (AIRS) sounding evaluation and analysis of the pre-convective en-
vironment,” J. Geophysical Res. Atmos., vol. 117, 2012, Art. no. D09205.

[8] J. Guo et al., “Viurnal variation and the influential factors of precipitation
from surface and satellite measurements in Tibet,” Int. J. Climatol., vol. 34,
pp. 2940–2956, 2014.

[9] M. Min et al., “Estimating summertime precipitation from Himawari-8 and
global forecast system based on machine learning,” IEEE Trans. Geosci.
Remote Sens., vol. 57, no. 5, pp. 2557–2570, May 2019.

[10] X. Zou, Z. Qin, and F. Weng, “Improved coastal precipitation forecasts with
direct assimilation of GOES-11/12 imager radiances,” Monthly Weather
Rev., vol. 139, no. 1, pp. 3711–3728, Dec. 2011.

[11] M. Wakin, Dimensionality Reduction. New York, NY, USA: Wiley, 2007.
[12] C. Shen, “A transdisciplinary review of deep learning research and its

relevance for water Resourc.es scientists,” Water Resour. Res., vol. 54,
no. 11, pp. 8558–8593, Nov. 2018.

[13] J. E. Shortridge, S. D. Guikema, and B. F. Zaitchik, “Machine learning
methods for empirical streamflow simulation: A comparison of model
accuracy, interpretability, and uncertainty in seasonal watersheds,” Hydrol.
Earth Syst. Sci., vol. 7, no. 20, pp. 2611–2628, 2016.

[14] K. Fang and C. Shen, “Full-flow-regime storage-streamflow correlation
patterns provide insights into hydrologic functioning over the continental
US,” Water Resour. Res., vol. 53, 8064–8083, 2017.

[15] P. S. Yu et al., “Comparison of random forests and support vector machine
for real-time radar-derived rainfall forecasting,” J. Hydrol., vol. 552,
pp. 92–104, 2017.

[16] Z. Liang et al., “Long-term streamflow forecasting using SWAT through
the integration of the random forests precipitation generator: Case study
of Danjiangkou reservoir,” Hydrol. Res., vol. 49, no. 5, pp. 1513–1527,
2018.

[17] Z. M. Yaseen et al., “Stream-flow forecasting using extreme learning
machines: A case study in a semi-arid region in Iraq,” J. Hydrol., vol. 542,
pp. 603–614, 2016.

[18] L. Breiman, “Random forest,” Mach. Learn., vol. 45, pp. 5–32, 2001.
[19] L. Schoppa, M. Disse, and S. Bachmair, “Evaluating the performance

of random forest for large-scale flood discharge simulation,” J. Hydrol.,
vol. 590, Sep. 2020, Art. no. 125531.

[20] J. M. Sadlera, J. L. Goodalla, M. M. Morsyab, and K. Spencerc, “Mod-
eling urban coastal flood severity from crowd-sourced flood reports using
Poisson regression and random forest,” J. Hydrol., vol. 559, pp. 43–55,
Apr. 2018.

[21] C. Cortes and V. Vapnik, “Support-vector networks,” Mach. Learn., vol. 20,
no. 3, pp. 273–297, 1995.

[22] R. Noori et al., “Assessment of input variables determination on the
SVM model performance using PCA, Gamma test, and forward selection
techniques for monthly stream flow prediction,” J. Hydrol., vol. 401,
no. 3-4, pp. 177–189, 2011.

[23] Z. He et al., “A comparative study of artificial neural network, adaptive
neuro fuzzy inference system and support vector machine for forecast-
ing river flow in the semiarid mountain region,” J. Hydrol., vol. 509,
pp. 379–386, 2014.

[24] T. Chen and C. Guestrin, “XGBoost: A scalable tree boosting system,” in
Proc. ACM SIGKDD Int. Conf. Knowl. Discov. Data Mining, Aug. 2016,
pp. 785–794.

[25] S. Abba et al., “Evolutionary computational intelligence algorithm coupled
with self-tuning predictive model for water quality index determination,”
J. Hydrol., vol. 587, Aug. 2020, Art. no. 124974.

[26] Y. Li et al., “A multi-model integration method for monthly streamflow
prediction: Modified stacking ensemble strategy,” J. Hydroinform., vol. 22,
no. 2, pp. 310–326, Mar. 2020.

[27] G. Ke et al., “LightGBM: A highly efficient gradient boosting decision
tree,” Adv. Neural Inf. Process. Syst., vol. 30, pp. 3146–3154, 2017.

[28] R. Sutinen and M. Middleton, “Soil water drives distribution of northern
Boreal conifers Picea abies and Pinus sylvestris,” J. Hydrol., vol. 588,
2020, Art. no. 125048.

[29] J. Cai et al., “An assembly-level neutronic calculation method based on
LightGBM algorithm,” Ann. Nucl. Energy, vol. 150, 2020, Art. no. 107871.

[30] J. J. Hopfield, “Neural networks and physical systems with emergent
collective computational abilities,” Proc. Nat. Acad. Sci., vol. 79, no. 8,
pp. 2554–2558, 1982.

[31] Z.C. Lipton, J. Berkowitz, and C. Elkan, “A critical review of recurrent
neural networks for sequence learning,” 2015, arXiv:1506.00019.

[32] J. Zhang et al., “Developing a long short-term memory (LSTM) based
model for predicting water table depth in agricultural areas,” J. Hydrol.,
vol. 561, pp. 918–929, 2018.

[33] Z. Xiang, J. Yan, and I. Demir, “A rainfall-runoff model with LSTM-based
sequence-to-sequence learning,” Water Resour. Res., vol. 56, no. 1, 2020,
Art. no. e2019WR025326.

[34] O. Ronneberger, P. Fischer, and T. Brox, “U-Net: Convolutional networks
for biomedical image segmentation,” in Proc. Int. Conf. Med. Image
Comput. Comput.-Assist. Interv., 2015, pp 234–241.

[35] Z. Mushtaq and S. Su, “Environmental sound classification using a regu-
larized deep convolutional neural network with data augmentation,” Appl.
Acoust., vol. 167, Oct. 2020, Art. no. 107389.

[36] M. Frid-Adar et al., “Synthetic data augmentation using GAN for improved
liver lesion classification,” in Proc. IEEE 15th Int. Symp. Biomed. Imag.,
Apr. 2018, pp. 289–293.

[37] X. Peng, Z. Tang, F. Yang, R. S. Feris, and D. Metaxas, “Jointly optimize
data augmentation and network training: Adversarial data augmentation
in human pose estimation,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern
Recognit., 2018, pp. 2226–2234. [Online]. Available: https://arxiv.org/
abs/1805.09707

[38] F. Chen et al., “Self-supervised data augmentation for person re-
identification,” Neurocomputing, vol. 415, pp. 48–59, Nov. 2020.

https://arxiv.org/abs/1805.09707
https://arxiv.org/abs/1805.09707


TANG et al.: MEDIUM AND LONG-TERM PRECIPITATION FORECASTING METHOD 1011

[39] B. Xiang, A. Kopa, Z. Fu, and A. B. Apsel, “Theoretical analysis and
practical considerations for the integrated time-stretching system using
dispersive delay line (DDL),” IEEE Trans. Microw. Theory Techn., vol. 60,
no. 11, pp. 3449–3457, Nov. 2012.

[40] A. A. El-Sayed et al., “Handling autism imbalanced data using synthetic
minority over-sampling technique (SMOTE),” in Proc. 3rd World Conf.
Complex Syst., Nov. 23–25, 2015, pp. 1–5.

[41] Y. Abdulaziz and S. Ahmad, “Infant cry recognition system: A comparison
of system performance based on mel frequency and linear prediction
cepstral coefficients,” in Proc. Int. Conf. Inf. Retrieval Knowl. Manage.,
Shah Alam, Malaysia, Mar. 2010, pp. 260–263.

[42] F. V. D. Heijden et al., Unsupervised Learning. New York, NY, USA:
Wiley, 2005.

[43] S. Del Rio, V. Lopez, J. M. Benitez, and F. Herrera, “On the use of
mapReduce for imbalanced Big Data using random forest,” Inf. Sci.,
vol. 285, pp. 112–137, Nov. 2014.

[44] C. T. Su and Y. H. Hsiao, “An evaluation of the robustness of MTS
for imbalanced data,” IEEE Trans. Knowl. Data Eng., vol. 19, no. 10,
pp. 1321–1332, Oct. 2007.

[45] L. Breiman, “Bagging predictors,” Mach. Learn., vol. 24, pp. 123–140,
Aug. 1996.

[46] T. Ho, “The random subspace method for constructing decision forests,”
IEEE Trans. Pattern Anal. Mach. Intell., vol. 20, no. 8, pp. 832–844,
Aug. 1998.

[47] Y. Bengio, P. Simard, and P. Frasconi, “Learning long-term dependencies
with gradient descent is difficult,” IEEE Trans. Neural Netw., vol. 5, no. 2,
pp. 157–166, Mar. 1994.

[48] S. Hochreiter and J. Schmidhuber, “Long short-term memory,” Neural
Comput., vol. 9, no. 8, pp. 1735–1780, 1997.

[49] A. Graves and J. Schmidhuber, “Framewise phoneme classification with
bidirectional LSTM and other neural network architectures,” Neural Netw.,
vol. 18, vo. 5-6, pp. 602–610, 2005.

[50] J. Wu, X.-J. Gao, Y.-L. Xu, and J. Pan, “Numerical simulation and uncer-
tainty analysis of regional climate change in east Asia and southeast Asia,”
Chin. Acad. Meteorological Sci., vol. 8, no. 3, pp. 147–152, Aug. 2015.

[51] X. Ying et al., “A daily temperature dataset over China and its application
in validating a RCM simulation,” Adv. Atmospheric Sci., vol. 4, no. 26,
pp. 153–162, 2009.

[52] M. New, M. Hulme, and P. Jones, “Representing twentieth-century space-
time climate variability. Part II: Development of 1901-96 monthly grids of
terrestrial surface climate,” J. Climate, vol. 13, no. 12, pp. 829–856, 2000.

Tiantian Tang (Member, IEEE) received the Dr. Eng.
degree in hydrology and water resources from Hohai
University, Nanjing, China, in 2021.

Since 2021, she has been a Postdoctoral Fellow
with the School of Geographic and Biologic Infor-
mation, Nanjing University of Posts and Telecom-
munications, Nanjing. Her recent research interests
include medium- and long-term hydrological fore-
casting, machine learning, deep learning, and flood
forecasting.

Donglai Jiao received the Dr. Eng. degree in geo-
graphic information science from Nanjing Normal
University, Nanjing, China, in 2009.

He is currently a Professor with the School of Ge-
ographic and Biologic Information, Nanjing Univer-
sity of Posts and Telecommunications, Nanjing. His
recent research interests include Internet of Things
geographic information system, spatio-temporal Big
Data processing and analysis, etc.

Tao Chen received the Dr. Eng degree in hydrology
and water resources from Hohai University, Nanjing,
China, in 2020.

Since 2020, he has been an Engineer with the
Hydrology and Water Resources Department, Nan-
jing Hydraulic Research Institute, Nanjing. His recent
research interests include multisource precipitation
fusion and hydrology simulation.

Guan Gui (Senior Member, IEEE) received the
Dr. Eng. degree in information and communication
engineering from the University of Electronic Science
and Technology of China, Chengdu, China, in 2012.

Since 2015, he has been a Professor with the Col-
lege of Telecommunications and Information Engi-
neering, Nanjing University of Posts and Telecommu-
nications, Nanjing, China. His recent research inter-
ests include artificial intelligence, deep learning, non-
orthogonal multiple access, wireless power transfer,
and physical layer security.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


