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Abstract—Temperature and humidity soundings form the
bedrock of modern data assimilation due to their ability to di-
rectly constrain the atmospheric state variables. Because of their
ability to penetrate clouds and work in all weather conditions,
microwave sounders have very large impacts on constraining nu-
merical weather prediction models. Recent advancements in in-
tegrated microwave assembly, space-grade high speed analog to
digital converters, gigabit-per-second data interconnects, and field
programmable gate arrays have enabled a transition from tradi-
tional analog detector-based demodulators to digitally channelized
systems that allow for hyperspectral, or fine spectral resolution
microwave sounders to be viable replacements to the current op-
erational instruments. This article demonstrates that retrievals
of temperature and moisture soundings can be improved by as
much as 50% when 60–80 appropriately chosen pseudochannels
are employed. While the current simulations were limited to cloud
free oceans, perhaps even greater benefits can be realized over
land and cloud conditions where additional channels can help
constrain the surface and clouds. The article also demonstrated
the advantages of hyperspectral sensors as a way to detect radio
frequency interference in the few Kelvin range, as well as its
ability to improve intercalibration efforts due to its ability to match
frequency response functions of target sensors.

Index Terms—, Data assimilation, hyperspectral, hyperspectral
microwave sounders, Microwave Reference Intercalibration
Radiometer (MIRER), millimeter wave, moisture, radio frequency
interference, retrieval, sounding, temperature, water vapor.

I. INTRODUCTION

T EMPERATURE and humidity soundings form the bedrock
of modern data assimilation due to their ability to directly

constrain the atmospheric state variables. The primary sources
of global sounding data are satellite infrared (IR) and passive
microwave sensors, although radio occultation [1] has also had
success in constraining numerical models. While IR sensors
dominated the very early instrument suites, and have very good
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vertical resolution, they are limited to cloud-free scenes. To over-
come this limitation, microwave sensors were deployed. While
their weighting functions and subsequent vertical resolution are
much broader than their IR counterparts, their ability to penetrate
clouds and work in all weather conditions make them perhaps
the most useful instruments for constraining numerical weather
prediction (NWP) models (e.g., [2]).

Space-based microwave radiometry has been shaped by mul-
tiple technological advancements, both in the fidelity of the
science collected as well as instrument architecture. While a
similar capability to temperature retrievals using CO2 absorption
by IR sounders was known to exist in the 50–60 GHz using
Oxygen absorption, thus bypassing the clear sky requirement,
mm wave solutions were hindered initially by poor spatial
resolution and sensitivity. In 1978, NASA launched the Mi-
crowave Sounding Unit (MSU) on the Television and InfraRed
Observation Satellite (TIROS-N) satellite; it was the world’s first
operational microwave temperature sounder. The charter for the
TIROS-N mission was to demonstrate the usefulness of satellite
weather imagery, focusing on simplicity. To that end, the MSU
produced only 4 channels in the 50 GHz window and leveraged
a Dicke switching architecture for calibration. Nadir resolution
was 110 km. Despite the relatively modest feature set compared
with modern offerings, MSUs flew on subsequent missions for
over two decades.

In 1979, the Department of Defense launched their own
weather solution in the form of the Special Sensor Microwave –
Temperature (SSM/T) instrument. The SSM/T instrument had 7
channels in the 50–60 GHz range. Five additional channels from
90 to 183 were contained on a separate instrument called the
SSM/T-2. The three instruments (SSM/T, SSM/T-2, and SSM/I
(having channels between 18.7 and 85.5 GHz) were ultimately
combined to produce the conically scanning SSMIS instrument
with 24 channels. In parallel, the MSU and Stratospheric Sound-
ing Unit were combined to form the Advanced Microwave
Sounding Unit (AMSU) in the NASA/NOAA development line.
There were two variants: AMSU-A for channels 89 GHz and
below, and AMSU-B for 89 GHz and above. AMSU improved
the spatial resolution by more than a factor of two over its pre-
decessors while also improving sensitivity. This allowed better
resolution of thermal boundaries in the atmosphere. AMSU-A
and AMSU-B would later be merged to form the advanced
technology microwave sounder (ATMS).

SSMIS first launched on defense meteorological satellite pro-
gram flight 16 in 2003, and ATMS launched on Suomi National
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Fig. 1. Comparison of traditional receiver channelization architecture and the digital alternative.

Polar-orbiting Partnership (SNPP) in 2011. SSMIS leverages
square law detectors to charge-and-dump capacitors at a rate in
the single kHz regime. This is overcome by ATMS, designed a
decade later, with analog to digital convertors (ADCs) running
in the 100 kHz range, enabling greater operational flexibility
and reducing analog artifacts, yet still relying on square-law
detectors. It is also worth noting that both SSMIS and ATMS use
external radiometric calibration to better characterize radiome-
ter noise contributions versus Dicke switching used in earlier
generation instruments. A modern approach to digital sampling
could leverage space-grade GHz ADCs, unlocking the potential
for radio frequency interference (RFI) detection and ripple cor-
rection in the process. High rate ADCs and field programmable
gate arrays (FPGAs) also allow for digital channel formation.
While ATMS uses a surface acoustic wave (SAW) filter, and soil
moisture active passive (SMAP) employs a digital filter bank [the
first in the world to mitigate RFI using on-board digital signal
processing (DSP)] for this purpose, it is reasonable to assume
full digital filtering will become the baseline for fine bandwidth
channels in future architectures.

Compared to IR absorption bands, the bands in the passive
microwave are few—an Oxygen complex in the 54–60 GHz
range, an additional line at 118 GHz for temperature sounding
and water vapor absorption lines at 22.235 and 183.31 GHz.
The absorption lines are fairly broad except for the 54–60 GHz

Oxygen complex. Even with relatively broad lines, there are
advantages to using finer spectral resolution as pointed out in
previous publications [3]–[6]. The following sections describe a
fully defined sensor, the Microwave Reference Intercalibration
Radiometer (MIRER), along with simulations intended to assess
the abilities of MIRER-like sensors to improve current state of
the art microwave retrievals of temperature and humidity, as well
as aid in the detection of radio frequency interference (RFI) and
improve intersensory calibration that becomes critical for the
construction of climate data records.

II. MICROWAVE REFERENCE INTERCALIBRATION RADIOMETER

Recent advancements in integrated microwave assembly
(IMA), space-grade high speed ADCs, gigabit-per-second data
interconnects, and FPGAs have enabled a transition from tradi-
tional analog detector-based demodulators to digitally channel-
ized systems.

The key difference between a traditional receiver architecture
and the digital approach is illustrated in Fig. 1. Traditional archi-
tectures require separate down-conversion and filtering stages
for each band of interest while a digital approach leverages
wideband ADCs and FPGAs to digitize and channelize a broad
spectrum with a single receiver chain. This is particularly advan-
tageous for instruments supporting frequency bands with many
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Fig. 2. FFT spectrometer reference design leveraging multiple analogs to digital converters and processing chains.

channels; including future digital successors of ATMS that will
cover CH 10 – 15 (the 57.2933 GHz line) without the need for
a complex SAW filter assembly.

First introduced by SMAP, space-based digital radiometer
back-ends sample wide RF bandwidths and form channels using
multirate digital signal processing techniques. While SMAP
leverages 96 Msps ADCs [3], multigigasample-per-second data
converters for space applications are now commercially avail-
able. Texas Instruments has released the ADC12DJ3200 capable
of sampling at 6.4 Gsps with a 3 dB analog input bandwidth of
8 GHz. Networking and data center applications have driven
the advancement of high speed serial (HSS) transceivers in low-
power packages. Lane rates exceeding 10 Gbps are now possible
with space-grade FPGAs containing multiple transceivers. The
Xilinx Kintex UltraScale KU060 has 32 HSS transceivers with
space-grade variants supporting up to 400 Gbps combined data
transfer throughput. This is sufficient to support multiple high
speed ADCs on a single circuit card.

Digital processing of wideband data requires a backend ca-
pable of performing billions of mathematical operations per
second. Until recently, the throughput required for multi-GHz
systems could only be achieved through application specific
integrated circuits. As reprogrammable FPGAs suitable for a
space environment evolved, flexible digital channelization ar-
chitectures were made possible at a fraction of the cost and
development time. There are several approaches for devel-
oping multichannel digital radiometers, including: tune-filter-
decimation pipelines, polyphase filterbanks, and fast Fourier
transform (FFT) spectrometers. Tune-filter-decimate pipelines
are the digital equivalent of traditional RF mixing and filtering
stages, but multiple channels can be formed without suffering
RF splitting loss. Polyphase filterbanks allow efficient frequency
selection and filtering of tens of bands through a combination

of finite-duration impulse response filters and FFT stages. As
demonstrated by SMAP, multichannel digital radiometers pro-
vide additional protection against radio frequency interference
through real-time detection algorithms. FFT spectrometers rep-
resent the current state of the art as they enable transformation of
time series signals into thousands of independent hyperspectral
channels.

Fig. 2 shows a FFT spectrometer reference architecture suit-
able for MW hyperspectral sounding. In this architecture, mul-
tiple high-speed analogs to digital converters are integrated into
a single circuit card assembly (CCA) with a FPGA processing
resource. Sampled data from each converter is transmitted to
the processing resource via multiple HSS transceiver pairs.
Link protocols that enable deterministic data latency such as
JESD204B/C ensure data from each converter can be time
aligned for consistent interleaving. Independent Intermediate
Frequency (IF) channels or interleaved data streams are pro-
cessed with a windowing function. A Blackman–Harris window
is a suitable choice for most applications as it reduces spectral
leakage (interchannel interference) without greatly reducing the
power of the processed signal. After windowing, time series
data is converted to the frequency domain using a FFT. The size
of the FFT (NFFT) should be selected based on the required
resolution of the hyperspectral band of interest to optimize
for retrieval performance and dc power consumption. As an
example, a hyperspectral IF band covering a window channel
may need 10–100 MHz hyperspectral channels while sounding
near the V-band oxygen would require 0.5–3 MHz channels to
match ATMS vertical resolution performance. After conversion
to FFT frames (each frame representing NFFT samples), counts
are converted to power and integrated over a number of frames
equal to the beam period. Finally, hyperspectral bins can be
aggregated to form multispectral channels through a weight
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Fig. 3. ATMS channel 15 digital construction. The reconstructed digital
channel response (magenta) exceeds ATMS performance (blue) in passband
flatness, transition bandwidth, and stopband rejection.

vector dot product. Digital spectral responses are formed by
combining FFT bins spanning the bandwidth associated with a
target ATMS channel. Bins within the specified passband are
assigned a weight of 1.0 while all others are weighted with 0.0.
An optimal response has an attenuation-free passband with sharp
transition bands and high stopband rejection. An Illustration of
this technique is shown in Fig. 3. The spectral response function
of the digital filter (magenta) is formed through the combination
of eight adjacent bins (black) with nonzero weighting.

Stopband rejection of greater than 100 dB is achieved, which
far exceeds the filter performance documented in S-NPP ATMS
public spectral response function (SRF). These multispectral
products can be continuously digitally calibrated and made to
match the format of legacy instruments.

Since 2016, Northrop Grumman Space Systems has been
developing a digital hyperspectral radiometer leveraging the
architecture described previously. The Digital Backend (DBE)
radiometer was designed for use in multiple orbits, payload
configurations, and science bands. In 2020, the DBE was used
as the reference design for multiple NOAA LEO/GEO stud-
ies (NOAA-BAA-LEO-GEO); The Microwave Reference In-
tercalibration Radiometer, the microwave component of the
Microwave Infrared Radio Occultation study, and the Geosta-
tionary Microwave Sounding Unit. As shown in Fig. 4, the first
DBE prototype CCA with path-to-space components reached
TRL-6 through internal R&D in 2020.

The DBE CCA is a self-contained digital spectrometer with
on-board voltage regulation, clock generation, analog to digital
converter ICs, and processing FPGA. The assembly requires
only a 5 V source, programming and communications interfaces,
and an RF input. This integrated device enables many differ-
ent instrument configurations and packaging options to create
economies of scale across multiple hyperspectral microwave
missions.

The digital backend prototype features two dual-converter
ADC macros capable of sampling at 3.125 Gsps per converter.
Future generations of the DBE will extend sampling rates to

Fig. 4. Northrop Grumman digital backend path-to-space prototype.

5 Gsps per converter. The extended sampling rate and inter-
leaving of multiple converters will provide up to 10 GHz in-
stantaneous bandwidth to the spectrometer processing chain.
The ADCs convert a wideband IF signal into 12-bit samples
prior to packetization and transmission to the DBE FPGA via
16 HSS transceiver pairs running at 12.5 Gbps. In the FPGA,
time series samples are converted to spectral bins, integrated, and
hyperspectral channels are aggregated into multispectral bands
to form the primary sensor data products to be transmitted by
the spacecraft communications downlink.

ATMS covers RF bands from 23 GHz to 193 GHz with a
complex receiver architecture. To provide a single digital hyper-
spectral solution covering the same science bands, a flexible ar-
chitecture is needed. Purpose built IMAs enable band specific IF
selection in low size, weight, and power form factors. IF channels
of varied widths require digital backends with multiple sampling
options. The DBE CCA allows three possible configurations. In
quad-channel mode, the DBE digitally converts four distinct IFs
into hyperspectral power spectral density measurements with
up to 1.5625 GHz of digital bandwidth. Dual-channel mode
offers on-chip interleaving for two hyperspectral bands with
3.125 GHz of bandwidth. Finally, the fully interleaved mode
is used to synthesize a single ultrawideband ADC supporting
digitization of up to 6.25 GHz of spectrum. On-board inter-
leaving of high speed data converters requires additional design
considerations. Subtle difference in gain, offset, and phase be-
tween the converters and RF paths can lead to large spurious
content in the processed spectrum. When the RF front-end is
constructed such that T_hot is near ADC saturation, a gain
mismatch between sub ADCs of < 1 dB would create an error
near the same order of magnitude of the current ATMS NEDT.
An interleaving sampling error of 5% has the same effect. DC
bias is less problematic as ADCs are usually calibrated to within
a few quanta of 0 counts @ 0 volts. RF splitting networks must
be carefully matched and a robust thermal solution is required to
minimize gradients between components. This mode is reserved
for wide bandwidth spectral regions with many science channels
of interest (i.e., lower V-band 50–56 GHz). To maintain the
performance of the ADCs, the DBE FPGA provides additional
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calibration structures that continuously monitor and charac-
terize the primary error sources of interleaved architectures.
With maintained interleaving quality, the LNA noise figure will
continue to be the driving factor in system noise equivalent
differential temperature (NEDT).

Leveraging currently available technologies and following an
approach similar to the one detailed in this report, hyperspectral
microwave radiometry will become a core part of the next gener-
ation of earth observational systems. Continued advancements
to component technology and signal processing techniques will
ensure that this capability will transition from experimental to
part of the operational NWP missions in the near future.

III. BENEFITS AND LIMITATIONS

Hyperspectral soundings, by disaggregating channel infor-
mation, can provide additional information over legacy ra-
diometers. The focus here is on three distinct benefits—those
associated with improved temperature and moisture soundings,
those associated with better RFI detection and screening, and
those associated with using the sensor as a radiometer inter-
calibration reference standard. Improved retrievals have been
previously examined [3], [4]. Blackwell et al. [3] proposed a
multiplexer concept and examined a radiometer with 72 chan-
nels in the 118 GHz band with an additional 16 channels at
183 GHz. Their results showed roughly a 0.5K improvement in
temperature and a relative humidity improvement of roughly 5%.
Boukabara and Garrett [4] assumed 330 channels with 100 MHz
bandwidth to cover the 50–60 GHz oxygen band and 183 GHz
water vapor line. While their study was not tied to any specific
sensor architecture, they did show a roughly 1K improvement in
the temperature errors and improvements close to a factor of 3
in the total precipitable water when compared to AMSU/MHS.
Other studies [5], [6] also considered increased numbers of
channels, but focused on optimally selecting the channels with
the greatest information content and their subsequent use in data
assimilation studies. Most studies also focused on cloud and
hydrometeor retrievals in that these also benefit from increased
spectral resolution. However, error covariances are not particu-
larly well known for cloud- and precipitation-affected radiances
and are not dealt with here.

A. Temperature and Humidity Soundings

This article uses the European Centre for Medium Range
Weather Forecasts (ECMWF) Nature Run, known as ECO 1280
[8] with 16 km spatial resolution and 137 vertical layers to
simulate both MIRER (1 MHz) and ATMS sensor radiances.
These same radiances are also used to assess how well the
temperature and humidity profiles can be retrieved from the
simulated “observations” after characteristic sensor noise is
added. It assumes both sensors are in the existing ATMS orbit
and sample the same scenes. The same optimal estimation (OE)
technique [9], [10] is used for the inversion for both sensors—
thus ensuring that the performance differences are due uniquely
to the sensor characteristics and not due to sampling differences
or the inversion technique. Only oceanic, clear air scenes are
assessed here in order limit the solutions to simple retrievals,

but also the most difficult to improve [4], as the surface and
cloud hydrometeors benefit from the increases spectral resolu-
tion while being less sensitive to channel noise than temperature
and humidity soundings.

While simulations and subsequent inversions are well defined
for ATMS, OE is not as straightforward for hyperspectral sen-
sors, as the mathematics become unstable for too many chan-
nels. Also, the narrow bandwidths of the hyperspectral channels
tend to be noisy if taken individually. Based on current design
characteristics, noise, expressed as the NEDT is assumed to be
4.2K/sqrt(Bandwidth in MHz) in the K-band, 5.44K/sqrt(MHz)
at V-band and 15.K/sqrt(MHz) at G-band. While different meth-
ods to reduce the effective number of channels and their effective
noise exist [11], the current study assumes that channels with the
same optical depth will be indistinguishable by the algorithm
and can, thus, be averaged on input to reduce the effective
channel noise. This article chose effective channels based on
a narrow increment in optical thickness (τ = 0.0014) at K-band,
increasing to τ = 0.11 at V-band and τ = 0.37 at G-band. The
optical thickness increment was chosen to provide 200 channels
in each band to allow for a retrieval with up to 600 channels. With
the abovementioned ranges for optical depth, pseudochannels
have between 30 and 300 individual 1 MHz bands, but there
is no requirement that these be contiguous. While this reduces
the channel noise, the large number of channels (i.e., 200 for
each if the three bands), still causes occasional instabilities in
the OE retrieval. Further channel reduction is accomplished by
sequentially finding the channels with the greatest impact on
the retrieval as measured by a number of metrics defined by
[12]. The Jacobian (JBN), degrees of freedom for signal (DFS),
and entropy reduction (ER) criteria for assessing channel impact
as discussed in [12] were tested with the DFS criteria offering
the best overall results. Once the most impactful channel is
selected, the process is repeated, until a total of 120 channels
were selected. Each impact criteria has its own sequence of most-
to least-impactful channels. When not otherwise specified, the
DFS criteria is used in this article.

The OE solution is well described in [9] and [10], some details
are application specific. The current algorithm is designed to
retrieve the sea surface temperature and surface wind speed
along with temperature and specific humidity in 11 atmospheric
levels at 1008, 955, 825, 595, 369, 216, 119, 61, 26, 8, 1.2 mb.
This was done to allow for meaningful comparisons to ATMS.
The initial guess was constructed from the climatology of the
abovementioned parameters from ECO 1280 for polar regions
(−90 to −60), southern midlatitude regions (−60 to −30),
tropical regions (−30 to 30), northern midlatitude regions (30
to 60), northern polar regions (60 to 90). The correlation among
temperature and humidity at each layer and the corresponding
error covariance matrices were also developed from the ECO
1280 model, using March of 2020 for each region.

B. Results

The first experiment was to run the OE algorithm with the
ATMS channels in order to compare to a hyperspectral sensor
using 22, 30, 40, 50, 60, 80, 100, and 120 channels. Because
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Fig. 5. Mean absolute error in air temperature (top) and water vapor mixing
ratio profiles (bottom) from ATMS versus hyperspectral sensor as a function of
the channel election criteria and total number of channels. JBN uses a Jacobian
based channel selection algorithm, DFS uses the degrees of freedom for signal
based channel selection algorithm, and ER uses an entropy reduction based
channel selection algorithm.

the brightness temperatures (Tbs) are simulated from the ECO
1280 nature run, the true temperature and water vapor mixing
ratio profiles are known. Results depicting the mean absolute
errors are shown in Fig. 5. Mean absolute error is shown, but
root-mean-square errors show the same trend.

The best results in this article were found using the DFS
optimization method using around 100–120 channels, although
the improvement past 60 channels is only appreciable for the
water vapor mixing ratio. Table I summarizes the retrieval er-
ror statistics between ATMS and a 120 channel Hyperspectral
Microwave Sensor (HyMS). Unlike Fig. 5, root-mean-squared
values are presented for easier comparisons with published
results. The mean error statistics in Table I for temperature
and water vapor mixing ratio were computed using 2000 clear
profiles and the DFS method for selecting channels. The temper-
ature retrievals were improved by roughly 0.5K and humidity
by roughly 25–50% appears commensurate or slightly better

than previous studies in clear air regions. The improvement in
temperature retrievals by roughly 0.5K and humidity by roughly
25–50% appears commensurate or slightly better than previous
studies in clear air regions.

A noteworthy result from Fig. 5 is that the Hyperspectral
retrieval seems to perform slightly worse than ATMS for each
of the three approaches when only 22 channels are used. This is
simply due to the selection of effective channels by optical depth.
Some regions of the spectrum with few features (i.e., absorption
lines) can be aggregated further to reduce sensor noise, but the al-
gorithm was not optimized in this way. Instead, this article aimed
to demonstrate the benefits of hyperspectral channels without
imposing a limit on the number of channels that the algorithm
could select. Beyond that, it is perhaps not surprising that the
water vapor retrievals are improved more than the temperature
retrievals given that ATMS dedicates 13 channels to temperature
soundings but only 5 to humidity sounding. The extra channels,
while not revolutionizing the sensor capabilities, nonetheless
appear to improve the quality of the moisture retrievals quite
significantly.

It is also instructive to compare the channels selected for
a 22-channel Hyperspectral retrieval with the DFS channel
prioritization to ATMS. These results are shown in Table II.
While the channels are not completely different, the Hyperspec-
tral retrieval selected more lines in the water vapor band than
ATMS—presumably making use of correlations between water
vapor and temperature to improve the low-level temperature as
well as humidity (see Table I). Such information can be useful
if the ATMS design were to be reexamined, particularly if more
channels were contemplated in the future as opposed to a full
hyperspectral design.

C. RFI Identification and Mitigation

Traditional sensors such as ATMS have no direct method for
detecting RFI beyond testing for nonconvergence of the OE
algorithms, or quality control steps in data assimilation, which
discards pixels whose brightness temperature differs excessively
from the model predicted temperatures. For observational stud-
ies, the latter is not a valid reason to reject pixels as poor
agreement can result from bad measurements or models. As
a result, the failure of convergence of an OE method is often
the only quantitative signal that the pixel Tb are not physically
consistent with any realistic atmosphere. This tends to occur
when a significant amount of RFI contamination is present,
but not necessarily with more subtle contamination, which can
still impact the quality of the retrieval. In order to examine this
further, simulated ATMS radiances (as in the previous section)
are used, but with RFI added to the 23.8 GHz channel to simulate
potential 5G interference once the 24 GHz band is more widely
used. Table III provides the errors that are introduced by various
levels of RFI, along with the convergence criteria used to elim-
inate nonphysical pixels in the OE. The temperature and water
vapor mixing ratio deviations from the true value are shown
along with their respective retrieval uncertainties. Only with
20K of RFI does the algorithm begin to not converge (98.61%)
routinely. With 40K of noise, convergence occurs for only 25.6%
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TABLE I
ATMS AND HYPERSPECTRAL MICROWAVE SENSOR ERRORS USING A 120 CHANNEL OE RETRIEVAL (DFS CHANNEL SELECTION)

TABLE II
ATMS AND HYPERSPECTRAL EFFECTIVE CHANNELS SELECTED BY THE CHANNEL SELECTION METHOD BASED ON THE DFS OPTIMIZATION
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TABLE III
SUMMARY OF THE COMBINED TEMPERATURE/WATER VAPOR RETRIEVAL PERFORMANCE FROM OE AND HYPERSPECTRAL METHODS

TABLE IV
RFI DETECTION RESULTS FOR 22–60 GHZ AS A FUNCTION OF ASSUMED RFI
SURFACE NOISE VALUES OF 10, 5, 4, 3, 2, 1, 0.5, 0.4, 0.2, AND 0.1K USING A

10 MHZ SAMPLING INTERVAL THAT EXTENDS TO COVER THE ENTIRE ATMS
CHANNEL 1 BANDWIDTH

of the cases. Also shown are the absolute and mean-square-errors
for temperature and water vapor mixing ratio of the pixels
that do converge. The errors can be seen to grow with the
added noise even when the OE appears to converge. For 4K
noise, the average mean error in the temperature grows by 4.6%
(1.829K versus 1.748K) while the mean error increases by 6.4%
(0.347 g/kg versus 0.326 g/kg) for the water vapor mixing ratio.
The standard deviations increase correspondingly. Table III also
shows metrics for the Hyperspectral detection of RFI, which is
discussed next. The relevant metric, true negative rate (TNR),
represents the percentage of time that HyMS is able to detect the
true negative rate or the absence of RFI when the algorithm fails
to detect it. At the 1K RFI level, for instance, the algorithm fails

to detect the RFI in 11.9% of the time if RFI covers the entire
bandwidth of the 23.8 GHz channel, but the failure rate reduces
to 3.1% if the RFI signal increases to 4K.

The RFI interference algorithm for the hyperspectral sensor
is based on the natural correlation between nearby channels in
uncontaminated fields of view. The RFI detection algorithm was
built by developing correlation matrices between channels in the
physical atmosphere (i.e., w/o interference). Because of noise
in the hyperspectral sensor and for computational expediency,
10 MHz channels with appropriate NEDT (i.e., 1.3K at K band)
were used to create the correlation matrices using 1 month of the
ECMWF Nature Run data. When RFI is added, the correlations
break down. Therefore, an algorithm was created (and tuned)
to detect the breakdown in these natural correlations. This is
known as the weighted average RFI detector. The algorithm
does not assume any a priori RFI conditions, but rather cross
checks for expected correlations between all relevant channel
combinations. If the observed correlation is below the threshold
set for expected correlations, the channel is marked as having
possible contamination.

While there are many different metrics to report success in
detecting RFI, the focus here is on three such metrics. The
simplest one is the accuracy. Metrics traditionally use 2 × 2
contingency tables of possible prediction outcomes (RFI/No RFI
in our case). The table consists of correct detection of RFI a),
detection of RFI when none is present b), RFI is present but not
detected c), and no RFI is correctly detected d). The Accuracy
metric simply reports on the fraction of correct predictions (a)
+ (d) in the abovementioned nomenclature

Accuracy =
a + d

a + b + c + d
. (1)

While accuracy is easy to interpret when positive and negative
outcomes are equally likely, it can give distorted views when one
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outcome is much more likely than another. If RFI is a rare event,
for instance, then always predicting “no RFI” will give a good
accuracy score despite the lack of real skill. To overcome this
potential distortion, the equitable threat score (ETS) is used as it
provides universal skill in predicting binary events (RFI/No RFI
in our case) that account for chance predictions. Using the same
2×2 contingency tables and nomenclature defined previously,
the ETS is defined as [13]

ETS =
a − chance

a− chance + b + c
(2)

where

chance =
(a + b) (a + c)

a + b + c + d
. (3)

ETS is also known as the Gilbert skill score [13] or the
“bias-removed” threat score [14]. In practice, ETS represents
the fraction of correctly predicted observational events, adjusted
for the associated random chance of being correct, [15], [16]. A
perfect ETS is 1.0, no skill is 0, and −1/3 is the lower bound
(a perfectly bad model that has the opposite forecast condition
all the time). This makes it a more suitable metric for when RFI
ranges from low to high without biasing the results based upon
the particular RFI probability distribution [17].

A final metric used here is the TNR, which is simply
(d)/(c)+(d). This metric is useful in fields such as data assimila-
tion, which is willing to aggressively screen data to ensure that
RFI-contaminated pixels are not introduced into the assimila-
tion.

Table IV presents the results for these three metrics as a
function of the RFI signal strength. The RFI is assumed to cover
the entire ATMS Channel 1 bandwidth in these examples.

In general, the pattern indicates that the negative conditions
get harder to detect as the RFI approaches the instrument noise
value (1K) and more brightness temperatures are falsely labeled
as RFI-contaminated. As expected, the result shows that with
lower (and harder to detect) RFI intensity, the accuracy and ETS
metrics are also lower. However, the relatively high TNR values
indicate that there is still substantial skill in detecting clear non-
RFI conditions for RFI intensities above the hyperspectral instru-
ment noise at narrow wavelengths. When compared to the TNR
performance, the true positive rates (TPR) (not shown) exhibit
a stronger decline in performance as the RFI intensity declines
(e.g., the TPR is 0.129 at an RFI intensity of 0.1K). As the RFI
signal strength declines and becomes obscured by the instrument
noise, the low ETS values show that the skill approaches random
conditions. It should also be noted that the results shown are for
uncorrelated 10 MHz sampled detection instances. If banded
RFI transmissions are assumed, the relatively high TNR values
could be propagated to adjacent frequencies and improve the
overall bandwidth detection accuracies. However, in this case,
we merely present the individual sampled detector results and
make no assumptions regarding RFI bandwidth correlation.

While the ATMS sensor is only sensitive to the net RFI that it
senses in the FOV, hyperspectral sensors are capable of detecting
the lack of correlation and the location at which this occurs.
For the hyperspectral sensors, both the level of RFI, as well as

the penetration of the RFI into the 23.8 GHz channel are thus
important (assuming RFI comes from leakage of 5G transmitters
below the agreed-to 24 GHz band). Instead of simply assuming
a level of RFI that contaminates the 23.8 GHz channel as was
done for ATMS, we consider both the signal strength of the RFI
and the level of intrusion into the ATMS band. For example,
25% intrusion assumes the RFI extends from 25 GHz down to
23.87 GHz; 50% refers to the band center of 23.8 GHz, and 100%
intrusion assumes the RFI covers the entire ATMS bandwidth
down to 23.62 GHz. The RFI signal is assumed flat but drops
off by 20 dB per MHz beyond the indicated value.

Table III summarizes the aggregate performance statistics of
ATMS temperature and water vapor retrievals for various levels
of RFI, along with the capabilities for detecting the indicated RFI
through convergence failure (of an OE algorithm). In addition,
we present the TNR results for the Hyperspectral RFI detection
algorithm using various penetrations of the RFI signal into the
ATMS bandwidth. For consistency, a 1K RFI signal in the ATMS
footprint corresponds also to 1K signal for the hyperspectral
sensor when the entire bandwidth is affected, but a 2K signal if
only 50% of the bandwidth is affected by RFI and 4K signal if
only 25% of the bandwidth is affected by the interference.

D. Hyperspectral Observations for Intercalibration Reference

If two sensors are identical, intercalibrating them is a straight-
forward exercise in comparing Tbs when the sensors view
the same scene from the same direction. However, difficulties
matching view directions and channel response functions, even
if the same central frequency is being observed, complicate this
simple scenario. To intercalibrate sensors, one generally uses
a double difference technique during coincident overpasses of
relatively homogeneous scenes. In the double difference tech-
nique, the underlying scene (as described by a model reanalysis,
or derived from the reference sensor itself), is then used to
simulate Tb for the reference sensor and target sensors in order to
quantify the expected differences due to differences in channel
frequencies and view angles. This expected difference can, then,
be subtracted from the observed differences to quantify the
calibration error and noise. If the two sensors are identical, and
their view angles are matched, then their simulated Tb are, by
definition, also identical, and the calibration differences reduces
to the observed Tb differences. In practice, however, sensors and
view angles are rarely identical.

Uncertainty in the double difference is introduced when
slightly incorrect scene descriptions are used to compute the
simulated Tb. Errors in the scene description propagate into the
simulations and translate into additional noise being assigned
to the target sensor. The closer the reference and target sensors
are to each other, the smaller the impact of scene errors in the
final calibration errors [18]. For this article, because both the
“observed” and “simulated” scenes for both reference and target
sensors are simulated, they do not contain the typical errors that
are encountered in practice from imperfect scene descriptions.
To account for this, we use ERA5 for “observations” but ERA-
Interim of the same scene for “simulations”. Retrieval errors for
the nonraining parameters over oceans documented in [9] are
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Fig. 6. Plot of histogram of simulated double differences for TEMPEST-D (target sensor) versus three different reference sensors. ATMS (red), MHS (blue), and
MIRER (green).

similar in magnitude to the rms difference between ERA-5 and
ERA-Interim.

With the abovementioned framework laid out for the dou-
ble difference method, we compared MIRER’s capabilities for
intercalibrating observations from the temporal experiment for
storm and tropical systems (TEMPEST) radiometer [19] relative
to ATMS and MHS. TEMPEST was chosen as a realistic target
radiometer as CubeSats may indeed be used in the future to
enhance atmospheric soundings. In all cases, MIRER Tbs are

computed to correspond to the ATMS swath, and actual over-
passes between the ATMS and TEMPEST were used. MIRER
channel response functions were assumed to match TEMPEST
exactly while ATMS and MHS reported channel response func-
tions were used. Only scenes with 20° of nadir, and within ±5°
of each sensor were used to minimize the impact of View angle
differences. Results are shown in Fig. 6.

What is evident from Fig. 6 is that noise is reduced by MIRER
in all 5 channels of TEMPEST, but the degree of improvement
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relative to ATMS and MHS varies. This is a direct consequence
of the match between the channel differences between ATMS
and MHS and their corresponding TEMPEST equivalent. Where
the channel pairs are close, ATMS or MHS performance is
closer to MIRER. Where the channels are wider apart, the
MIRER advantage is more pronounced. For future radiometers,
whose exact nature is unknown, the advantage of a MIRER-
type response is, thus, essential to narrow the root-mean-square
differences.

IV. SUMMARY

With hyperspectral, or fine spectral resolution microwave
sounders now viable as replacements to the current operational
microwave sounding instruments, this article explores some of
the benefits that such a system might provide. While perhaps
predictable, this article demonstrates that retrievals of temper-
ature and moisture soundings can be improved by as much
as 50% when 60–80 appropriately chosen pseudochannels are
employed. While the current simulations were limited to cloud
free oceans, perhaps even greater benefits can be realized over
land and cloud conditions where additional channels can help
constrain the surface and clouds. It should be noted that the OE
retrieval with hyperspectral sensors is computationally slow as
the optimal channel set must be found for each pixel. However,
it is easy to envision a scenario under which the full inversion is
used only to train a neural network schemes that can reproduce
the detailed calculation fast enough for operational applications.

The article also showed the significant advantages of hyper-
spectral sensors as a way to detect RFI. While the work did
not focus on mitigation strategies, the need to detect the RFI,
and eliminate those pixels from further analysis is essential for
both climate data records and data assimilation. More work,
with specific RFI patterns would need to be conducted before
statements could be made about mitigation.

Finally, hyperspectral sensors, through their ability to dy-
namically adapt their frequency response function to any other
orbiting microwave sounder, can play a crucial role in reducing
calibration differences and uncertainties among sensors. By
itself, this would be a valuable asset for the NWP commu-
nity that relies on assimilating ever more passive microwave
sensors.
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