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GF-4 Satellite Fire Detection With an Improved
Contextual Algorithm
Ning Zhang , Lin Sun , and Zhendong Sun

Abstract—The GF-4 satellite has a moderate spatial resolution
and is capable of high temporal frequency observation. Thus,
it can play an important role in the acquisition of information
regarding fires. In this article, the characteristics of brightness
temperature difference between fire point area and nonfire point
area are comprehensively analyzed. Employing the advantages of
high-frequency continuous observation of these data, an improved
algorithm for joint spatial attribute detection using multitemporal
data is proposed. This method is based on the traditional contextual
method and incorporates the concept of time sequence, and uses
the changes in time phase before and after the fire to reduce the
false alarm caused by the high heterogeneity of pixels in a single
spatial scene in the traditional method. In order to evaluate the
accuracy of the algorithm, the perfect moderate resolution imaging
spectrometer thermal anomaly product is used as the verification
data to evaluate the feasibility of the algorithm. At the same time,
it is necessary to compare the algorithm in this article with the fire
algorithm currently applied to GF-4 with the four typical regions.
The improved algorithm shows better drawing ability, and the
consistency of fire description of biomass combustion for many days
is improved. In the case of the Heilongjiang region on October 30,
2017, the accuracy rate is improved by 62%, compared with the
contextual method.

Index Terms—Brightness temperature, fire point identification,
GF-4, spatial characteristics, time phase change.

I. INTRODUCTION

LANDSCAPE combustion fires, including “wild fire” and
“active combustion,” widely interfere with the balance

of the biological ecological environment [1]–[4]. The harmful
gases and smoke released during fire combustion seriously af-
fect the environmental climate and air quality [5]–[7]. For the
unique high dynamic and decentralized characteristics of fire,
the quantitative analysis of satellite observation technology has
become the main means of detection [8]–[10].

Fire monitoring is performed mainly based on changes in
temperature and reflectivity caused by the fire. Specifically,
the differences in temperature and reflectivity between an area
on fire and an area not on fire are used to detect the occur-
rence of fires. Fire point recognition methods, such as image
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enhancement method, threshold method (single threshold
method, multithreshold method and dynamic threshold method),
NDVI index method [11]–[13]. Fuchs et al. [19] were the
first to use the Threshold Method based on mid-infrared and
far-infrared channels to monitor fires. In this method, the dis-
crimination threshold is set based on the surface temperature
rise and the abnormal brightness temperature of mid-infrared
and far-infrared channels when a wildfire occurs. This enables
effective fire monitoring. However, owing to the relatively single
condition, this method is more suitable for small fire spots. In
different seasons, a single threshold condition cannot account
for the seasonal changes in land surface temperature, and in
some relatively complex areas, the land surface temperature
cannot be divided according to the same standard. This leads
to frequent false detection. NDVI index can be used as the
reference index of fire combustion, but it cannot rely on the
index to determine the fire. The complexity of surface types
seriously affects the judgment of the index. With the launch
of EOS/moderate resolution imaging spectrometer (MODIS),
a complete MODIS fire point identification algorithm system
and fire products have been formed, and MODIS fire point
identification methods such as absolute threshold method, con-
text algorithm and multichannel synthesis method have been
developed [13], [20], [21]. Considering the influence of si-
multaneous interpreting of different parameters and different
observation conditions on fire point recognition, a series of
modified algorithm based on MODIS fire point recognition
method is proposed. At present, the most commonly used fire
detection algorithms are the Threshold Method and the contex-
tual method [14]–[18]. Giglio et al. [20] proposed the contextual
method and combined it with the original threshold method to
improve the accuracy of fire point detection. The background
radiation is obtained from the background window composed
of the surrounding points of the point to be measured. This
method uses the characteristics where the brightness temperature
value of the mid-infrared and thermal infrared bands of the fire
point pixel are significantly higher than that of the surrounding
pixels, and detects the fire pixel according to the temperature
difference between the fire point pixel and adjacent pixels.
On the basis of the contextual method, Giglio et al. [21] and
Freeborn et al. [22] proposed an improved method to compensate
for the partial condition of sacrificing the information of small
fire detection in the contextual algorithm and used the method for
fire monitoring based on MODIS data. Considering influencing
factors, such as direct sunlight, cloud-related effects, and coastal
boundaries, the fire point algorithm incorporates cloud removal,
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desert boundaries, coastal boundaries, and solar flares. In the
algorithm description of wildfire combustion monitored by
GF-4 in recent years [23], [24], the contextual method has been
adopted as the fire point location method, and the algorithms of
most satellite products are also based on the contextual method,
including VIIRS fire products currently in use [25]. As an impor-
tant method of current fire detection algorithm, the contextual
method meets the basic needs of fire detection to a certain extent.
However, in areas with complex surface types, the judgment
of a single spatial scene cannot completely eliminate the false
fire alarm of high-temperature heterogeneous points. In areas
with high spatial heterogeneity, there are significant differences
in the distribution and change of surface temperature between
adjacent pixels, and it is difficult for the contextual method
to set an appropriate threshold to distinguish fire points and
nonfire points. Therefore, it is difficult to eliminate false alarms
in these areas, resulting in low fire point monitoring accuracy
in such areas, for example, urban steel mills, solar photovoltaic
power stations and other conventional hot spots [20], [26]. With
the development of geostationary satellite, time series detection
has become a new means of fire detection. The principle of
most geostationary satellite fire detection algorithms is basically
the same as that of earth orbiting satellite sensors [27], [28],
which mostly depends on the setting of threshold. In current fire
products, absolute brightness temperature or reflectivity value
is usually used as the main condition for identification. The
timing algorithm also uses the absolute change of brightness
temperature in subpixel as the judgment condition. Time series
algorithm has many uncertainties in its analysis method based
on mean and continuous statistical values, and the mean ignores
the main influencing factors of seasonal changes.

Hence, to improve the accuracy of fire point recognition
in high-heterogeneity areas, this article proposes a multi tem-
poral contextual method (MT-contextual). Using the tempera-
ture time difference analysis of multitemporal data, the spa-
tial high -temperature heterogeneous points show a long-term
high-temperature phenomenon in the long-time series, which
is distinctly different from the short-term variability of fire.
Therefore, it can solve the problem of low accuracy of fire point
identification by the contextual method due to the differential
distribution of spatial temperature. The method is applied to
the fire point detection of the geostationary satellite GF-4.
The characteristics of GF-4 satellite high-frequency observation
provide a good application scenario for the multitemporal data
requirements of this method.

II. INPUT DATA CHARACTERISTICS

The GF-4 satellite is China’s first geosynchronous orbit high-
resolution remote sensing satellite. By leveraging the long-term
stay of this satellite over a fixed area, high-efficiency remote
sensing data acquisition can be achieved. This is available
from the China Resource Satellite Center.1 In this article, the
data sources were GF-4 visible near-infrared multispectral cam-
eras (PMS) and medium wave infrared (IRS) array cameras.

1[Online]. Available: http://www.cresda.com/CN/

The resolution of visible light and multispectral is better than
50 m, and the resolution of the infrared spectrum is better than
400 m [29]. For fire detection, the algorithm mainly uses the
mid-infrared channel of the IRS sensor. The spectral response
of the channel (ranging from 3.5 to 4.1 μm, centered on 3.8
μm) spans the peak spectral radiation wavelength of blackbody
emitted under large temperature changes. It is highly suitable
for distinguishing pixels containing sub-resolution combustion
components from pixels composed of cooler flameless back-
ground areas. The other two band channels cover visible light
(0.63–0.69 μm) and near-infrared (0.76–0.90 μm) areas to sup-
port cloud, solar scintillation and water identification in fire
detection algorithms. The spectral and spatial characteristics of
the channels used in this article are given in Table I.

Image preprocessing: RPC orthophoto correction, radiomet-
ric calibration and apparent reflectance calculation. The or-
thogeometric correction of Gf-4 PMS image is completed by
rational function model, and the parameters used for radiometric
calibration are provided by China Resources Satellite Applica-
tion Service Center, the DN value of satellite image is converted
into radiance image according to (1), and then the radiance value
is converted into apparent reflectivity according to (2)

Le (λe) = Gain ·DN+Offest. (1)

Including: Le(λe) is the radiance after conversion, and DN is
the satellite load Measured value, Gain is the calibration slope
and Offest is the absolute calibration coefficient displacement

ρ =
π · Lλ ·D2

ESUNλ · cosθ . (2)

Of Which: ρ Is the relative reflectance of the ground, and D is
the solar terrestrial astronomical unit distance, Lλ is the spectral
radiation value of the sensor, that is, the radiant energy of the
top layer of the atmosphere;ESUNλ is the average solar spectral
radiation at the top of the atmosphere, that is, the solar irradiance
at the top of the atmosphere, θ is the zenith angle of the sun.

III. ALGORITHM DESCRIPTION

Based on verification analysis, fire detection algorithms and
products of medium-resolution imaging spectrometers have
been constantly updated and improved [30]–[34]. Most algo-
rithms focus on the prominent mid-infrared pixels in a single
scene and do not consider the fire characteristics in time series;
this is because in some cases, the particularity of spatial hetero-
geneity leads to the misjudgment and omission of fire in a single
scene, and the establishment of time series can effectively solve
the problem of heterogeneous points in a single scene.

Thus, establishing time series is an effective method for
modeling the temperature cycle of a target area. However, it is
often difficult to collect long-term and effective time series data.
Therefore, in this article, in order to improve the single scene
algorithm and reduce the difficulty of long-term available time
series data acquisition, a series model combining time and space
is constructed. From the flowchart of the detection algorithm
shown in Fig. 1, the idea of the algorithm can be understood

http://www.cresda.com/CN/
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TABLE I
SPECTRAL CHARACTERISTICS OF GF-4

Fig. 1. Flowchart of fire detection algorithm based on GF-4 satellite data.

clearly. The output of the algorithm is a binary image, and the
pixels are divided into “fire” and “no fire.”

A. Construction of Spatial Effective Contrast Pixels

In this article, the active fire detection algorithm of GF-4 is
improved based on the contextual method, and attempts to use
adjacent pixels to estimate the radiation measurement signal of
potential fire pixels. Effective adjacent pixels in the window cen-
tered on potential fire pixels are identified and used to estimate
the background value. By sampling the dynamically allocated
window size, the best representation of the candidate fire pixel
background was realized. In the case of GF-4 band, the minimum
sample size was set to 12 × 12 element window centered on the
candidate fire pixel. The sampling window is allowed to grow to
a maximum size of 31 × 31 until at least 25% of the sample size
is composed of valid pixels, or a minimum of eight valid pixels
are found. Similar to large-area background sampling that is
applied to data, effective pixels do not include pixels classified as
clouds, potential background fire pixels (brightness temperature
exceeds the initial threshold of 305 k) and pixels with nonzero
quality flag on any input band, including pixels with filling
value. If the minimum number of valid pixels cannot be met,
the pixel was designated as an “unknown” class, indicating that

the background condition could not be correctly characterized.
In this article improves the algorithm, the distinctly abnormal
data affected by cloud and water were deleted. The image is
cloud processed according to the method that the pixels of optical
thick cloud are independently classified and processed [Formula
(3) (4)] formulated in the traditional International Geosphere
Biosphere Program and MODIS fire products [20], [21]. Al-
though the GF-4 satellite met the most basic algorithm input
requirements, an important difference between the resolutions of
the two sensors of GF-4 requires that resampling and orthophoto
correction should be used for image registration before data use

⎧⎨
⎩

(ρr + ρn) > Thp1 ∨ (T12 < Tht1) ∨ ((ρr + ρn)
> Thp2 ∧ T12 < Tht2) daytime

T12 < Tht1 night
(3)

(ρn < Thp3) ∧ (NDVI < 0) . (4)

In (3) and (4), ρr is the apparent reflectivity of the red band
of the pixel; ρn represents the apparent reflectance of a pixel in
the near-infrared band; T12 is the brightness temperature of the
pixel in the thermal infrared band (because GF-4 has no thermal
infrared band, the thermal infrared judgment condition can be
ignored); Thp1 is the threshold value (the reference value is
0.9); Thp2 is the discrimination threshold (the reference value
is 0.7);Tht1 is used as the threshold value (the reference value is
265k); Tht2 is the threshold value (285 k is the reference value);
and Thp3 is the discrimination threshold (the reference value is
0.15). NDVI((ρn − ρr)/(ρn + ρr)) is the normalized vegetation
index.

B. Calculation of Spatial Effective Contrast Pixels

After the spatial window pixels without invalid data are con-
structed, the pixel brightness temperature is compared between
the window center pixel and the underlying surface pixel. In
this article, the detection algorithm based on a single scene is as
follows:

ΔTI = Ti − Tib

=
hc

kλ

1

ln
(

2hc2

λ5L(fire) + 1
) − hc

kλ

1

ln
(

2hc2

λ5L(Adjoin) + 1
)
(5)

where ΔTI , Ti, and Tib are the temperature difference between
the fire pixel and the background, the brightness temperature of
the mid-infrared channel, and brightness temperature mean of
adjacent effective pixels in mid infrared band, respectively; C
is the speed of light (m/s); λ represents the central wavelength
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Fig. 2. Heterogeneous pixels in no-fire space. (a) October 24, 2017. (b) October 24, 2017. (c) April 9, 2017.

Fig. 3. Brightness temperature characteristics of nonfire spatial heterogeneous pixels.

(μm); L is the radiance (W·m2·sr−1·um−1); h is the Planck con-
stant, with a value of 6.626 ×10−34j · s; and k is the Boltzmann
constant, with a value of 1.38×10−23J/K.

C. Calculation of Time Series

1) Concept of Algorithm Design: The contextual method
provides an idea of fire identification, but the conditions of a
single scene make it difficult to identify spatial heterogeneous
points. To improve the limitations of the algorithm in a single
scene, this article considers including a time series. The prin-
ciple of most geostationary satellite fire detection algorithms
is essentially the same as that of Earth orbit satellite sensors
[35]–[38], most of which depend on the threshold setting. In
current fire products, the absolute brightness temperature or
reflectivity value is typically used as the main recognition condi-
tion [39]–[45]. The important theoretical component behind the
algorithm investigated here is to compare the difference between
the radiation value and the background radiation of the point
to be measured at two different times, combining space and
time for overall analysis, and considering that the comparison
between the central pixel and the surrounding pixels is affected
by outliers. In the algorithm, the brightness temperature of pixels
difference obtained in a single scene continues to be compared
in a time sequence.

For specific analysis three nonfire false alarm cases were
selected for identification by the context algorithm. All false

alarms were verified as nonfire high-temperature pixels through
high-resolution images, and their spatial heterogeneity was an-
alyzed. Their geospatial location is shown in Fig. 2. Fig. 3
analyzes the three false fire alarms. The pixel axis of Fig. 3(a) is
the pixel number in the dynamic window of the corresponding
station, and the station axis is the corresponding station of the
three false fires in Fig. 2. At least eight effective comparison
pixels are guaranteed in the dynamic window. The arrangement
and numbering order of nine pixels including high-temperature
heterogeneous pixels in the figure is from top to bottom and
from left to right in the dynamic window. The vertical axis is
the brightness temperature value of nine pixels in the dynamic
allocation window. The figure demonstrates that the spatial
high-temperature heterogeneous pixels show great differences
from adjacent pixels, and the temperature of the central pixel was
too high; indicating that the method of using only the abnormal
bright temperature difference between the central pixel and
the surrounding pixels as the basis for fire judgment is not
stable; Fig. 3(b) depicts the change in the time sequence of the
difference between the high-temperature pixel and the effective
adjacent pixel in the window. The horizontal axis of the Fig. 3(b)
represents the difference numbers of the corresponding central
pixels and adjacent pixels of the three stations and stations, and
eight effective difference numbers are obtained, still from top to
bottom and from left to right. The difference between the central
pixel and its neighboring pixel is computed initially, then the
differences at varying times are subtracted and reported on the
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Fig. 4. Brightness temperature characteristics of fire pixels. The fire was
selected on April 9, 2017 and verified by Landsat series satellite images, and
the longitude and latitude information was 47° 58’31.58 “N, 124° 36’59.38” E;
47°49’25.48“N,125°13’47.57”E; 49°18’10.71“N,124°37’11.31”E; 49°17’
17.91“N,125°34’50.78”E; 49°17’17.91“N,125°34’50.78”E; 47°52’46.43“N,
124°32’45.06”E.

vertical axis. It can be seen from the figure that the difference
between the central pixel and the surrounding pixels of nonfire
spatial heterogeneous points does not differ greatly at different
times, and the highest value is only 2 K. The analysis reveals that
the causes of high-temperature heterogeneous points are rocks
or bare land, dense human activities, factories and other areas in
summer. Although these areas exhibit the characteristics of high
brightness temperature, the brightness temperature value in the
abnormal high-temperature area has no evident change in time
sequence. Therefore, the judgment of time series improvement is
less affected by special circumstances in the judgment of spatial
heterogeneity.

In order to verify the stability of timing improvement, six fire
cases were selected. Fig. 4 shows the characteristic analysis of
pixels in the dynamic window of six stations. The horizontal axis
is six station numbers, and eight effective difference numbers
(the difference number between the corresponding central pixel
and adjacent pixels of the station). They are arranged from top
to bottom and from left to right in the dynamic window. The
difference between the central pixel and its neighboring pixel
is computed at first, then the differences at varying times are
subtracted and reported on the vertical axis. The results show that
the spatial difference between the two time periods is subtracted
from each other, and the minimum value can still reach 15.7 k.

2) Timing Establishment Cycle: In the continuously updated
time series algorithm, the time series algorithm often needs to
build a long-term time series for comparative analysis. The
establishment cycle of the time series needs to consider the
impact of seasonal changes on the surface temperature (the
surface temperature will rise relatively in summer). Therefore,
the usual time series algorithm will describe the construction
cycle suitable for subsequent use to avoid the impact of fire
identification. It is difficult to construct a long-term effective
time cycle. It is necessary to ensure that the fire area has image
availability in line with the cycle range, and the selection of

cycle is also difficult. Based on the spatial comparison built
by the contextual method, this MT-contextual method com-
pares the information of spatial comparison with time sequence.
This not only improves the spatial high-temperature pixels
(factories, etc.) that cannot be eliminated by spatial comparison,
but also solves the problem of constructing long-term time series.

In MT-contextual method, the comparison in time series is
no longer the brightness temperature of burning pixels. Fig. 5
shows the pixel brightness temperature in the dynamic window
during and before the fire. In order to see the change of pixel
timing, a small fire on October 24, 2017 is selected. The Yellow
pixel (value 0) is the invalid background pixel and the red area
is the fire pixel. The fire area is not affected by cloud image,
and there are many effective adjacent pixels available. In order
to observe the pixel changes before and after combustion, the
pixels corresponding to August 24 and October 24 are marked,
as shown in Fig. 5(b). According to the pixel brightness temper-
ature value in the figure, it can be seen that the temperature
increases in summer in August, and the surface temperature
increases significantly as a whole. If only comparing the fire
pixels, the brightness temperature value during combustion does
not increase significantly compared with that before combustion,
and the algorithm is unstable. The establishment of time series
period needs to consider this kind of problem, and the suitable
period is difficult. When the MT-contextual method compares
the spatial difference (fire pixels minus adjacent effective pixels),
it can be found that the whole surface temperature in August will
increase with the exposure of the sun in summer. At this time,
the brightness temperature difference between fire pixels and
adjacent pixels in August is very small, but when a fire occurs
in October, the difference is very large, even in two seasons
with different temperatures, and the spatial difference also has
significant changes in time series. The improved algorithm can
completely ignore the increase and decrease of surface temper-
ature caused by seasonal changes. Any time before combustion
can be selected to construct time series. Ideally, cloud free
high-quality images with similar time before combustion are
most preferred to avoid the error impact caused by the change
of surface type on the establishment of time series.

3) Description of Algorithm Details: It can be seen from the
above discussion that the fire pixel is obviously different from the
other pixels in terms of the temperature difference considered.
The following equation provides a quantitative description of
the situation:

Ti > 360K (6)

Ti > 320K (7){
Δ Tf−h = ΔTf −ΔTh

ΔTf−h > 3 · (δfTbg − δhTbg)
(8)

where ΔTf and ΔTh is the central fire pixel minus adjacent
effective pixel difference in dynamic window [calculated value
of spatial effective comparison pixels, formula (5)] at the time
of fire and when there is no fire; δfTbg.δ

hTbg, respectively,
represents the standard deviation of the brightness temperature
of the background pixel in the dynamic window between the
current ignition time and no ignition time. Condition (6) and
(7) is similar to the “absolute threshold test,” and the absolute
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Fig. 5 Brightness temperature value in dynamic window of fire pixel and non fire pixel. The fire was selected on October 24, 2017 and verified by Landsat series
satellite images, and the longitude and latitude information was 45°23’44.11“N,132°9’24.79”E. (a) October 24, 2017. (b) August 24, 2017.

threshold standard is the same as that used in the original
algorithm [46]. Equation (6) is the absolute threshold of the
daytime situation, while (7) is the judgment condition at night.
Expression pixels that can reach the absolute threshold condition
can be directly regarded as fire pixels. Equation (8) is the core
of the algorithm. Based on the obtained spatial differences, the
differences at different times were compared. The selection of
factor 3 in test (8) was mainly based on the continuous derivation
of the original algorithm [41]. It can be regarded as a fire pixel
when it meets the absolute threshold or test (8).

IV. RESULTS AND DISCUSSION

To quantitatively analyze the accuracy and effectiveness of
the MT-contextual method, four target regions were selected.
The verification work in this article aims to test the accuracy
of the timing improvement algorithm and show that it is better
than the contextual method applied to the research data (GF-4).
In order to achieve these two goals, the MODIS active fire
product (MOD14A1-C6) were used for feasibility analysis and
the results obtained using the previous GF-4 algorithm were
used compared and analyzed, but the detailed evaluation of
the algorithm requires a higher spatial resolution scene. There-
fore, Landsat data including enhanced thematic mapper plus
(ETM +) and operational land imager (OLI) data were used
to evaluate the detailed results. Landsat series satellites were
used to quantitatively evaluate and verify the fire detection
of medium-resolution imaging spectrometer and Geostationary
Operational Environment Satellite [35]–[37]. In order to further
explore the detection ability of these sensors, relevant algorithms
were studied and developed [38], [39]. In this article, Landsat
series satellites can be used as indicators for detailed evaluation
of algorithm accuracy. With the support of color composites,
the burn situation can also be clearly seen in the map through
visual interpretation. Differences in imaging time may affect
the results, but these data can still provide sufficient fire event
information. Active fire events including obvious burn scars can
also be used to evaluate cumulative detection result

A. Comparison With MODIS Products

In recent years, aiming at the research of wildfire identifi-
cation, MODIS fire thermal anomaly products have been used
in scientific research projects and practical operation. In this
article, the MOD14A1 product is used as the certification of
fire detection results. In this section, the MOD14A1 product
is also used as the reference image with 100% accuracy. Most
satellite algorithms have used the 10.5–12.4μm band to separate
the active fire from its nonfire background. Due to the lack of
information in the 10.5–12.4 μm band of the GF-4 satellite, the
accuracy of the contextual method used by GF-4 cannot match
that of other satellites. Fig. 6(a) and (b), respectively, shows
two fire cases in the study area of Heilongjiang on April 9,
2017. Both fires were identified as fire alarms in MOD14A1
products. In order to ensure their reliability, the article was
verified by high-resolution images (Landsat ETM +) to ensure
that small fires were present. The algorithm in this article (MT-
contextual) was used to identify the fire alarm in this area. The
MOD14A1 product was compared with the identification results
of the algorithm. The spatial resolution of MOD14A1 product is
1 km, and the coverage is large. Due to the influence of satellite
shooting angle and resolution, the images cannot be completely
superimposed, but it can still be used as the control image for
feasibility analysis. Through superposition and comparison, the
MT-contextual method accurately identified this small and cold
active fire. The construction of timing makes the recognition
effect unaffected by the lack of channel information. GF-4 of
mid-infrared channel with 400 m spatial resolution realizes
accurate spatial positioning. The superposition of burn area to a
certain extent shows the feasibility of the MT-contextual method.

B. Comparison With Contextual Method

In the comparison with the previous section, the MT-
contextual method in this article was verified, and was consistent
with the recognition effect of other multichannel information
satellites. In this section, we mainly discuss the recognition
accuracy of the MT-contextual method and contextual method
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Fig. 6. Compared with MODIS products, the background is created by Landsat.ETM+ images composed of temporal context method and mod14a1 products.
The results are marked with different colors. As shown in the location map, fire A occurred on April 9, 2017, with latitude and longitude of 48°41’21.82“N,
126°16’14.91”E, fire B occurred on April 9, 2017; its latitude and longitude are 48°34’30.69“N, 125°5’27.49”E.

TABLE II
STATISTICS OF ALGORITHM DETECTION RESULTS

aRatio of the number of real fires detected to the number of actual fires
bRatio of the number of false fire pixels detected to the total number of pixels detected
cRatio of the number of missed fires to the number of actual fires
The central pixel positions of the four regions are e150.5_S33.6; E122.6_N45.6; E117.2_N36.2

applied to the research data (GF-4). The overall comparison
results are given in Table II, which lists the time range of
the scenario. For the accuracy and commission error rate, the
true and false detection GF-4 active fire pixels were calculated,
respectively. Any Landsat burn marks without corresponding
GF-4 detection are marked as missing errors.

The first and second columns in the table provide information
on the study area and imaging time of their respective GF-4
scenes. As given in Table II, in most cases, the accuracy of the
algorithm exceeds 80%. The result of the new algorithm is an
improvement on the existing algorithm. In addition to accuracy,
errors should also be considered. The error source is mainly due
to the loose constraint of threshold setting and the limitation
of the number of GF-4 satellite channels used for algorithm
detection. In general, although the error rate is still unsatisfac-
tory, compared with the previous algorithms, the multitemporal
method produces improved detection results overall, both in
improving accuracy and reducing errors.

This section shows several typical fires in Heilongjiang
Province and eastern Russia on October 24, 2017. Fig. 7 shows

the comparison results of the MT-contextual method and con-
textual method in typical cases, in which the overlay base
map is the 400 m spatial resolution image of GF-4 PMS. In
Fig. 7, the plume position is the fire combustion position with
obvious combustion traces. The green patch is the fire pixel
identified by the improved algorithm, and the red patch is the
fire pixel identified by the contextual method. The fire point
extraction result of the time series improved algorithm is con-
sistent with the position of smoke plume in the base map, and
is not offset by the influence of high-temperature smoke. In the
contextual method recognition, the fire point blocked by thick
smoke reduces the energy radiated to the satellite sensor. These
fires would have been automatically omitted by the previous
algorithm whereas the GF-4 multitemporal method succeeded
in detecting the sudden fire events. In the left area of Fig. 7(a),
the contextual method does not recognize the fire location, and
the location offset occurs in the area affected by smoke at
Fig. 7(b). The improved MT-contextual method in this article
solves the interference of high-temperature heterogeneous pixels
in a single scene and the partial influence of high-temperature
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Fig. 7. Compared with contextual algorithm, the results of active fire detection in Heilongjiang on April 7, 2017 are marked with different colors by the temporal
context method and the results of context. As shown in the location map, the latitude and longitude of fire in (a) are 47°43’12.31“N, 124° 58’49.70”E, while for
fire in (b), the latitude and longitude are 49°18’19.58“N, 125°34’15.68”E.

Fig. 8. Fire detection results generated by different algorithms are superimposed on the burn scar.

smoke on the fire location, and successfully detects the active fire
location.

C. Fire Event Cycle Analysis

In this article, the difference in acquisition times between
images acquired on the same day prevented the use of tradi-
tional methods of assessing the results because the short-term
variations in the fire conditions might have seriously affected
the quantitative analysis. Besides, the multitemporal method
analyzes more data and can be utilized for monitoring the
complete cycle of events during a fire.

Fig. 8 shows the comparison results of the contextual method
and the MT-contextual method, and reveals the burn scar drawn
on the Landsat 8 OLI image. The fire is an Australian mountain
fire burning for three consecutive days from November 18–20,
2019. Through visual interpretation of the fire combustion,
the fire smoke is large and presents a linear combustion area,
Fig 8(a) shows the identification results of the improved MT-
contextual method in this article. Fig. 8(b) shows the GF-4 con-
textual method, which represents the combustion area for three
days with three color blocks respectively. Comparative analysis
shows that the MT-contextual method color block coincides with
the combustion zone more than the contextual method color
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block .The filling position of the color blocks in the figure reveals
that the improved algorithm is accurate. The consistency of fire
description of biomass combustion for many days was improved.
The GF-4 contextual method omits some fire pixels in the fire
area due to the impacts from smoke and other factors during the
fire, and thus, the detection results lose important pixels.

V. CONCLUSION

In this article, an active fire detection algorithm, based on
GF-4 geostationary satellite multitemporal data, is introduced.
PMS and IRS sensors on GF-4 provide data in the spectral range
of visible light to mid-infrared. The basic “context” structure
of a fire detection algorithm similar to a medium-resolution
imaging spectrometer already exists. To improve the existing
algorithm, the new algorithm uses multitemporal data and in-
troduces a time-series analysis. This algorithm can be used to
eliminate high-temperature heterogeneous points without fire,
which cannot be achieved by the contextual method. In recent
years, to construct the time series analysis, we need to consider
the quantity and quality of the data involved. Usually, both the
front and back data are required for calculation, which greatly
increases the complexity of calculation and dependence on data.
In addition, the quality of continuous data acquired from the
satellites has become poor, as too many invalid data outliers lead
to difficulty in constructing an accurate time series. Through the
combination of space and time, this algorithm reduces the de-
pendence on long-term effective data, and provides a convenient
and effective time series construction method for fire detection.
It has a relatively high accuracy for fire detection compared to
the traditional methods, and the false fire recognition rate is
significantly reduced.

Change analysis, based on the change detection method,
cannot fully mine the relationship between many multitemporal
images; further, the coverage conditions and subtle or long-term
changes under climate change cannot be readily separated from
the background noise. There are also some ground types with
sudden temperature changes that are confused with fire. Solving
the easily confused ground is also the focus of future work. At the
same time, the goal of this article is global testing. The difference
of ground types in different regions may lead to the deviation of
threshold. Increasing the judgment of different types of ground
in different regions is also the direction of future work.
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