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Abstract—This article deals with the problem of improving the
spatial resolution of hyperspectral (HS) data from the PRecursore
IperSpettrale della Missione Applicativa (PRISMA) mission. For
this purpose, higher spatial resolution data from the Sentinel-2 (S2)
mission are exploited. Particularly, 10 S2 bands at 10 and 20 m spa-
tial resolution are used to accomplish the PRISMA super-resolution
(SR) task. The article presents a new end-to-end procedure, called
PRISMA-SR, that starting from the S2 data and the low-resolution
PRISMA image, provides a super-resolved image with a spatial
resolution of 10 m and the same spectral resolution as the PRISMA
HS sensor. The first step of the PRISMA-SR procedure consists in
fusing S2 data at different spatial resolutions to obtain a synthetic
MS image with 10 m spatial resolution and 10 spectral bands. Then,
an unsupervised procedure is applied to coregister the fused S2
image and the PRISMA image. Finally, the two images at different
spatial resolutions are properly combined in order to obtain the
super-resolved HS image. Solutions for each step of the PRISMA-
SR processing chain are proposed and discussed. Simulated data
are used to show the effectiveness of the PRISMA-SR scheme and
to investigate the impact on its performance of each step of the pro-
cessing chain. Real S2 and PRISMA images are finally considered
to provide an example of the application of the PRISMA-SR.

Index Terms—Hyperspectral (HS) data processing,
hyperspectral (HS)-multispectral (MS) data fusion, satellite
missions.

I. INTRODUCTION

HYPERSPECTRAL (HS) sensors offer the opportunity of
analyzing the chemical and physical composition of the

remotely sensed scene, thanks to their ability of measuring the
spectrum of the observed pixels in a large number of contigu-
ous and narrow spectral channels [1]. In particular, spaceborne
sensors allow the exploitation of HS technology for large-scale
monitoring of the earth [2]. The set of Earth Observation
(EO) applications enabled by spaceborne HSs includes [3]–[6]
detailed environmental monitoring, forest analysis, precision
agriculture, inland and coastal water monitoring, raw material
exploration and mining, and soil degradation and analysis.
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In this context, the EO mission of the Italian Space Agency
(ASI) named PRISMA (PRecursore IperSpettrale della Mis-
sione Applicativa, [7]–[10]) offers a great opportunity to im-
prove the knowledge about the scientific and commercial
applications of spaceborne HS data. The mission has been
operational since March 2019 and data for the community are
now available according to the ASI data policy [11]. PRISMA
payload includes a pushbroom HS camera operating in the
visible, near infrared (VNIR) and shortwave infrared (SWIR)
spectral ranges. Specifically, the HS imaging sensor covers the
portion of the electromagnetic spectrum ranging from 400 to
2500 nm with 10 nm spectral sampling through two partially
overlapped spectrometers [10]. The total number of distinct
bands is 230. The satellite has a sun-synchronous circular orbit
with a repeat cycle of 29 days and relook capability of 7 days
with roll maneuver. Similar to other HS satellite missions the
PRISMA HS sensor has a limited spatial resolution because of
the limited amount of incident energy. Specifically, its ground
sampling distance (GSD) is of 30 m. The low spatial resolution
can reduce the range of the potential applications of the acquired
data. Such applications include high-spatial-resolution ecosys-
tem monitoring, or high-spatial-resolution mapping of minerals,
urban surface materials, plant species, and many others.

A natural solution to enhance the spatial resolution of a satel-
lite HS image is to fuse it with a higher resolution multispectral
(MS) image of the same scene, possibly acquired under the same
conditions. This approach is called HS and MS image fusion
(HS–MS fusion), or HS super-resolution (SR). HS–MS fusion
has attracted the interest of the scientific community in recent
years as witnessed by numerous published papers focused on
this topic [12]–[33].

However, PRISMA mission payload does not include a high-
spatial resolution MS sensor. Therefore, the only way to apply
the HS–MS fusion paradigm to PRISMA data is to exploit the
high-resolution MS image provided by other satellite missions.
In this context, a great opportunity is offered by the Sentinel-2
(S2) program.

S2 is a wide-swath and fine spatial resolution satellite imaging
mission of the European Space Agency (ESA) developed in the
framework of the European Union Copernicus program [24],
[35]. Sentiel-2 consists of two satellite instruments, Sentinel 2A
(S2A) and Sentinel 2B (S2B), which are identical and have the
same sun-synchronous, quasi-circular, near-polar, and low-earth
orbit. Each sensor has a 10-day repeat cycle, and together they
provide globally a median average satellite revisit of 3.7 days
[35]. S2A and S2B acquire data with GSD of 10, 20, and 60
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Fig. 1. Center wavelengths of PRISMA bands (blue bars) and SRFs of the
Sentinel 2 bands with 10 and 20 m spatial resolution.

Fig. 2. PRISMA super-resolution scheme based on Sentinel 2 fusion.

m in the VNIR and SWIR spectral ranges [24]. Specifically,
the 10 bands with spatial resolution of 10 m (B2–B4 and B8)
and 20 m (B5–B7, B8a, and B11–B12) cover a spectral range
which is overlapped with that of the PRISMA sensor and can
be exploited to enhance the spatial resolution of PRISMA data
according to the HS–MS fusion framework. For completeness, in
Fig. 1, we show the overlap among the nominal spectral response
functions (SRFs) of the 10 and 20 m S2 bands [36] and those of
the PRISMA sensor.

In this article, we focus on the problem of fusing PRISMA and
S2 reflectance images which, to the best of our knowledge, has
not been yet investigated in the open literature. Here, fusion aims
at obtaining a synthetic 10-m spatial resolution HS image with
the same spectral resolution as PRISMA. Though the general
idea of fusing HS and MS data has been already investigated
in the literature [12]–[33], here we propose a novel end-to-end
paradigm for PRISMA and S2 data, discussing all the steps
necessary to get the fused image and their impact on the fusion
output by means of simulated data.

As is shown in Fig. 2, the proposed PRISMA-SR strategy
consists of three main steps. The first step (named S2 data fusion)
applies a fusion algorithm to the 10 and 20 m S2 images to obtain
a 10 band MS image with the highest spatial resolution which
will be used to bring the spatial resolution of the PRISMA image
to 10 m. The second step (coregistration) applies a registration
procedure to the MS image resulting from the previous step
and the PRISMA image. This step is necessary even in the case
of geolocated data to compensate the inaccuracy of pixel-level
coordinates due to errors in the georeferencing process. The
third step (HS–MS fusion) finally applies an HS–MS fusion
scheme to obtain a super-resolved PRISMA image. Of course,
the PRISMA and S2 images must be acquired on the same scene
and with the minimum time difference in order to limit the
potential seasonal changes in the monitored surface.

The main goal of this article is to test the effectiveness of
the general PRISMA-SR scheme of Fig. 2, proposing simple

solutions for each step. As to the S2 data fusion step, among
the several methods proposed since 2016 [37] to fuse the 10 and
the 20 m S2 bands [38]–[41], we have chosen a multiresolution
analysis (MRA) based algorithm (detailed in Section III) for
its computational efficiency and its good fusion performance.
Image coregistration is performed assuming an affine transfor-
mation between the images and exploiting control points (CPs)
detected in an unsupervised manner by the speeded-up robust
feature (SURF, [42]) algorithm. HS–MS fusion is surely the most
critical step of the PRISMA-SR scheme. Several algorithms
(summarized in Section II) have been proposed in the past years.
Most of them assume perfect coregistration of the two images, a
hypothesis that is difficult to satisfy in practice. In fact, regardless
of the adopted coregistration algorithm, residual registration
errors still remain that can deteriorate the performance of the
HS–MS fusion procedure. For this reason, we propose two
modified versions of the well-known smoothing filtered-based
intensity modulation (SFIM) algorithm [14], [43] specifically
designed to be robust to residual registration errors. An exten-
sive analysis on synthetic datasets is carried out to investigate
the performance of the proposed PRISMA-SR scheme and the
effectiveness of each step of its processing chain. Furthermore,
real PRISMA and S2 data are analyzed to provide an example
of the application of the PRISMA-SR procedure in a practical
case.

The main contributions of this article are summarized as
follows:

1) An end-to-end procedure to fuse S2 and PRISMA data.
The procedure starts from the fusion of S2 data at different
spatial resolution to obtain synthetic S2 data with 10 bands
and 10 m spatial resolution. A coregistration algorithm is
then applied to the S2 synthetic image and the PRISMA
image. Finally, an HS–MS fusion algorithm is applied to
obtain the super-resolved PRISMA image.

2) The idea of combining S2 data at two different spatial
resolutions for PRISMA data spatial enhancement and the
analysis of its effectiveness by means of simulated data.

3) Two modified versions of the well-known SFIM fusion
algorithm that mitigate the effects of residual errors in the
image registration process.

The rest of the article is organized as follows. Section II briefly
reviews the methods presented in the literature for HS–MS
fusion, which represents the most critical step of the proposed
PRISMA-SR scheme. Section III details the solution proposed
for each step of PRISMA-SR scheme paying particular atten-
tion to the HS–MS fusion algorithm. Section IV illustrates the
simulation-based performance evaluation procedure and sum-
marizes the results obtained. Finally, Section V shows the results
obtained on a real PRISMA and S2 image pair.

II. HS–MS FUSION ALGORITHMS

In recent years, several HS–MS fusion approaches have
been proposed. They can be grouped into three categories:
pansharpening adaptation methods, subspace-based approaches,
and machine learning algorithms.
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The first category includes methods obtained by adapting the
techniques developed to fuse a high-resolution panchromatic
(PAN) image with a lower resolution MS image (pansharpening
[12]) to the HS–MS fusion problem. In this context, Selva
et al. [13] proposed a framework [called hypersharpening (HP)]
that adapts pansharpening algorithms based on the MRA [12]
to HS–MS fusion. Such framework consists in synthesizing a
high-resolution image for each HS band as a linear combination
of the MS bands. The linear combination coefficients are derived
through linear regression. The authors also proposed an alterna-
tive approach (called band-selected) that allows the adaptation
of the pansharpening methods based on component substitution
(CS) to the HS–MS fusion. In this approach, the most correlated
MS band is selected for each HS band to reduce the HS–MS
fusion problem to distinct pansharpening problems that can
be attacked by one of the available pansharpening algorithms
included the CS based ones. In [14], the band-selected scheme
was used to adapt the Gram–Schmidt Adaptive [14] algorithm to
the HS–MS fusion. HP paradigm was also proposed [14] to adapt
the SFIM method to the HS–MS fusion problem. The resulting
algorithm was tested on several scenarios in [14].

The subspace-based category includes the unmixing [16]–
[20] and the Bayesian-based [21]–[24] methods. The former
associate HS–MS fusion to a linear spectral unmixing problem,
modeling the data as a mixture of a relatively small number
of “pure” spectral signatures (endmembers), corresponding to
the materials present in the scene. HS–MS fusion is performed
by obtaining endmember information from the HS image and
high-resolution abundance map (representing the coefficients
of the mixture) from the MS image. The extraction of end-
members and abundances accounts for both the SRFs and the
Modulation Transfer Functions (MTFs) of the considered HS
and MS sensors. The final result is obtained as the product
of the endmembers and the high-resolution abundance map.
In [16], the coupled subspace nonnegative matrix factorization
algorithm was proposed that incorporates the relative SRF and
MTF of the HS and MS sensors in an iterative scheme based on
nonnegative matrix factorization aimed at estimating both the
endmember and the abundance map. Based on the assumption
that the number of endmembers in each pixel is small compared
to the total number of endmembers in the analyzed data, sparse
regularization was exploited in [17] and [18] to perform un-
mixing. In [19], the problem of estimating the endmembers and
the abundance map from HS and MS images was addressed by
including the nonnegative constraint on both the endmembers
and the abundance map and the sum-to-one constraint on the
abundance map in order to respect physical constraints. Local
processing was exploited in [20] to mitigate the ill-posedness of
the fusion problem.

Bayesian-based approaches incorporate the idea underlying
mixture-based methods into a Bayesian estimation framework
by introducing a regularization term in the objective function
based on some priors in order to address the ill-posedness
of the fusion problem. In general, Gaussian or sparsity pro-
moted Gaussian priors are adopted [21], [22] and singular value
decomposition or vertex component analysis [44] performed on
the HS input image are exploited to address the data subspace. A

computationally efficient Bayesian-based method was proposed
in [23] which approaches the fusion problem by exploiting the
closed-form solution of a Sylvester equation. Regularization
based on vector total variation is incorporated in the Bayesian
formulation of the HS–MS fusion problem. The problem is thus
recasted as a convex optimization problem and approached by
the alternating direction method of multipliers (ADMM). The
resulting algorithm, named HySure, includes the estimation of
the relative SRFs and MTFs of the two images and has provided
excellent results in a variety of multisource HS–MS fusion
problems [14].

A very interesting comparative review concerning the cate-
gories of algorithms summarized above can be found in [14].

Machine learning and deep learning are emerging approaches
that have received more and more attention in many image
processing applications. In the context of image fusion, in the
last years, several convolutional neural network (CNN) based
algorithms have been proposed to approach the pansharpening
problem [26]–[28]. Inspired by the architecture proposed in
[25] for single image SR, in [26], a CNN-based algorithm
has been developed for the fusion of PAN and MS images by
augmenting the inputs of the CNN in [25] including a number
of features extracted from the images to be fused. More recently
[27], a generative adversarial network has been proposed for
the fusion of PAN and MS images. The network exploits two
discriminators to force the spectral and spatial information of
the generated super-resolved image to be consistent with the
MS image and the PAN image, respectively. In [28], a new
residual learning network for pansharpening has been proposed.
It consists of two networks: the gradient transformation network
and the pansharpening network. The first one learns the gradient
mapping between the MS image bands and the PAN image in
both the spatial directions. The second network adopts residual
learning to perform the fusion of the MS and the PAN images.
The spatial details of the super-resolved MS image are derived
not only on the basis of the PAN image but also on the gradient
transformation relationship established by the first network.

In recent years, CNN-based algorithms have also been pro-
posed for the HS–MS fusion problem. Dian et al. [29] proposed
a CNN-based fusion scheme that exploits both the potential of
residual learning and of the Bayesian approach. The method
first initializes a high spatial resolution (HR) HS image from
the model based fusion framework solving a Sylvester equation.
Then, it derives an intermediate HR–HS image exploiting a CNN
based on residual learning. This intermediate HR–HS image
is returned to the model-based fusion framework to obtain the
final super-resolved HS image. Xie et al. [30] used a deep net-
work to capture deep residual information from high-frequency
domain and used it as extra constraint for reconstructing the
super-resolved HS image. Han et al. [31] proposed a multiscale
deep CNN to gradually improve the resolution of the original
HS image. The proposed fusion scheme integrates a multilevel
cost function to alleviate the problem of gradient vanishing in
the training phase. In [32], a fusion scheme that connects the
approach based on deep learning and the one based on Bayesian
optimization is proposed. The Bayesian optimization problem
is reformulated as three suboptimization problems modeled by
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TABLE I
LIST OF THE PRINCIPAL ACRONYMS

neural network architectures. In particular, the powerful repre-
sentation ability of a deep neural network is exploited to replace
the priors generally used in the Bayesian approach with a more
complex function of the data.

Although the CNN-based approaches have shown promising
results, two main aspects still limit their use in practical remote
sensing applications. CNN-based approaches require a large
number of images for the training phase, which are often not
available. The generalization ability of the deep CNN is also a
critical issue that needs to be further investigated. CNN trained
on one kind of data may not work well on other data types.

A comprehensive review of the recent advances on CNN-
based HS–MS fusion methods can be found in [33].

III. PRISMA-SR SCHEME

As shown in Fig. 2, the proposed PRISMA-SR scheme con-
sists of three main processing steps: S2 data fusion, coregis-
tration, and HS–MS fusion. In this section, we describe the
algorithms adopted in each block of the PRISMA-SR processing
chain. Several symbols will be used to denote the data involved
in each algorithm. A quick summary of the main symbols used
in the text is listed in Table II.

TABLE II
NOTATION

We will adopt the lexicographic notation for the MS and HS
images. The generic image Ψ will be represented as an N ×B
matrix (Ψ ∈ RN×B), with N denoting the number of image
pixels and B the number of bands. However, whenever needed,
we will use the notation Ψ(i, j) ∈ RB×1 to explicitly indicate
the spatial coordinates i and j of the spectral pixel. Furthermore,
we will use the symbolΨb ∈ RN×1 to denote theN pixels image
in the bth spectral band.

A. S2 Data Fusion

As to the S2 data fusion, we consider the HP adaptation
of the MTF–Gaussian Laplacian Pyramid (GLP)–context-based
decision (CBD) algorithm proposed in [45].

MTF–GLP–CBD is a pansharpening algorithm belonging
to the MRA class here chosen because of its computational
efficiency and of the good fusion performance experienced on
real S2 data [37]. In [37], to extend the algorithm to the S2
case, the HP paradigm was adopted and the best performance
was obtained by the synthesized band scheme. Let us denote as
X ′

10 ∈ RN×l10 the S2 image with a spatial resolution of 10 m,
and withX ′

20 ∈ RN20×l20 the S2 image with a spatial resolution
of 20 m.N andN20 (N = 4N20) are the number of pixels ofX ′

10

andX ′
20, respectively. While l10 = 4 and l20 = 6 are the number

of bands of X ′
10 and X ′

20, respectively. The synthesized band
HP paradigm starts from a HR version ofX ′

20 (P S ∈ RN10×l20 )
obtained by linear regression from X ′

10:

P S = X
′
10 ·MS + bS (1)

where MS ∈ Rl10×l20 and bS ∈ R1×l20 are obtained by ordi-
nary least squares (OLS) applied to X ′

20 and (X ′
10)

↓. The latter
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being the version of X ′
10 downsampled by a factor of 2 so as

to get the same spatial resolution of X ′
20. MTF–GLP–CBD is

then applied to obtain the super-resolved version X̂
′ ∈ RN×l20

of X ′
20 with each band of P S acting as the PAN image. In

formulas:

X̂
′
= (X ′

20)
↑
+ [P S − (P S)LP] ·G (2)

where (X ′
20)

↑ is obtained by interpolating1 X ′
20 at the fine

scale, (P S)LP is a low-pass version of P S and G ∈ Rl20×l20 is
the gain matrix. (P S)LP is obtained by convolving each band of
P S with a Gaussian filter approximating the sensor MTF in that
band. The MTF value at the Nyquist frequency is set according
to the S2 L1C data quality report [46]. The gain matrix G is
set according to the CBD paradigm as a diagonal matrix, whose
bth diagonal entry is the ratio between the covariance between
the bth band of (X ′

20)
↑ and (P S)LP and the variance of the bth

band of (P S)LP.
Finally, the S2 sharpened image X ′ ∈ RN×l with l = 10 is

obtained by properly merging X ′
10 and X̂

′
.

B. Coregistration of S2 and PRISMA Images

Coregistration between S2 and PRISMA images is per-
formed in an unsupervised way by using the well-established
feature-based technique that exploits the SURF algorithm [47],
[48]. In this subsection, we briefly summarize the basics of that
technique by pointing out the modifications made to adapt it to
the case of coregistration of S2 and PRISMA images.

In general, feature-based techniques start from the extraction
of interest points (IPs) independently from the two images to be
coregistered named test image and reference image. To each IP,
a feature vector (descriptor) is then assigned by exploring the
characteristics of the image in a local neighborhood. In our case,
the SURF algorithm [42] is adopted to extract descriptors that
are invariant to scale, rotation, and illumination. IPs from the
two different images are tested to find pairwise correspondence
between their descriptors. Pairs of IPs with the most similar
descriptors are retained and represent the so-called CPs. Finally,
the pixel coordinates of each CP in the two images are used to
estimate, in accordance to a given model, the transformation
that represents the geometrical distortion between the test and
the reference image. Once the transformation is estimated, it is
applied to resample the test image into the coordinates system
of the reference image.

In our case, the reference and the test images are the
PRISMA and the S2 sharpened image (X ′ ∈ RN×l), respec-
tively. More precisely, the spectrally downsampled version (Ỹ ∈
Rn×l, N = 9n) of the PRISMA image is adopted as reference.
Ỹ is obtained as

Ỹ = Y · ST (3)

where Y ∈ Rn×L is the PRISMA image and S is the l × L
relative spectral response matrix, i.e., each row ofS is the SRF of
the corresponding S2 band resampled at the spectral resolution

1Bicubic interpolation is considered here and in the rest of the article.

of the PRISMA sensor. S is obtained by the nominal S2 SRFs
provided by ESA [36].

The SURF-based procedure summarized above is indepen-
dently applied to each band of the two images X ′ and Ỹ . The
CPs extracted in all the bands are merged together and used to
estimate the geometrical distortion assuming an affine transfor-
mation with a scale ratio of 3, according to the GSDs of the two
considered images. To make the geometric model estimation
procedure robust to potential outliers, the popular RANdom
Sampling Consensus [49] method is adopted. The estimated
parameters (rotation matrix and shift vector) are used to mapX ′

into the coordinate system of the PRISMA image, thus obtaining
the S2 sharpened and coregistered image X ∈ RN×l.

C. HS–MS Fusion: Robust SFIM Algorithms

Fusion of X and Y is accomplished by considering the
HP adaptation of the SFIM algorithm [14] called SFIM-HP,
hereinafter. SFIM sharpens the low spatial resolution image by
multiplying the upsampled lower resolution image by the ratio
between the higher resolution image and its low-pass filtered
version on a pixel-by-pixel basis. Accordingly, the PRISMA
superresolved image Z ∈ RN×L is obtained as

Z (i, j) = [PH (i, j)� (PH (i, j) ; c)LP ]� (Y )↑ (i, j) (4)

where i and j are the pixel coordinates, (Y )↑ is the upscaled
version of Y , and � and � denote the elementwise division and
multiplication, respectively. PH ∈ RN×L is the HS synthetic
image obtained by linear regression fromX according to the HP
paradigm introduced in -Section III-A. Of course, in this case,
the linear regression coefficients are derived by OLS applied to
(X)↓ , i.e., to the version of X downscaled to the PRISMA spa-
tial resolution, and Y . (PH(i, j); c)LP is the low-pass version
ofPH obtained by convolution with a Gaussian filter with value
c at the Nyquist frequency chosen so as to approximate the MTF
of the HS sensor:

(PH (i, j) ; c)LP = PH (i, j)⊗ hG (i, j; c) (5)

where ⊗ denotes the two-dimensional convolution performed
on each image band and hG(; c) is the Gaussian filter impulse
response. The c parameter is the value of the amplitude response
of the filter at the Nyquist frequency, the same value of c is used
for each band.

In general, SFIM-HP introduces relatively small spectral dis-
tortions on the super-resolved image. Conversely, it is sensitive
to coregistration errors. In addition, it also requires knowledge of
the parameter c which may not be available in real applications.
Notice that, despite the efforts made to choose the best algorithm
to geometrically align the two images, residual coregistration
errors will always occur in practice and should be properly
considered in the fusion strategy.

The previous considerations suggested us to develop modified
versions of SFIM-HP that are more robust to residual registration
errors and do not require the knowledge of c. Such robust
versions of SFIM-HP will be referred to as RSFIM-HP in the
rest of the article.
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Fig. 3. Proposed PRISMA-SR scheme.

To describe the proposed RSFIM-HP algorithms, let us
denote as Ẑ(i, j; ε, η, c) the SFIM-HP output for a given value
of c and assuming that the residual registration error consists in
a shift of ε and η in the two spatial directions:

Ẑ (i, j; ε, η, c)

= [PH (i, j)� (PH (i, j) ; c)LP]� (Y )↑ (i+ ε, j + η) .
(6)

Notice that (6) is similar to (4), but it accounts for the residual
registration error in its formulation. Let us define the relative
squared error between the MS HR image X and the MS image
Z̃(i, j; ε, η, c) = S · Ẑ(i, j; ε, η, c) obtained by spectral down-
sampling Ẑ(i, j; ε, η, c) at the (spectral) resolution of X as

E (i, j; ε, η, c) =
‖X (i, j)− Z̃ (i, j; ε, η, c) ‖2

‖X (i, j) ‖2 . (7)

In the pixel of spatial coordinates (i, j), E(i, j; ε, η, c) is
expected to be low when ε, η, and c are close to their real values.
Therefore, the relative squared error in (7) can be used to measure
the goodness of the image Ẑ(i, j; ε, η, c). The idea behind
RSFIM-HP is of calculating Ẑ(i, j; ε, η, c) for various possible
values of ε, η, and c and to combine the images Ẑ(i, j; ε, η, c)
according to a specific optimality criterion based on the error in
(7).

Specifically, we propose to derive the super-resolved HS
image (Z(i, j)) as a linear combination of the images
Ẑ(i, j; ε, η, c) obtained for various values of ε, η, and c:

Z (i, j) =
∑

|ε| ≤ εUB

|η| ≤ ηUB

cLB < c < cUB

w (i, j; ε, η, c) · Ẑ (i, j; ε, η, c)

(8)

where the weights w(i, j; ε, η, c) for each pixel depend on the
error E(i, j; ε, η, c). In (8), εUB and ηUB (in pixel units) are
the absolute maximum expected residual registration errors in
the two spatial directions, while cLB and cUB are the lower and
the upper bounds of the c parameter, respectively. The values of
εUB and ηUB depend on the performance of the coregistration
algorithm adopted. Typically, values in the order of few pixels
are reasonable to model the residual registration error as a local
shift in the two spatial directions. The sensor MTF assumes
values in the range [0, 1]. Therefore, the values of cLB and cUB

must be chosen in that range. The two bounds account for the
mismatch with respect to the nominal values of the parameter
c generally provided by the sensor manufacturer. Reasonable
values for cLB and cUB are 0.2 and 0.7, respectively, which define
a sufficiently large part of the parameter space by discarding
the values corresponding to unlikely conditions. Low values of
c determine high amplitude distortion and low aliasing effects.
Instead, high values of c determine low amplitude distortion and
high aliasing effects.

As to the relationship between the weighting coefficients
w(i, j; ε, η, c) and the relative squared error E(i, j; ε, η, c), two
different strategies are proposed, called hard and soft, respec-
tively. The hard strategy represents the natural choice in absence
of noise because it assigns to Z(i, j) the value of Ẑ(i, j; ε, η, c)
that corresponds to the minimum of the relative squared error. In
this case, the weighting coefficients are binary variables defined
as

w (i, j; ε, η, c) =

⎧⎪⎨
⎪⎩

1 E (i, j; ε, η, c) = min
ε̄,η̄,c̄

E (i, j; ε̄, η̄, c̄)

0 otherwise
(9)

where, according to (8), |ε̄| ≤ εUB, |η̄| ≤ ηUB, and c ∈
[cLB, cUB]. The resulting algorithm is referred to as RSFIM-HP-
hard and is expected to effectively reproduce both the edges and
the homogeneous regions in the super-resolved image Z(i, j).

In the presence of noise, which in each pixel can be realisti-
cally modeled as a spectrally uncorrelated zero mean random
vector [50], [51], the hard strategy tends to bring the noise
components of the HS image in the super-resolved image. To
mitigate noise effects, the soft strategy is proposed where the
weighting coefficients w(i, j; ε, η, c) are defined so as to assign
greater weights to solutions more consistent with the higher
spatial resolution image, i.e., corresponding to low values of
E(i, j; ε, η, c):

w (i, j; ε, η, c) = α (i, j) e−0.5·E(i,j;ε,η,c). (10)

In (10), α(i, j) is the normalization factor that makes the sum
of the weights in each pixel equal to one. The resulting algorithm
is referred to as RSFIM-HP-soft.

RSFIM-HP-soft is expected to be more robust to noise thanks
to the filtering effect introduced by the weighted sum. This is par-
ticularly true in the homogeneous regions of the scene where the
weights are very similar. Conversely, it is expected to introduce a
smoothing effect on sharp variations thus performing worse than
RSIM-HP-hard in preserving edges. In the experimental part of
the article, we will give evidence of the previous comments.
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Fig. 4. Bock diagram of the adopted simulation strategy.

Fig. 5. RGB of the images adopted in our simulations: (a) AVIRIS-NG Grosseto and (b) RIT-Avon.

Fig. 6. AVIRIS-NG Grosseto, performance comparison between the full scheme and the S2 VNIR data experiments: (a) average RRMSE values, (b) average
SAM values, and (c) average PSNR values. In all the figures, the dashed lines indicate the best performance.
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Fig. 7. RIT-Avon, performance comparison between the full scheme and the S2 VNIR data experiments: (a) average RRMSE values, (b) average SAM values,
and (c) average PSNR values. In all the figures, the dashed lines indicate the best performance.

The two RSFIM-HP algorithms are implemented adopting
a greed strategy that computes the quantities in (6)–(10) for
discrete values of the parameters ε, η, and c within the assigned
ranges.

The entire PRISMA-SR scheme with the algorithms proposed
for each step and the symbols adopted in this section is shown
in Fig. 3.

IV. ANALYSIS ON SIMULATED DATA

In this section, we test the proposed end-to-end PRISMA-
SR procedure on simulated data. We start by describing the
simulation strategy adopted. Then, we present the datasets for
simulation and the indices for performance evaluation. Finally,
we present and discuss the experimental results.

Throughout the article, we consider reflectance data, i.e., the
L2 product for both PRISMA and S2 images.

A. Simulation Strategy

The strategy adopted to simulate S2 and PRISMA data is
depicted in Fig. 4. It starts from a given HS image acquired by a
sensor that covers the VNIR–SWIR spectral range correspond-
ing to the PRISMA data. The scheme in Fig. 4 branches into two
parts. The left one refers to the simulation of the S2 data, while
the right branch concerns the simulation of the PRISMA data.

S2 simulation branch first spectrally downsamples input data
so as to simulate the spectral data in 10 S2 bands: B2–B12
and B8A. For this purpose, the SRFs provided by ESA [36] are
adopted. Then, Gaussian random noise is added to each band.
Noise power is set to obtain a predefined signal-to-noise ratio
(SNRS). Finally, the bands corresponding to B2–B4 and B8 are
selected to simulate the full spatial resolution S2 image X ′

10.
The remaining bands are downscaled of a factor of 2 in both the
spatial directions to obtain the lower resolution S2 image X ′

20.
The right branch first derives the full spatial resolution

PRISMA image Ȳ adopted as reference for performance as-
sessment of the data fusion scheme. Ȳ is obtained by spectrally
downsampling the input data to the spectral resolution of the
PRISMA sensor. For this purpose, a Gaussian shaped SRF is
considered for each band, with the central wavelength and the
full width half maximum set according to the corresponding data
provided by ASI.

Ȳ is spatially distorted by applying an affine transformation
defined by the rotation angle ϑ and the shifts ti and tj (pixel
units) in the two spatial directions.

The obtained image is spatially downsampled with a factor
of 3 in both the directions to simulate the low spatial resolution
PRISMA image. In this phase, a Gaussian low-pass filter is used
to simulate the sensor MTF. The value of amplitude response of
the filter at the Nyquist frequency for all the PRISMA sensor
channels is set to 0.3 according to the experimental results
in [52]. Finally, Gaussian noise with a given SNR (SNRP ) is
added to the resulting image to obtain the simulated PRISMA
image Y .

B. Datasets

In our simulations, we use the two reflectance images de-
scribed here below in more details. The red–green–blue (RGB)
representation of the two images are shown in Fig. 5.

1) AVIRIS-NG Grosseto: this image is part of the publicly
available data2 acquired by the AVIRIS—Next Generation
(NG) sensor on 7 April, 2018, nearby the city of Grosseto,
Italy. AVIRIS-NG is an airborne sensor collecting data
in 480 bands in the VNIR–SWIR range and with spectral
sampling of 5 nm. The original data have a GSD of about 4
m. To get an image with GSD as close as possible to that of
the higher resolution S2 bands, they have been downscaled
by a factor of two in both the spatial directions. The result-
ing image has 264 × 600 pixels and a spatial resolution of
about 8 m.

2) RIT-Avon: this HS image is part of the publicly avail-
able SHARE 2012 dataset3 from the Digital Imaging and
Remote sensing Laboratory of the Rochester Institute
of Technology [53]. Specifically, we refer to the image
acquired on 20 September, 2012 at 15:46 (GMT), in a rural
scene located in AVON, New York, just south of Rochester.
The image was collected by ProSpecTIR VS system, an
HS airborne pushbroom spectrometer operating in the
VNIR and SWIR spectral ranges and having 360 spectral
bands and a spatial resolution lower than 1 m. In this

2[Online]. Available: https://avirisng.jpl.nasa.gov/dataportal/
3[Online]. Available: https://www.rit.edu/cos/share2012/

https://avirisng.jpl.nasa.gov/dataportal/
https://www.rit.edu/cos/share2012/
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Fig. 8. Example of the results of the PRISMA-SR scheme on the AVIRIS-NG Grosseto dataset obtained with ϑ = 1 , ti = tj = 1, and SNRP = 35 dB: (a)
RGB of the PRISMA upsampled image; (b) false color representation of the PRISMA upsampled image; (c) RGB of the PRISMA reference image; (d) false color
representation of the PRISMA reference image; (e) RGB of the RSFIM-HP-hard output; (f) false color representation of the RSFIM-HP-hard output; (g) RRMSE
(%) for the RSFIM-HP-hard algorithm; (h) RGB of the RSFIM-HP-soft output; (i) false color representation of the RSFIM-HP-soft output; (j) RRMSE (%) for
the RSFIM-HP-soft algorithm; (k) RGB of the SFIM-HP output; (l) false color representation of the SFIM-HP output; and (m) RRMSE (%) for the SFIM-HP
algorithm.

case, considering that the swath width is about 320 m,
the full-resolution data have been used to have a sufficient
number of pixels for testing the PRISMA-SR scheme. The
total number of pixels in the adopted image is 264 × 600.

The high spatial/spectral resolution images used in our simu-
lations have been acquired by airborne sensors. The high spatial
resolution and the limited swath prevented us from simulating
pixels at the true PRISMA spatial resolution. The resulting
number of simulated pixels would have been too low for any
subsequent analysis. For this reason, we have simulated data by

maintaining the relative GSD ratios for the X ′
10, X ′

20, and Y
images rather than imposing the real value of the GSD.

C. Performance Indexes

To assess the performance of the PRISMA-SR fusion scheme,
we adopted three widely used quality measures: spectral angle
mapper (SAM), peak signal-to-noise ratio (PSNR), and relative
root mean squared error (RRMSE). Note that the PRISMA-SR
fusion outputZ is obtained in the coordinate reference system of
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Fig. 9. Result on real data. RGB representations of (a) PRISMA upsampled; (b) Sentinel 2; (c) RSFIM-HP-hard; (d) RSFIM-HP-soft; and (e) SFIM-HP.
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Fig. 10. RGB representations of the region of interest denoted as T: (a) Sentinel 2; (b) RSFIM-HP-hard; (c) RSFIM-HP-soft; and (d) SFIM-HP.

the S2 sharpened image after coregistration (X). Thus, all the
performance indexes are computed by assuming as reference
the high spatial resolution PRISMA image Y REF obtained
by applying to Ȳ (Fig. 4) the geometrical transformation that
returns X .

SAM measures the spectral similarity between each pixel of
the estimated super-resolved image and the reference one:

SAM(i, j) = acos

(
ZT (i, j) · Y REF (i, j)

‖Z (i, j) ‖ · ‖Y REF (i, j) ‖
)
. (11)

The average value of SAM with respect to all the pixels is
used as a performance index for the entire image. Values of
SAM close to zero indicate high spectral quality.

RRMSE measures the relative error between each pixel of Z
and Y REF as

RRMSE (i, j) =
‖Z (i, j)− Y REF (i, j) ‖

‖Y REF (i, j) ‖ . (12)

Also, in this case, the average value with respect to all the
pixels is used to evaluate the performance on the entire image.

PSNR is a measure of the spatial reconstruction quality, it is
computed in the generic band b as

PSNR (b) = 20log10
max (YREF,b)

‖Zb − YREF,b‖/
√
N

(13)

where the maximum is taken on all the pixels of the image. The
value of PSNR averaged over all the spectral bands is used as a
synthetic index. High PSNR values denote good reconstruction
quality.

D. Experimental Setup

In the experiments presented in this section, the three SFIM
versions described in Section III-C are tested for the HS–MS
fusion step. As to the original version of SFIM-HP, c is the
only parameter to be set. Two values are considered c = 0.3
and c = 0.6. The first choice corresponds to the value adopted
to simulate the MTF of the PRISMA HS sensor. The second
one is introduced to show the sensitivity of the algorithm to the
incorrect setting of the sensor MTF. The two robust versions
of SFIM have three free parameters that define the range of
variation of the local residual registration errors (εUB and ηUB)
and the uncertainty about the value of the MTF at the Nyquist
frequency (cLB and cUB). In all the experiments discussed below,
we set εUB = ηUB = 2, cLB = 0.2, and cUB = 0.7.

As a further element of comparison for the HS–MS fusion
step, we consider the state-of-the-art algorithm named HySure
[24]. Specifically, we adopt the Matlab implementation of the
algorithm4 and the parameters setting presented in [14], on the
basis of the stable and competitive performance obtained over
different datasets.

As concerns the coregistration block of the PRISMA-SR
scheme, we adopt the SURF and the image interpolation func-
tions included in the Matlab Image Processing Toolbox.

4The source code of HySure is included in the HSMSFusionToolbox available
at https://naotoyokoya.com/Publications.html.

https://naotoyokoya.com/Publications.html
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Fig. 11. Result on real data. False color composite images obtained by considering the PRISMA channels closest to 1000, 1650, and 2140 nm. (a) PRISMA
upsampled. (b) Sentinel 2. (c) RSFIM-HP-hard. (c) RSFIM-HP-soft. (d) SFIM-HP.

E. Results

For each dataset described in Section IV-B and according
to the simulation strategy in Section IV-A, N = 50 triplets of
images X ′

10, X ′
20, and Y are generated by varying the noise

realizations (for given values of SNRS and SNRP ) and the
geometric distortion parameters ϑ , ti, and tj . Specifically,
values of ϑ in [−2, 2] (°), ti and tj in [−5, 5] (pixel units)
are considered. The algorithms are applied to all the generated
data and the values of the performance indexes averaged over
all the realizations are adopted for the discussion. In all the
experiments, we set SNRS = 45 dB and SNRP ≤ SNRS .

Four types of experiments are performed to test the impact
of the various processing steps of the proposed PRISMA-SR
scheme.

The first one, called Full scheme hereinafter, consists in
applying the entire PRISMA-SR scheme in Fig. 3.

The second experiment evaluates the impact of the SURF
based coregistration block. To this end, the coregistration block
is bypassed, andX is obtained fromX ′ using the same geomet-
rical transformation adopted to generate the PRISMA simulated
image Y . This experiment will be referred to as Perfect coreg-
istration, in the rest of the article.

The third experiment investigates the impact of the S2 data
fusion block on the performance of the complete PRISMA-
SR scheme. For this purpose, the S2 data fusion block in
Fig. 3 is bypassed, and the simulated full spatial resolution
S2 image in the 10 bands B2–B8, B8A, B11, and B12 is
provided as input to the SURF based coregistration block in
place of X ′. It will be referred to as Ideal S2 Sharpening,
hereinafter.

The fourth experiment, named S2 VNIR data, aims at inves-
tigating the benefits of the fusion of the S2 data at different
spatial resolution compared to the case of adopting only the four
S2 bands (B2–B4 and B8) in the VNIR spectral range with 10
m spatial resolution. This is carried out bypassing the S2 data
fusion block and providing X ′

10 as input to the SURF-based
coregistration block in place of X ′.

We start by discussing the results obtained in the case of high
SNR for the PRISMA image. To this end, we set SNRP =
45 dB . Tables III and IV show the average values of the
three performance indexes obtained in the Full scheme, the
Perfect coregistration, and the Ideal S2 Sharpening experiments.
Specifically, Tables III and IV refer to the AVIRIS-NG Grosseto
dataset and the RIT-Avon dataset, respectively. In both the tables,
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TABLE III
AVIRIS-NG GROSSETO: VALUES OF THE PERFORMANCE INDEXES OBTAINED IN THE CASE OF SNRP = 45 dB

TABLE IV
RIT-AVON: VALUES OF THE PERFORMANCE INDEXES OBTAINED IN THE CASE OF SNRP = 45 dB

we indicate in bold the best values of the performance indexes
and underline the worst values. Several conclusions can be drawn
from the observation of the numerical values:

1) Focusing on the Full scheme experiment, we can see that,
for both the datasets, the procedures that adopt the two
proposed versions of the RSFIM-HP algorithm provide
the best performance. This is a first evidence of the ef-
fectiveness of the automatic compensation for both the
residual coregistration errors and the uncertainty on the c
value. In this case, comparing the two RSFIM-HP, we note
that RSFIM-HP-hard performs the best. Furthermore, the
original SFIM-HP achieves the best performance when
the correct c value (c = 0.3) is adopted, thus, highlighting
the sensitivity of the method to the c parameter. It is worth
noting that all the tested methods provided pretty good
performance. For example, we obtained RRMSE values
lower than 2.4% in the AVIRIS-NG Grosseto dataset and
lower than 3.9% in the RIT-Avon dataset.

2) Analyzing the performance in the case of Perfect coreg-
istration, we can see that in both the datasets the best
performance is achieved by the SFIM-HP fusion scheme
with the correct value of c. Comparison of the performance
indexes for SFIM-HP (c = 0.3) obtained in this case and

in the previous discussed case, highlights the sensitivity
of the algorithm to residual coregistration errors. For a
numerical example, the RRMSE grows from 1.70% to
2.14% for the AVIRIS-NG Grosseto and from 2.8% to
3.41% for the RIT-Avon, in the presence of residual coreg-
istration errors. The two RSFIM-HP algorithms provide
values of the indexes very close to the best ones and,
above all, very close to those obtained in the presence
of residual coregistration errors. This is an experimental
evidence of the robustness of the two algorithms to that
type of errors. Here again, we can note that both the
RSFIM-HP algorithms perform better than SFIM-HP with
the wrong value of c, thus highlighting the effectiveness of
the compensation mechanism for the uncertainty of such
parameter.

3) As to the Ideal S2 sharpening experiment, it can be seen
that RSFIM-HP-hard is the best performing algorithm.
Comparing the performance of each algorithm with that
obtained in the Full scheme case, we conclude that the
impact of the S2 data fusion algorithm is not negligible.
This encourages further studies and analysis aimed at
investigating the possibility of improving the performance
of the PRISMA-SR procedure by employing more
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TABLE V
AVIRIS-NG GROSSETO: PERFORMANCE OF THE PRISMA-SR SCHEME FOR THREE SNRp VALUES

sophisticated and effective algorithms in the S2 data fusion
step. However, the idea proposed in this article of using S2
sharpened data in the VNIR–SWIR spectral range, is still a
good solution to improve the spatial resolution of PRISMA
data. To give an evidence of such an improvement, in
Figs. 6 and 7, we compare the performance obtained in
the Full scheme experiment with that obtained when only
the four pure full resolution S2 bands are adopted (S2
VNIR data). Specifically, Figs. 6 and 7 show the values
of the performance indexes obtained on the AVIRIS-NG
Grosseto dataset and the RIT-Avon dataset, respectively.
For completeness, for each index, we have pointed out
the best performance (dashed line). Figs. 6(a)–(b) and
7(a)–(b) show that, regardless of the HS–MS fusion
algorithm adopted, both RRMSE and SAM values
increase when the pure full resolution S2 bands (B2–B4
and B8) are used in place of the 10 bands S2 data fusion
product. Similarly, Figs. 6(c) and 7(c) show that PSNR
decreases when only the pure S2 bands are considered.

To analyze the impact of noise in the PRISMA data on
the performance of the proposed PRISMA-SR scheme (Full
scheme), experiments by varying SNRP have been performed.
Specifically, in addition to the high SNR case already discussed,
we have considered the case of moderate noise (SNRP = 35dB)
and that of low SNR (SNRP = 25 dB).

Table V, with reference to the AVIRIS-NG Grosseto dataset
and for the three considered values of SNRP , shows the values
of the performance indexes for each HS–MS fusion algorithm
tested for the PRISMA-SR scheme. As to the SFIM-HP al-
gorithm, only the case of correct value of the c parameter is
considered. For completeness, Table V also shows the results
obtained with SNRP = 45 dB already discussed in the previous
part of this Section. Notice that, in Table V (and subsequently in
Table VI) we indicate in bold the best values of the performance
indexes and underline the worst values. Table V shows that,
with SNRP = 35 dB, RSFIM-HP-soft is the best performing
algorithm. This result, compared with the case of high SNR,
gives an experimental evidence of the better robustness to noise
of the soft version of RSFIM-HP with respect to the hard one. As
stated in Section III-C, the weighting strategy adopted in the soft
version reduces the variance of spatially uncorrelated noise and

the sensitivity of the output to the noise effect. Such a property is
confirmed by the comparison of the results obtained by applying
the two versions of RSFIM-HP in the low SNR case. SFIM-HP
shows a greater sensitivity to noise.

As to HySure, results in Table V, show that it is the best
performing HS–MS fusion algorithm in the case of low SNR.

The different in noise sensitivity between HySure and the
SFIM-based algorithms (RSFIM-HP in both the proposed ver-
sions and SFIM-HP) was not unexpected. In fact, according
to (4) and (6), in SFIM-based algorithms the super-resolved
image in each band is directly proportional to the upsampled
version of the low-resolution HS image Y . So the noise con-
tribution in Y is transferred to the Z output. As remarked
in Section III-C, a form of noise mitigation is obtained only
in the RSFIM-HP soft as a consequence of the averaging
operation introduced by the weighting sum of the various
contributions.

On the contrary, HySure benefits from the noise mitigation
introduced by both the subspace projection related to the adopted
linear mixture model and the total variation regularization used
to address the ill-posedness of the approached optimization
problem [14].

It is worth remarking that in the cases of high and
moderate SNR, the detrimental effect of the residual
coregistration error exceeds that of noise, and the
proposed RSFIM-HP algorithms perform better than
HySure.

Very similar conclusions can be drawn from the results ob-
tained for the RIT-Avon dataset, reported in Table VI.

As an example, in Fig. 8(a)–(m), we show the results obtained
by applying the PRISMA-SR scheme to one of the triplets of
images X ′

10, X ′
20, and Y simulated from the AVIRIS-NG

Grosseto data. Only the results obtained by the two proposed
RSFIM-HP algorithms and the SFIM-HP (c = 0.3) algorithm
are shown in Fig. 8. Specifically, they refer to the case of ϑ = 1,
ti = tj = 1, and SNRP = 35 dB.

Fig. 8(a) and (b) shows the RGB representation and the
false color (FC) representation of the simulated PRISMA image
upsampled by a factor of 3, respectively. The FC representa-
tion is obtained by considering the three PRISMA channels
with the central wavelengths closest to 1000, 1650, and 2140
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TABLE VI
RIT-AVON: PERFORMANCE OF THE PRISMA-SR SCHEME FOR THREE SNRp VALUES

TABLE VII
COMPUTATION TIME FOR EACH STEP OF THE PRISMA-SR SCHEME

nm. They have been chosen by considering the portion of the
spectrum not covered by the S2 data and outside the strongest
atmospheric absorption windows. Such an FC representation
gives an example of the SR results in the spectral range not
covered by the S2 sensor. Fig. 8(c) and (d) shows the RGB and
the FC representations of the full-resolution PRISMA image
(the reference). The RGB and the FC images are also shown
for the outputs of all the considered algorithms together with
RRMSE per pixel (in percent). The visual comparison among
the RGB and the FC images provided by each algorithm and
that of the reference image shows that each of them provides
good SR results. In general, the two versions of the RSFIM-HP
algorithm provide RRMSE values lower than those obtained
by the SFIM-HP algorithm. This is particularly evident in the
two regions marked as R1 and R2 in Fig. 8(g), (j), and (m).
Comparing the RRMSE of the two RSFIM-HP algorithms in
the R1 region, it is quite evident that the hard version has a
better ability of preserving the edges in the scene. Conversely,
the analysis of the RRMSE in the R2 region, shows that the
soft strategy outperforms the hard one in the homogeneous
regions of the scene due to its better ability to filter out spatially
uncorrelated noise.

To conclude this section, we consider the computational time
required by the proposed PRISMA-SR scheme. For this purpose,
with reference to the AVIRIS-NG datasets, in Table VII, we
report the computational time required by each step of the
proposed scheme. As to the HS–MS fusion, we compare the
two versions of RSFIM-HP algorithm, the SFIM-HP algorithm,
and HySure. Results, in Table VII, have been obtained by using

the Matlab implementation of each step of the processing chain
on a personal computer equipped with Intel Core i9-11900 at
2.5 GHz and a RAM of 32 Gb.

Table VII shows that HS–MS fusion is the most compu-
tationally expensive processing step. As expected, the greedy
strategy adopted to account for local registration errors and the
uncertainty on the cparameter, makes the RSFIM-HP algorithms
computationally more expensive than the original SFIM-HP. The
computational time for RSFIM-HP is one order of magnitude
higher than that of SFIM-HP. However, the computational time
of the two versions of RSFIM-HP algorithm can be significantly
reduced by taking advantage of its inherent parallel architecture.
HySure, due to the iterative processing required by the ADMM
optimization procedure, is the most computationally expensive
algorithm.

IV. EXAMPLE ON REAL DATA

To give an example on real data, we have considered the
PRISMA image acquired on 8 July 2020 over the city of Gros-
seto, Italy, and the closest (in time) data acquired by S2A on
the same scene. Specifically, S2A data were acquired on 7 July
2020. For both PRISMA and S2A, we have considered the L2
data product.

A subimage of 140 × 130 pixels has been extracted from the
PRISMA image and, based on the georeferencing information,
properly overlapped 10 and 20 m S2 data have been selected. The
proposed end-to-end PRISMA-SR procedure has been applied to
the abovementioned data and the output obtained by adopting the
RSFIM-HP-hard, RSFIM-HP-soft, and SFIM-HP are presented.
As to SFIM-HP, the c parameter has been set to 0.3. For the
two versions of RSFIM-HP, we have adopted the same settings
used for the simulated data, i.e., εUB = ηUB = 2, cLB = 0.2,
and cUB = 0.7.

Of course, since the high-resolution HS image is not available,
we cannot perform any quantitative evaluation of the results.

Fig. 9(a) and (b) shows the RGB representations of the
PRISMA image upsampled via bicubic interpolation so as to
have a spatial resolution of 10 m, and the S2 image at the finest
resolution (10 m) after coregistration with the PRISMA image,
respectively. Fig. 9(c)–(e) shows the RGB representations of



ACITO et al.: PRISMA SPATIAL RESOLUTION ENHANCEMENT BY FUSION WITH SENTINEL-2 DATA 77

the results provided by the proposed procedure for the three
considered HS–MS fusion algorithms.

In all the cases considered, the PRISMA-SR procedure
provides better results than bicubic interpolation and very
similar to the high resolution S2 image. Fig. 10(a)–(d) shows
the RGB representation of the region of the scene denoted as T
in Fig. 9(b)–(e). The figures show that the images obtained by
RSFIM-HP-soft [Fig. 10(c)] and by SFIM-HP [Fig. 10(d)] are
blurred if compared to the full resolution S2 image [Fig. 10(a)].
Such blurring, probably due to the residual coregistration er-
ror, is less evident in the image obtained by RSFIM-HP-hard
[Fig. 10(b)].

For completeness, in Fig. 11(a)–(d), we show the FC compos-
ite images corresponding to the PRISMA upsampled image and
to the results obtained by the three considered fusion algorithms.
As in Section IV, FC representations are obtained by considering
three channels of the PRISMA sensor falling in the region of
the spectrum not covered by S2. One can clearly see that results
provided by the PRISMA-SR procedure are much more sharpen
than those obtained by bicubic interpolation. Furthermore, given
the color similarity among each super-resolved image and the
bicubic interpolated image, PRISMA-SR procedure does not
seem to introduce significant spectral distortions in the consid-
ered bands.

V. CONCLUSION

In this article, a new end-to-end procedure called PRISMA-
SR has been presented to increase the spatial resolution of
PRISMA HS data. The main idea behind the proposed procedure
is that of exploiting S2 data acquired with spatial resolution of
10 and 20 m to obtain a super-resolved PRISMA image with
a pixel size of 10 m. For this purpose, S2 data at different
spatial resolutions are preliminarily fused to obtain a synthetic
MS image with 10 m spatial resolution and 10 spectral bands.
This fused image, together with the low-resolution PRISMA
image, is adopted by the HS–MS fusion scheme to obtain the
final PRISMA super-resolved data. Before performing the fusion
task, the two images are coregistered in order to compensate
georeferencing errors.

In the article, we have proposed a solution for each step of
the PRISMA-SR procedure. Particularly, for the HS–MS fusion
step, two modified versions (RSFIM-HP-hard and RSFIM-HP-
soft) of the well-known SFIM-HP algorithm have been pro-
posed. Such versions are specifically designed to account for
residual errors that inevitably remain after the application of
the coregistration algorithm. Furthermore, unlike SFIM-HP, the
two RSFIM-HP algorithms automatically compensate for the
uncertainty on the c parameter of the Gaussian kernel adopted
to approximate the sensor MTF. Both the RSFIM-HP algorithms
have three free parameters of pretty intuitive interpretation.
Particularly, two of them can be set according to the expected
local co-registration residual errors.

Several experiments on simulated data have been discussed
to test the PRISMA-SR procedure. Results have shown its
effectiveness in realistic scenarios.

Results have also shown the robustness of the proposed RSIM-
HP algorithms to residual coregistration error and their ability
to compensate for uncertainty on sensor MTF.

One of the main conclusions drawn from the presented analy-
sis is that, exploiting the S2 data fusion for PRISMA SR is indeed
effective. In fact, in all the experiments, we found that perfor-
mance obtained by S2 data fusion is better than that obtained
by using the four full resolution (10 m) S2 bands. However, we
have also shown that the impact of the S2 data fusion algorithm
on the final product is not negligible. Performance obtained by
assuming the availability of ten S2 bands at full resolution is
better than that obtained by using the output of S2 data fusion.
The previous remarks encourage future efforts in testing various
S2 data fusion procedures to search for the best performing one
in the PRISMA SR framework.

It is worth pointing out that, unlike most of the HS–MS
fusion methods proposed in the literature, the two RSFIM-HP
algorithms used in the proposed HS–MS fusion scheme take
into account the residual coregistration error. In the experimental
part of this article, RSFIM-HP algorithms are compared with the
well-known HySure, which is regarded as a benchmark in most
of the published articles for its state-of-the-art performance.
Results have shown that, for high and moderate noise levels,
in the presence of residual coregistration error the proposed
solutions provide better fusion performance than HySure.

An important point that will be addressed in future work
concerns the complementary properties of the two versions
of the RSFIM-HP algorithm. The hard version has greater
edge-preserving ability while the soft version is more robust to
uncorrelated noise. We are studying a possible strategy to exploit
the strengths of the two versions of the RSFIM-HP algorithm
proposed in this article. The basic idea is similar to that adopted
in bilateral filtering and consists in weighing the outputs of the
two algorithms in each pixel position on the basis of the degree
of homogeneity of the surrounding region.

Another important open issue is related to the assumption
that data acquired by S2 and PRISMA do not include changes
in the composition of the monitored scene. The hypothesis is
reasonable for both natural and artificial surfaces if the two im-
ages are acquired very close in time. However, S2 and PRISMA
images acquired with a very low time difference may not be
available. Therefore, to increase the application domain of the
proposed PRISMA-SR approach, it is necessary to define spe-
cific strategies capable of taking into account changes occurred
in the monitored scene.
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