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Correcting Crown-Level Clumping Effect for
Improving Leaf Area Index Retrieval From
Large-Footprint LiDAR: A Study Based on
the Simulated Waveform and GLAS Data
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Abstract—The demand for leaf area index (LAI) retrieval from
spaceborne full-waveform LiDAR increases due to its direct sam-
pling of the three-dimensional forest structure at a near-global
scale. However, the nonrandomness (i.e., clumping effect) of canopy
composition limits the reliability of LAI derived from two common
methods. They either assume a homogeneous scene in the footprint
or just correct for the large gaps-induced between-crown clump-
ing. The clumping in the crown is still an unaddressed issue. We
proposed a method to compensate occlusion (i.e., lower canopy
layers are occluded by the upper canopy in the process of LiDAR
measurement), through which the vertical canopy profile can be
resolved from the waveform. Further, we developed a method
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of deriving relative path length distribution that can reflect the
heterogeneity of the canopy from the occlusion-corrected wave-
form. In addition to correcting the between-crown clumping, we
corrected the within-crown clumping further using the derived
relative path length distribution, based on path length distribution
(PATH) theory. We used simulated waveform data with known LAI
and GLAS data with corresponding field-measured LAI to test
the performance of our and the other two common LAI retrieval
methods. Results show that the errors of our approach are the
lowest (with an error generally below 10% and the maximum error
below 20%, compared with up to 69% and 47% for the other two
methods), and it is relatively stable in various scenes. This study
demonstrated the potential of improving LAI retrieval through full
utilization of full-waveform data.

Index Terms—Clumping effect, full-waveform, leaf area index
(LAI), LiDAR, occlusion effect.

I. INTRODUCTION

L EAF area index (LAI) is a crucial vegetation structural
parameter in modeling terrestrial ecosystems [1]–[3].

Spaceborne full-waveform LiDAR provides data with great
potential for LAI retrieval due to the direct measurement of
the vertical canopy structure at a near-global scale, while being
less prone to saturation problems in dense forest (compared
with passive optical remote sensing) [4]–[6]. The demand for
deriving LAI from spaceborne LiDAR is increasing with the
increasingly available data from the Geoscience Laser Altimeter
System (GLAS) [7], Global Ecosystem Dynamics Investigation
(GEDI) [4], [8], and the upcoming Multi-footprint Observation
LiDAR and Imager (MOLI) [9].

Empirical methods and physically-based models were used
for LAI retrieval. Luo et al. [10] proposed an empirical method,
which relies on field-measured LAI, to retrieve LAI from GLAS
data. However, this approach is unsuitable for LAI retrievals
over large areas and lacks a physical basis [11]. Beer’s Law
[12] was directly applied to footprint gap probability to retrieve
LAI [13]; this is the current approach used for LAI products
[14] from spaceborne LiDAR. Effective LAI (LAIe) is retrieved
in such a way by assuming that the distribution of canopy
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components in the footprint is homogeneous. The non-linearity
of Beer’s law, in addition to the heterogeneous distribution of
canopy components (i.e., clumping) in the footprint, leads to an
underestimation of LAI [2], [11]. In ground-based LAI mea-
surement, the underestimation might range from 30% to 70%
in forests with highly clumped leaves [15]–[17]. As a footprint
(65 m for GLAS) generally covers several tree crowns and large
gaps between crowns, Yang et al. [11] developed a method
of correcting the heterogeneity caused by the between-crown
gaps (i.e., between-crown clumping). Vertically projected frac-
tional crown coverage estimated from passive optical Landsat
imagery was used to segment the heterogeneous footprint into
presumably homogeneous crown-covered regions and between-
crown gaps. After applying Beer’s law in the crown-covered
regions, the retrieved LAI was converted to the whole foot-
print level. Compared to more than 30% underestimation when
directly using Beer’s law, this method significantly improved
LAI retrieval. However, an apparent underestimation (bias =
−0.49) between GLAS-derived and field-measured LAI was
found due to the hypothesis that leaves are randomly distributed
in the crown-covered regions [11]. Therefore, additional cor-
rection of within-crown clumping is an unsolved and high-
lighted issue to improve the LAI retrieval from large-footprint
LiDAR.

The measurement characteristics of spaceborne LiDAR make
it difficult to apply methods, developed to correct the clumping
effect in ground-based LAI measurement, to LAI retrieval from
space-borne instruments. The classical clumping effect correc-
tion methods include the finite-length averaging method [18],
gap-size distribution method [15], [19], combination of gap-size
distribution and finite-length averaging method [20], and the
path length distribution (PATH) method [21], [22]. The first three
methods have been widely used in indirect ground LAI measure-
ments; however, they are not suitable for correcting the clumping
in large-footprint full-waveform LiDAR data due to the lack
of detailed gap distribution information [21]. Spaceborne full-
waveform LiDAR records (near-) vertical echo information at
a fixed sampling interval (usually 0.15 m, corresponding to a
measurement rate of 1 ns for most laser instruments), as the
laser pulse interacts with the higher to lower canopy parts and
finally with the ground. However, each return is a composition
of the integrated reflections from a relatively large field of view
(i.e., within the laser footprint) within the sampling interval
[23]. It is impossible to resolve the gap distribution information
within the footprint, turning the clumping correction into an
ill-posed problem needing ancillary information to be solved.
PATH method uses the relative path length distribution, the
probability density function of a specific path length that the ray
passes through the canopy [22], to characterize the heterogeneity
in the crown-covered regions. In LAI retrieval from discrete
airborne laser scanning (ALS) point clouds data, the fraction of
vertically projected canopy coverage [24] was used to correct
between-crown clumping. The relative path length distribution
was derived from a Canopy Height Model (CHM) reflecting the
three-dimensional (3D) foliage profile [21]. However, how to
derive the relative path length distribution from large-footprint

full-waveform data has not been addressed so far. PATH can
potentially be used to correct the within-crown clumping further
in spaceborne LAI retrieval if we can obtain the canopy profile
information from the waveform.

The vertical structure information measured by waveform
LiDAR has not been fully utilized in clumping effect correction;
usually, only the two-dimensional gap probability estimated
from the waveform [25] is used in current footprint-level LAI
retrievals [11]. Canopy characteristics in the path of the laser
beam influence the shape of the backscattered signals. Corre-
spondingly, the returned waveform should potentially yield in-
formation on the vertical canopy profile [26]. However, we can-
not directly derive the vertical canopy profile from the waveform
due to the occlusion [27]–[29]. Canopy objects, which are further
away from the LiDAR and possibly occluded by other canopy
layers, will be under-represented in the digitized waveform [30].
Occlusion correction would be a major step forward to realize
a proper representation of vegetation structure and exploit the
full potential of full-waveform data [31]. However, the limited
existing studies are either for small-footprint discrete return [32]
or for full-waveform ALS data [30], [33], [34], which have
different constraints and relevant scales of occlusion compared
to the large-footprint waveform. To our knowledge, occlusion
correction methods for large-footprint waveform data are still
not available operationally. An approach of compensating the
occlusion of higher vegetation layers is needed to resolve the
vertical canopy profile. In addition, how to derive relative path
length distribution from the canopy profile is critical to correct
the within-crown clumping.

In terms of validation, although field-measured data provide
reference values, using real-world data in rigorously evaluating
and diagnosing issues [35] in LAI retrievals is challenging. It is
difficult to obtain a systematic variation in canopy architecture
from field data, and the experimental errors can become convo-
luted with model errors. On the contrary, computer simulation
is convenient in generating diverse canopies. Still, it has not
been widely used in evaluating the performance of current LAI
retrieval algorithms from large-footprint full-waveform LiDAR.
With the development of radiative transfer models [36]–[39], the
full-waveform data and the actual LAI of the virtual scenes can
be synergistically acquired, supporting research using simulated
data.

This study explored the possibilities in improving LAI re-
trieval accuracy from large-footprint full-waveform LiDAR data
by further correcting the within-crown clumping. We

1) proposed a method of correcting occlusion in canopy
waveform to obtain the vertical canopy profile;

2) developed a method of deriving relative path length dis-
tribution from the occlusion corrected waveform and cor-
rected the within-crown clumping in LAI retrieval; and

3) evaluated the performance of our and the other two cur-
rent physically-based methodologies (i.e., applying Beer’s
law directly and correcting the between-crown clumping)
based on simulated (with known true LAIs) and GLAS
waveform data (with field-measured LAIs).
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TABLE I
PROPERTIES OF THE DISCONTINUOUS CANOPIES

II. MATERIALS

A. Simulated Full-Waveform Dataset

To precisely model interactions with LiDAR pulses, the pa-
rameterization of the LiDAR waveform model needs two kinds
of input: the parameters of the virtual laser instrument and the
canopy structural attributes.

The laser instrument parameters were: 1) Gaussian power
distribution in space with the intensity decreasing to 1/e2 of its
peak value at the 25-m footprint diameter; 2) 5 ns pulsewidth,
roughly resemble GLAS (4 ns) [40] and MOLI (<7 ns) [9];3)
Measuring the objects at 0° zenith angle using a wavelength of
1064 nm, with a measurement rate of 1 ns.

The canopy structural attributes were generated from Discrete
Anisotropic Radiative Transfer (DART) model [38], [41] and
OnyxTREE1, which include: (i) abstract discontinuous cylin-
drical, spherical, and conical canopies with between-crown
gaps in a 25-m diameter footprint, constructed from randomly
distributed leaf facets (details in Table I: abstract forests); (ii)
realistic discontinuous canopies with Citrus trees from RAMI
IV2, Oak trees from OnyxTREE, and a hybrid scene (details in
Table I: realistic forests). The distance between the bottom of
the canopy and the ground was set to be 5 m. The geometrical
scenes are shown in the result section.

1) Abstract Discontinuous Canopies: Leaves with a square
shape and an area of 0.05 × 0.05 m2 (used in [42]) were
randomly distributed within cylindrical, spherical, and conical
tree crowns. We generated six different values of Leaf Area
Density (ρ, unit: m2/m3), the one-sided leaf area per volumetric
unit [43], ranging from 0.25 to 1.50 (the ρ used in previous
studies ranges from 0.25 to 1.59 [35], [42], [44], [45]) with an
increment of 0.25. Both sides of the leaf surface and the ground

1[Online]. Available: http://www.onyxtree.com/
2[Online]. Available: https://rami-benchmark.jrc.ec.europa.eu/HTML/

RAMI-IV/RAMI-IV.php

were all set to bi-Lambertian. The reflectance and transmittance
of foliage and the ground surface reflectance were set to be
0.50, 0.44, and 0.25, respectively (same as the experiment in
RAMI IV: HET22_DIS_UNI_NIR_20). The orientations of the
leaf elements (scatterers) followed a spherical distribution (G =
0.5). We generated 10, 16, and 22 cones randomly located in the
footprints to construct abstract discontinuous canopies, which
were used to test the performance of the method when the ρ
and the fractional crown coverage (fcover) vary in the footprint.
Table I provides the detailed properties of the crowns and the
scatterers for the vegetation parameterization in DART.

2) Realistic Discontinuous Canopies: We generated nine re-
alistic discrete canopy scenes with random, clumped, and regular
distributions of trees (Citrus and Oak) in the 25-m diameter
footprints. The spatial distributions of leaves in the crowns were
non-uniform. The crown diameters were 5.62 m × 5.18 m
(east-west) for the Citrus and 6.03 m × 5.85 m (east-west)
for the Oak. The crown lengths (i.e., distance from top to
bottom of the crown) were 5.58 and 9.51 m for the Citrus and
Oak, respectively. Branches were not included in the waveform
simulation. Table I provides detailed information on the trees,
scenes, and spectral parameters (the reflectance, transmittance
of the leaf, and the reflectance of the underlying ground).

In total, we generated 65 scenes, including five different crown
lengths (4, 8, and 14 m for abstract trees; 5.6, 9.5 m for realistic
trees), four experiments with varying numbers of trees in the
footprint (9, 10, 16, 22), and eight kinds of ρ (varying from 0.25
to 1.50 with an increment of 0.25 for abstract trees, and 1.6, 1.1
for the realistic trees).

B. Real Full-Waveform Data

We used 17 GLAS footprints of forests on flat terrain (using
data from [11] with the slope angle less than 5 degrees) located in
Linzhi County, on the Tibetan Plateau of China (93°50′−94°40′,
29°00′−29°50′) to test the performance of the methods. The

http://www.onyxtree.com/
https://rami-benchmark.jrc.ec.europa.eu/HTML/RAMI-IV/RAMI-IV.php
https://rami-benchmark.jrc.ec.europa.eu/HTML/RAMI-IV/RAMI-IV.php
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TABLE II
METHOD OF MODIFYING THE RETURN SIGNALS IN THE CANOPY

forest was an open canopy with nearly mature trees, which grow
slowly and mainly comprise Pinus densata, Picea spinulosa,
and Betula platyphylla Suk. The data includes 1) GLAS original
waveform data acquired by the Laser 3J campaign in March
2008; 2) Landsat-5 Thematic Mapper imagery used as auxiliary
data for the fractional crown coverage (fcover) estimation; 3)
corresponding LAI of the GLAS footprints measured by Tracing
Radiation and Architecture of Canopies (TRAC; 3rd Wave En-
gineering, ON, Canada) in July 2011, with 200–300 m back and
forth line samplings in each plot. In addition, TRAC-measured
LAIs were calculated based on the gap size distribution method
[15], [19]; the woody components, the leaf angle distribution
[46], [47], and the needle-to-shoot level clumping were not con-
sidered. The ratio of canopy reflectance to that of the ground was
set to be 2.0 [11] in the estimation of the gap probability of the
footprint. Other detailed information about the data acquisition,
method of data processing, and illustration of the study area were
included in [11].

III. METHODS

In current physically-based models of LAI retrieval (LAIe and
LAIe_fcover , details in Table III, Appendix A) from spaceborne
full-waveform LiDAR, path lengths of the laser beams passing
through the materials in the entire footprint and through the
crown-covered regions are assumed to be equal [Table III (a),
(b)], which is not the case in the real forest [Table III (c)].
PATH method [2], [21], [22] considerers variable path lengths
in the ground- and ALS-based LAI measurement; LAI_PATH
(Appendix B) can be retrieved by using the relative path length
distribution (p(lr)) to correct the within-crown clumping further.
In this section, we proposed a method of deriving p(lr) from the
waveform to realize the correction of within-crown clumping,

after the occlusion in the waveform was compensated using our
proposed occlusion correction method. After correcting both
the between-crown and within-crown clumping, the retrieved
LAI_PATH was compared with LAIe and LAIe_fcover .

Our methods include 1) a method of correcting the occlu-
sion in the canopy return signal, using the original waveform
[Fig. 1(1)], gap probability profile of the footprint [Fig. 1(2)], and
fractional crown coverage (Fig. 1(3)); 2) a method of deriving
p(lr) from the occlusion corrected waveform [Fig. 1(4)–(6)]; 3)
validation and comparison of the three kinds of physically-based
models for LAI retrieval [Fig. 1(8)], from not correcting any
clumping to correcting both the between-crown and within-
crown clumping. In addition, the modified waveform and p(lr)
were validated using actual vertical leaf area (viewed as the true
vertical canopy profile) and ray tracing, respectively.

A. Mechanism of Radiation Transfer in LiDAR

In the LiDAR equation [48]–[50]

R =
QtD

2
rΓ

4πs4β2
t

T 2σ (1)

σ =
4π

Ω
ρAs ©1 Lambertianassumption−−−−−−−−−−−−−→σ = 4ρdAs ©2 (2)

where R is the power entering the receiver, Qt is the transmitted
power, Dr is the aperture diameter of the receiver optics, βt

is the beam divergence, s is the distance between the laser
scanner and the scatterer,Γ is the optical efficiency of the system,
T is the atmospheric transmission loss; σ is the backscatter
cross-section, Ω is the solid angle, ρ is the biconical reflectance,
ρd is the diffuse reflectance (often referred to as reflectivity), and
As is the projected receiving area of the scatterers. In LiDAR
remote sensing, the scattering surface is usually assumed to act
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Fig. 1. Workflow diagram for LAI retrieval from the waveform: (1) the original waveform, normalized by the sum of all returns; (2) gap probability from the
top to the bottom of the canopy (Section III-C); (3) the fractional crown coverage (fcover) in the footprint; (4) the modified waveform by using (1), (2), and
(3) (Section III-B); (5) the method of obtaining the relative path length distribution (p(lr)) of the canopy from the modified waveform (Section III-D), and
(6) the estimated p(lr) from (5); (7) the gap probability of the footprint (P footprint); (8) LAI retrieval from not correcting any clumping (LAIe, details in
(A2), Appendix A), correcting the between-crown clumping (LAIe_fcover

, details in (A4), Appendix A), and correcting both between-crown and within-crown
clumping (LAI_PATH, details in (B2), Appendix B), respectively.

Lambertian, so 1© is simplified to 2©. It is noted from (1) and (2)
that the reflected power R depends on two types of variables.
One set of variables is linked with the measurement process,
including the laser scanner, receiver optics, and the atmosphere
parameters. The other set is linked with the scatterer, i.e., the
reflectivity (ρd) and the receiving area (As). If we neglect the
influence of the atmosphere and the variation in vegetation
reflectance, As is the main contributing factor affecting the
magnitude of R. In addition, R in (1) is “instantaneous,” while
in reality, it is time (distance) dependent (see schematic diagram
of R in Fig. 2).

Spaceborne LiDAR is sensitive to the vertical distribution of
intercepted scatterers, and the recorded waveform amplitude
reflects the strength of the return. Larger amplitude indicates
more canopy components for surfaces with similar reflective
properties and geometry within a footprint [51]. Therefore,
measured R of a specific vegetation layer should correspond

to the amount of canopy components, i.e., foliage elements.
However, we cannot use this information directly because the
incident energy in the lower canopy is affected by the upper
canopy, namely through the occlusion. Thus, we proposed a
method of correcting the occlusion.

B. Method of Correcting Occlusion for the Canopy Waveform

When the laser beam can penetrate the forest, the idea of
correcting the return signal is to invert the attenuation process
using a correction factor, asserting what a lower canopy return
could be without the occluding upper layers. For most current
LiDAR systems, the measurement setup is monostatic (i.e.,
transmitter and receiver share the same optical path), which
makes LiDAR measuring in the so-called “hot spot” [52]. There-
fore, a one-way attenuation model is used since a scattering
surface that the transmitted laser energy can reach will also be
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Fig. 2. Schematic diagram of the LiDAR measurement and the modification of the return signals: (a) continuous canopy; (b) discontinuous canopy. The solid
black line denotes the original return signals, and the red dotted line represents the modified signals for the canopy. The explanation of the symbols and the method
of modifying the return signals are in Table II.

visible to the receiver [25]. The basic assumption is similar to
that proposed by Ni-Meister et al. [25]: the gap probability is
the complement of the vertical canopy profile as laser energy
can only penetrate the lower layer through gaps (including
both within-crown and between-crown gaps), while multiple
scattering is not considered. Thus, with a known gap probability
above a certain height P (zi−1) and the measured return signal
Ri affected by the occlusion effect, the potential returned energy
R∗

i can be obtained from the equations listed in Table II:
i is the id of the vegetation layer, which varies between 1

to n, where 1 and n refer to the top and the bottom vertical
layer of the canopy, respectively. Ri is the LiDAR measurement
within a specific sampling interval, which is usually set to be
1 ns, corresponding to a height of 0.15 m, indicating that we
can obtain a measurement every 0.15 m; Q0 is the atmospheri-
cally corrected laser pulse energy, fcover is the fractional crown
coverage, ti means the total gap probability of the ith vertical
layer but is unnecessary in the final equation from the measured
Ri to the modified laser energy returns R∗

i .P (zi) means the gap
probability above a certain height zi. The corresponding method
of estimating P (zi) is illustrated in Section III-C.

It is noted from Fig. 2 that if there are between-crown gaps in
the footprint, the total incident energy can be divided into two
parts: one can directly reach the ground, Q0(1− fcover); and
the other is the energy incident on the crown-covered regions,
Q0fcover. Note that the fraction of the incident energy influenced
by the transmission loss varies with the canopy height because
of the conical or spherical shape of the canopy, but only the total
projected fcover can be obtained by passive optical remote sens-
ing data. Thus,Q0fcover is used to approximately denote the total
part of incident energy in the footprint that is subject to trans-
mission losses in the path of the laser beam. In addition, 1−ti

fcover
is

the interception rate of the vegetation in crown-covered regions
in the ith layer, and, P (zi−1)−(1−fcover)

fcover
is the within-crown gap

probability above the height zi−1, defined as the proportion of
the laser beam passing through the crowns above the height
zi−1 without being scattered, (Q0fcover)

P (zi−1)−(1−fcover)
fcover

is the
incident energy on crown-covered regions in the ith layer. For the
energy entering the receiver (the two-way transmission losses
in the atmosphere and the response function of the receiver

are not considered), the reflected energy approximately equals
the incident energy multiplied by the interception rate and the
reflectivity of the canopy components in this layer. In the second
column of Table II, R∗

i refers to the potentially reflected energy
as if the lower vegetation layer is not affected by the upper
canopy, so the equation of the R∗

i is very concise because the
incident energy is alwaysQ0. Comparing the first and the second
column, the returned energy unaffected by the occlusion effect
can be obtained with the equations in the third column using the
gap probability profile information, fcover, and the actual Ri.
Then, the modified energy R∗

i is directly proportional to the
receiving area A∗

si
:

R∗
i ∝ A∗

si
;A∗

si
∝ the amount of foliage elements

⇒ R∗
i ∝ the amount of foliage elements

(3)

where A∗
si

is the receiving area of the ith layer unaffected by
the occlusion of the upper layers, corresponding to Asi . It is
reasonable to assume that if there is a larger A∗

si
in specific

vertical vegetation layer, there are more foliage elements in this
layer. Therefore, the modified waveform (i.e., many values of
R∗

i ) reflects the vertical canopy profile.

C. Method of Estimating the Gap Probability (Profile)

We estimated the vertically resolved directional gap proba-
bility of an individual footprint using the vertical canopy en-
ergy distribution and ground energy [4], [25]. To distinguish
vegetation and ground signals, the waveform was decomposed
into a series of Gaussian peaks using a Gaussian decomposition
method [53]. In addition, the detection of inflection points and
the Levenburg-Marquardt Least Squares technique [54] were
used to initialize and adjust the parameters in Gaussian fitting.
The last peak was assigned to be the ground surface, and other
components were considered the canopy returns.

Equation (4) proposed by Ni-Meister et al. [25] is widely used
to estimate the gap probability at a specific height z

P (z) = 1− Rv (z)

Rv (0)

1

1 + ρv

ρg

Rg

Rv(0)

(4)



12392 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 14, 2021

where Rv(z), Rv(0), and Rg are the laser energy returns from
the canopy top to height z, from canopy top to ground, and from
the ground return individually [25]. The ratio of the reflectance of
the forest canopy (i.e., overstory canopy) and background (i.e.,
shrub, grass, or bare earth), ρv

ρg
, changes with the leaf orientation

factor and spectral properties of the foliage elements and the
background; it is difficult to be obtained from single-wavelength
LiDAR alone and is usually assumed to be a fixed value [10],
[11], [13]. This inevitably causes uncertainty in P (z) retrieval,
depending on reflectance heterogeneity of forest canopy and
background, which show the anisotropic variations due to the
observation geometry. Besides, although the foliage reflectance
is known, it is hard to obtain the canopy reflectance for the virtual
scenes. It indicates that the true P (z) cannot be derived from the
simulated waveform.

Inspired by equations in [55], the relationship between Rg

and P (0) (gap probability of the footprint) is

Rg = Q0P (0) ρg;P (0) = 1− Rv (0)

Q0ρv
. (5)

Equation (4) becomes

P (z) = 1− Rv (z)

Rv (0)

1

1 +
Rg

Q0ρg−Rg

(6)

where Q0ρg is the reflected energy from the pure ground where
there is no vegetation, and the ρv

ρg
is no longer needed in P (z)

calculation.
For the simulated data, the waveform of a pure ground, where

ρg is the same with that when there are trees in the footprint, was
simulated to acquire the Q0ρg . Q0ρg was used to retrieve the
P (z) of a vegetation footprint based on (6); thus,P (z) is close to
the true gap probability profile. This is to avoid the impact of the
uncertainty of P (z) on evaluating the theoretical performance
of the LAI retrieval method using synthetic data. For the GLAS
data, it is difficult to find the pure ground footprint in the forests.
In addition, we aimed to have a comparison betweenLAIe_fcover
in a previous study ([11], where ρv

ρg
is assumed to be 2.0) and our

derived LAI_PATH. Therefore, P (z) is estimated based on (4)
using the same ρv

ρg
(i.e., 2.0) as [11].

D. Estimating Relative Path Length Distribution

The original return signals are composed of two parts: the
canopy and the ground. We obtained the canopy waveform
by splitting the original waveform based on the canopy base
height. For the simulated waveforms, the canopy base height
was 5 m, the distance between the bottom of the canopy and
the ground for the virtual scenes. We found from the simulated
waveforms that the canopy base height was located around
the bottom of the second last Gaussian component, which
was at the location of μn−1 − 2σn−1. In the Gaussian fitting,

y =
∑n

i=1 Aie
− (x−μi)

2

2σi
2 + ε, where y is the fitted waveform, x is

the elevation, ε is the noise level of the waveform, n is the number
of the Gaussians, Ai, μi, and σi are the amplitude, elevation
position (i.e., the center), and half-width (standard deviation)
of the ith Gaussian component [11], respectively. The elevation

of the ground peak (the nth Gaussian component) was set to 0.
For the real-world waveform data, the canopy base height was
automatically identified as the location of μn−1 − 2σn−1. The
modified waveform [Fig. 1(4)] was assumed to be the vertical
profile of the canopy and was closed (i.e., to the value of the first
return signal, which is usually close to zero). Then, Fig. 1(5)
was rasterized to calculate the relative path length distribution:
1) establishing a statistic of the height (h, i.e., the path length) of
the rays passing through the canopy profile column-by-column
in the modified signal direction (i.e., x-axis direction); 2) con-
verting the height value in each column to relative path length
(lr), lr = h/hmax, so that each column stores a lr; 3) computing
the relative path length distribution of the canopy based on the
following equation [21]:

p (lr) =
p̂ (lr)∫ 1

0 p̂ (lr) d (lr)
(7)

where p̂(lr) is the frequency of lr falling within the interval
[lr, lr + d(lr)], d(lr) = 0.025, and is the number of columns in
Fig. 1(6), which satisfy this condition,

∫ 1

0 p̂(lr)d(lr) is the total
number of columns of which lr > 0.

With known relative path length distribution, the gap proba-
bility, and fractional crown coverage, we can retrieve the “true”
LAI using PATH. As a result, most of the clumping effects are
removed.

E. Validation and Methods Comparison

Validating the modified waveform is challenging because it
is hard to know the return signals without attenuation. Thus, we
performed the validation by assuming the distribution of the leaf
area of the virtual scene in the vertical direction approximately
represents the profile of the canopy. We calculated the vertical
leaf areas in 0.15-m height intervals via DART and normalized
them by the sum of the total leaf area between the top and bottom
of the canopy. Then, we compared the vertical leaf area profile
with the modified waveform, which was normalized by the sum
of all the modified signals.

To validate the relative path length distribution, we used the
ray-tracing method to acquire the true values. We calculated
the lengths of rays intersecting the envelopes of the abstract
crowns by sending vertical rays (100 rays/m2) to the scene using
LESS (LargE-Scale remote sensing data and image simulation
framework) [36]. The path length is zero when the ray hits
the ground directly through the between-crown gaps. We only
considered the rays with path lengths over zero in the statistic.

We tested the difference of the retrieved LAI using three kinds
of physically-based methods. They includeLAIe (not correcting
the clumping in the footprint, see (A2) in Table III), LAIe_fcover
(correcting the between-crown clumping only, see (A4) in Table
III), and LAI_PATH (correcting both the between-crown and
within-crown clumping, see (B2) in Appendix B). The relative
errors of LAI were calculated as follows:

Δj =
LAIj − LAItrue

LAItrue
· 100%; j = 1, 2, 3 (8)
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Fig. 3. Geometrical scenes when the leaf area density (ρ, unit:m2/m3) is 0.75 and the relative errors of LAI from directly applying Beer’s law (LAIe), correcting
the between-crown clumping (LAIe_fcover

), and correcting both the between-crown and the within-crown clumping (LAI_PATH) for discontinuous canopies
with the crown ρ ranging from 0.25 to 1.50: (a) comparison of scenes with same ρ and same crown length, but different crown shape (red denotes the cylinder,
green denotes the sphere, and blue denotes the cone); (b) comparison of conical scenes with same ρ and same crown length, but different fractional crown coverage
(fcover).

where j = 1, 2, 3, Δj corresponds to the relative error
of LAIe (ΔLAIe), LAIe_fcover(ΔLAIe_fcover

), and LAI_PATH
(ΔLAI_PATH), respectively. LAItrue can be calculated accu-
rately in the virtual scenes.

We used the three methods to retrieve LAI from simulated
waveform data of virtual scenes and GLAS data. For synthetic
scenes, the reference true values of required parameters for LAI
retrieval, including the gap probability at crown-covered region
(Pcrown) and fractional crown coverage (fcover) were used to
test the theoretical performance of the methods. Specifically,
gap probability in the footprint (Pfootprint) and fcover were
calculated from the total vertical projected shadow of leaves, and
the crown envelopes, in the footprint, respectively. For the GLAS
data, same with methods in [11], Pfootprint was calculated from
the waveform, and fcover was estimated from Landsat imagery.

Moreover, the performance of the three methods in various
crown shapes, leaf area densities, crown lengths, and fractional
crown coverages was tested using abstract virtual canopies.

IV. RESULTS

A. LAI Retrieval of Abstract Discontinuous Canopies

Different scenes were generated to test the performance of the
three methods with different crown shapes [Fig. 3(a)], various
leaf area densities, crown lengths [conical canopies in Fig. 3(a)
and (b)], and fcover (i.e., different number of trees) [Fig. 3(b)].
The results show that the overall performance is: LAI_PATH
> LAIe_fcover > LAIe. The accuracy is greatly improved after
correcting both the between-crown and within-crown clumping;
errors of LAI_PATH are below 10% for all scenes (Fig. 3).
Specifically, the performance of the three methods is summa-
rized as follows.

1) LAI_PATH is not affected by the crown ρ. On the contrary,
the errors of LAIe and LAIe_fcover increase significantly
with the crown ρ.

The underestimation of LAIe and LAIe_fcover is
due to the nonlinearity of Beer’s law, and the spatial



12394 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 14, 2021

Fig. 4. Results of the discontinuous spherical and conical canopies with a crown length of 4 and 8 m (leaf area density (ρ, unit:m2/m3) is 0.75): (a) the original
and the modified waveform for the canopy, (b) the comparison of the modified waveform and the normalized true vertical leaf area from DART, and (c) and (d) are
the calculated relative path length distribution from the modified waveform and the ray tracing of the three-dimensional scenes, respectively.

heterogeneity in the footprint (for LAIe) [11], [56] and
crown-covered regions (for LAIe_fcover ), which leads to
the scale effect in LAI calculation [57]; LAI_PATH is not
affected by the ρ because it considers the heterogeneity
reasonably by using relative path length distribution. The
heterogeneity caused by large gaps between crowns in
the footprint increases with ρ and leads to a considerable
underestimation in LAIe; the smaller the within-crown
gap probability is, the greater the heterogeneity in the
footprint level [11]. It explains why the error of LAIe
is the largest for cylindrical canopies (19.7–63.4%). On
the contrary, the corresponding error of LAIe_fcover is the
most minor (less than 4.5%) because the cylinder is nearly
homogeneous from the nadir view after removing the
between-crown gaps. LAIe_fcover significantly improves
the LAI retrieval accuracy for the discrete cylindrical
canopy; however, it is not that effective for canopy with
other crown shapes. The error caused by within-crown
clumping, which increases with the crown ρ, is non-
negligible for the other kinds of canopy (Fig. 3). Different
from LAIe and LAIe_fcover , Beer’s law is not applied
directly on the entire footprint (asLAIe) or heterogeneous
crown-covered regions (as LAIe_fcover) in LAI_PATH,
but on areas with similar gap probability (via similar
path length) separately. As a result, LAI_PATH is not
as much affected by the crown ρ, since it effectively
mitigates the scale effect caused by directly applying
the nonlinear Beer’s law on heterogeneous regions. We
also found that approximating the modified waveform
as the vertical canopy profile yields good results in LAI
retrieval.

2) LAI_PATH is less affected (error < 10%) by the crown
length. The error of the other two methods is larger for

conical canopies with 8 m height (18.1–60.5% for LAIe,
8.2–37.2% for LAIe_fcover ) than 4 m height (12.5–41.7%
for LAIe, 7.3–22.0% for LAIe_fcover ). It is because the
longer the crown, the more considerable heterogeneity at
nadir viewing of the crown area.

3) Different from LAIe, LAI_PATH and LAIe_fcover are not
affected by fcover (related to the number of trees in the
scenes) because the between-crown clumping is corrected.
The error ofLAIe decreases with the number of trees (from
10 to 22), as is noted in Fig. 3(b). The larger the fcover, the
more similar with a homogeneous canopy in the footprint.

4) Within-crown clumping correction is the most important
for conical canopy. As is shown in Fig. 3(b), the error
caused by within-crown clumping (8.3–37.2%) is sig-
nificantly larger than the between-crown clumping (6.2–
17.0%).

Fig. 4 shows the intermediate results in LAI_PATH calcula-
tion, which include the corresponding modified waveforms and
relative path length distributions for the spherical canopy with
ten trees [in Fig. 3(a)] and conical canopy with 16 trees [in
Fig. 3(b)], when the crown ρ is 0.75.

Moreover, we tested the performance of the methods in more
complex scenes with varying crown lengths and ρ values. The
results show that the performance of LAI_PATH is less affected
by the heterogeneity in crown length (error < 10%) (Fig. 5(a)),
but the error increases if distinctρvalues are assigned to different
crowns. However, the maximum LAI retrieval error is still less
than 19% in such a case with considerable ρ heterogeneity (up to
a three-times difference) in the footprint [Fig. 5(b)]. The errors
of LAIe (20.6–68.8%) and LAIe_fcover (13.0–46.7%) are much
larger than LAI_PATH in these complex scenes.

The intermediate results in the LAI_PATH calculation for the
conical canopy with 22 trees [in Fig. 5(a)] and Scene 2 [in
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Fig. 5. Geometrical scenes and the relative errors of LAIs of the discontinuous conical canopies: (a) scenes with the same crown leaf area density (ρ, unit:m2/m3)
but different length (8 m and 14 m), the geometrical scenes illustrate the cases when the ρ is 0.75; red, green, and blue denotes 10, 16, 22 trees in the footprint,
respectively; (b) scenes with further heterogeneity in between-crown ρ than (a): crown ρ is set to be 0.5 and 1.0 for Scene 2, 0.5 and 1.5 for Scene 3; the result of
Scene 1 with same crown ρ of 0.5 is illustrated as a reference to show the influence of the between-crown ρ.

Fig. 5(b)] are similar; thus, the results of Scene 2 are shown
as an example.

B. LAI Retrieval of Realistic Discontinuous Canopies

The structure is much more complicated for the realistic trees
than the abstract trees in two aspects: 1) clumping between leaves
in the crown volume exists in the realistic canopies; 2) the ρ in
the crown is heterogeneous. As a result, the Clumping Indices
(1 indicates the vegetation in the footprint is homogeneous, and
the smaller this value, the more severe the clumping effect is)
are 0.74 and 0.59 for Citrus and Oak, respectively. The vertical
ρ profiles are shown in Fig. 7(a) for Citrus and Fig. 7(b) for Oak.

In the nine realistic discontinuous canopies, LAI_PATH per-
forms the best of the three methods (Fig. 7); it has the small-
est error (2.3–19.9%) compared with LAIe (47.7–68.2%) and
LAIe_fcover

(26.3–40.9%). Specifically, taking scenes (scene
1-1, 2-1, and 3-1) with trees randomly located in the footprint

as examples, ΔLAI_PATH are −11.4%, −2.3%, and −13.6%,
respectively, for the pure Citrus, pure Oak, and mixed Citrus
and Oak canopy. However, if just the between-crown clumping
was corrected, ΔLAIe_fcover

are −26.5%, −40.9%, and −38.0%,
respectively. Fig. 8 shows the intermediate results of LAI_PATH,
which include: the original waveform and the modified wave-
form of the canopy (a), the modified waveform and the actual
vertical leaf area from DART (b), and the relative path length
distributions estimated from the modified waveform (c).

Taking scenes (scene 1-1, 2-1, and 3-1) with trees randomly
located in the footprint as examples, Fig. 8 shows that the
original waveforms of the canopy are pretty different from the
reference true vertical leaf areas (within every layer with a 0.15 m
height), which approximately reflect the vertical profile of the
canopy. However, after correction of the occlusion, it shows that
the return signal of the lower canopy is enhanced significantly
compared to the original waveform; the shape of the modified
waveform is close to that of the vertical true leaf area. The
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Fig. 6. Results of the discontinuous conical canopies [Scene 2 in Fig. 5(b)]: (a) the modified and the original waveform of the canopy, (b) the comparison of the
modified waveform and the normalized true leaf area from DART, and (c) and (d) are the estimated relative path length distribution from the modified waveform
and the calculated distribution by the ray tracing of the three-dimensional scenes.

Fig. 7. Geometrical scenes and the relative errors of LAI from directly applying Beer’s law (LAIe), correcting the between-crown clumping (LAIe_fcover ),
and correcting both the between-crown and the within-crown clumping (LAI_PATH) for realistic discontinuous Citrus, Oak canopies, and the hybrid Citrus and
Oak canopies without including the branches.

occlusion correction method seems effective when combined
with the results in Fig. 8 and abstract spherical and conical
canopies in Figs. 4 and 6.

C. LAI Retrieval of GLAS Footprints

There was no true LAI from the manual measurement of the
leaves to validate the method. We used TRAC-measured LAI as
a reference, even though it cannot represent the real LAI. A 21–
33% underestimation of the gap size distribution method, which
TRAC uses, was found in previous studies of ground-based
indirect LAI measurements [20], [22], [58] because it cannot
tackle the nonrandomness within the canopy enough. The gap
size distribution method [15], [19] largely eliminates the large
gaps that cannot appear in randomly distributed leaves; thus, it
is essentially similar in principle with the method LAIe_fcover .
It explains why LAIe_fcover is close to TRAC measured LAI
(R2 = 0.73, RMSE = 0.68). Fig. 9 shows that the retrieved
values of LAI_PATH are larger than the TRAC-measured LAIs
for the studied plots (R2 = 0.74, RMSE = 1.18) [Fig. 9(b)]. The
possible reasons are as follows. 1) In addition to the between-
crown clumping, the within-crown clumping is further corrected
in method LAI_PATH, resulting in a larger LAI. Comparing
Figs. 3 and 5, the within-crown clumping increases with crown
ρ and crown length and is also dependent on the crown shape;

neglecting this clumping effect leads to an up to 46.7% under-
estimation in our simulated scenes. 2) Some sources of error
are difficult to evaluate and might affect the performance of
LAI_PATH, such as the error in fcover estimation from passive
optical imagery, and the error in gap probability estimation from
the assumption that the ratio of reflectance of canopy and ground
is 2.0 (as adopted in previous studies [10], [11]).

V. DISCUSSION

A. Occlusion Correction and its Role in Clumping Correction

The original waveform of the canopy is an apparent canopy
profile, since objects further away from the LiDAR can be under-
represented in the return signal due to occlusion by vegetation
layers closer to the sensor. Thus, occlusion correction, which
realizes a full utilization of the vertical structure information
contained in LiDAR, is a vital procedure for clumping correction
in our method. Only when the occlusion is corrected can one ob-
tain the relative path length distribution, which characterizes the
heterogeneity in the crown-covered regions, from the occlusion
corrected waveform (assumed as the vertical canopy profile).
Our basic idea of modifying the return signal is to establish
a relationship between the observed return signals (affected
by the occlusion of the upper canopy) and the corresponding
signals as if the upper canopy did not exist. Thus, the return
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Fig. 8. Results of the realistic discontinuous Citrus, Oak, and hybrid Citrus and Oak canopies (corresponding to scene 1-1, 2-1, and 3-1 in Fig. 7): (a) the original
and modified waveform for the canopy, (b) the comparison of the modified waveform and the normalized true vertical leaf area from DART, and (c) the estimated
relative path length distribution from the modified waveform.

Fig. 9. Results of LAIs for GLAS footprints: (a) comparison of TRAC-
measured LAI, GLAS-derived LAIe (not correcting any clumping),
LAIe_fcover

(correcting the between-crown clumping), and LAI_PATH (cor-
recting both between-crown and within-crown clumping); (b) regression analysis
of TRAC-measured LAI and GLAS derived LAI_PATH.

signal in the lower canopy is enhanced from the actual mea-
sured return signal, the crown coverage information, and the
corresponding gap probability above the lower canopy, based on

three assumptions. 1) The reflectance of canopy components is
vertically homogenous. 2) The canopy components are vertically
independent of each other. 3) Despite the energy in the laser
beam being a Gaussian distribution for both synthetic and GLAS
data, it is assumed to be homogeneous across the beam footprint
in the correction of the occlusion, and consequentially we ignore
any bias caused by higher energy at the center of the beam [32].
Despite the potentially limited validity of the assumptions in
the real world, our results show that the modified waveforms
are closer in representing the vertical leaf area profiles from
virtual scenes in comparison to applying no correction at all. This
study focuses on the broadleaf tree species. In future work, the
occlusion and clumping correction performance in coniferous
species, where additional shoot-level clumping exists, needs to
be evaluated via simulation.

B. Sensitivity of PATH Method

LAI_PATH is less sensitive to the increase of crown length and
leaf area density (ρ)when compared withLAIe andLAIe_fcover ,
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as Figs. 3 and 5 show. The derivation of LAI_PATH is based on
the relationship between LAI, ρ, and path length. (ρ · lmax) is
solved as a whole from (B1) and used in (B2) for LAI_PATH
calculation. Thus, the ρ is assumed to be equal in crown-covered
regions. It explains why errors of LAI_PATH increase [up
to 19%, see Fig. 5(b)] if distinct ρ values with a three-fold
difference are assigned to crowns compared with those when
there is no heterogeneity of ρ between crowns [generally less
than 10%, see Figs. 3 and 5(a)]. Besides, LAI_PATH is not that
affected by vertical heterogeneity within-crown area compared
with horizontal heterogeneity between-crowns in the footprint.
As is noted from the relative error of LAI and the vertical ρ
profile of the tree crowns of Scene 2 in Fig. 7, the error of LAI is
less than 5% even though the ρ in the vertical direction is highly
heterogeneous. It is because, essentially, only one ρ value is
needed in the model inversion.

C. Future Research Perspectives

This work proposed a method of correcting the occlusion
effect in vegetation waveforms and correcting the within-crown
clumping in LAI retrieval from large-footprint full-waveform
LiDAR. We tested its performance using synthetic data sets and
GLAS data. Some aspects need further investigation.

1) A flat background is used in the generated synthetic
data sets; however, many forests grow on mountains and
undulating terrains, making it challenging to distinguish
vegetation and ground response in the waveform [45],
[59], [60]. The terrain will impact all the other biophysical
variables (e.g., height, cover), not only the LAI retrieval
method. How we could use this method in complex terrain,
especially how to consider the impact of undulating terrain
on the canopy profile and the identification of the canopy
base height, needs to be studied.

2) Between-crown gap probability (1 − fcover), vital for the
between-crown clumping correction, cannot be obtained
from large-footprint LiDAR due to the lack of information
of the spatial distribution. We performed this study by
assuming that the between-crown gap probability can be
estimated from other data sources. To make a compar-
ison of LAIs derived from our method (correcting both
between-crown and within-crown clumping) with those
from a previous study [11] (only correcting between-
crown clumping), Landsat imagery was used in the es-
timation of fcover. However, the combined utilization of
data from different satellites limits the application of cor-
recting the between-crown clumping indicated in [11]. The
upcoming MOLI [9], which will conduct a simultaneous
measurement using a LiDAR (25-m diameter footprint)
and a high-resolution imager (green, red, and near-infrared
band, with 5 m spatial resolution) on the same satellite, will
be a better data source.

3) The occlusion correction method may be potentially help-
ful in the vertical LAI, ρ, or vertical foliage profile retrieval
[13], [25], [61], and morphological forest traits like foliage
height diversity (FHD) [62], [63], stand or stemwood vol-
ume [64], [65], and aboveground biomass [66] estimation

from the waveform; these are all closely related to the 3-D
distribution of the canopy structure.

D. Possibilities of Multispectral LiDAR in Improving LAI
Retrieval

The retrieved LAI from GLAS data is plant area index (PAI)
due to the influence of the woody canopy components, which
cannot be differentiated from green leaves and needles. GLAS
was a multi-spectral LiDAR; however, the wavelength of 532 nm
was explicitly designed for atmospheric research, and its lasers
died quite early in the mission; thus, only the waveform of
1064 nm is used for LAI retrieval. If a future design of a
multi-spectral LiDAR with properly selected wavelengths would
be sensitive to the difference of reflectance property of leaves,
branches, and the soil, the woody components, and the fraction of
between-crown gaps can likely be better estimated. In addition,
a multispectral LiDAR might help to better detect the ground in
areas with topography [67], given a spectral gradient between
canopy and ground. Morsdorf et al. [68] show in a virtual
prototyping study that such a multi-spectral LiDAR with four
wavelengths could effectively separate woody and leafy canopy
volume and correct for occlusion to some amount.

VI. CONCLUSION

LAI is a crucial vegetation structure parameter. The demand
for LAI retrieval from large-footprint full-waveform LiDAR
increases with the increasingly available data. However, LAI
retrieval needs to be improved due to the nonrandomness of
foliage (i.e., clumping) within the footprint. New methods for
compensating occlusion, and deriving relative path length dis-
tribution, which reflects the heterogeneity of canopy, from the
occlusion corrected waveform, were presented. The clumping in
the crown-covered regions, which has been ignored in previous
methods, was corrected using the derived relative path length
distribution, based on PATH theory. Results show that it is
dependent on the crown shape and increases with crown leaf area
density and crown length. Correcting the crown-level clumping
improves the LAI underestimation problem significantly. The
errors of our LAI retrieval method are generally around 10%,
with the maximum error being below 20%; the maximum error
may be as high as 69% and 47% for two current methods: one
does not correct any clumping, the other corrects the clumping
caused by between-crown gaps. Moreover, it is more stable in
various scenes than the other methods.

Although these findings are mainly based on the synthetic data
sets and more real LiDAR and field measurements need to be
used to confirm them, our approach manifests a possible pathway
to improve the LAI retrieval from large-footprint full-waveform
LiDAR data.

APPENDIX

A. Current Physically-Based LAI Retrieval Methods From
Spaceborne LiDAR
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TABLE III
CURRENT TYPICAL PHYSICALLY-BASED MODELS FOR LAI RETRIEVAL FROM SPACEBORNE FULL-WAVEFORM LIDAR

B. Path Length Distribution Method

In the PATH, LAI_PATH can be retrieved by correcting both
the between-crown and within-crown clumping as follows:

Pcrown =

1∫

0

e−G·(ρ·lmax)·lr · p (lr) d (lr) (B1)

LAI_PATH = fcover ·
1∫

0

(ρ · lmax) · lr · p (lr) d (lr) (B2)

where ρ is the leaf area density, lr is the relative path length by
normalizing the path lengths (l) to 1 concerning the maximum
path length (lmax) ( lr = l/lmax), and p(lr) is the relative path
length distribution which can characterize the heterogeneity

in the crown,
1

∫
0
p(lr)d(lr) = 1. With known Pcrown, fcover,

p(lr), and G, the (ρ · lmax) can be solved from (B1), then the
LAI_PATH can be calculated using (B2). The within-crown
clumping correction in LAI retrieval can be realized with known
gap probability and p(lr).
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