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Nonlinear Systematic Distortions Compensation in
Satellite Images Based on an Equivalent Geometric

Sensor Model Recovered From RPCs
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Abstract—The rational polynomial function is widely accepted
as the preferred sensor model for high-resolution satellite imagery
(HRSI). However, satellite images and their associated rational
polynomial coefficients (RPCs) often suffer from nonlinear sys-
tematic errors, which were caused by attitude oscillation, sensor
deformation, and many other imperfect calibration errors, thus
affecting the geo-referencing accuracy. Instead of modeling the
biases by polynomials in the image space or refining RPCs directly,
this study proposes an approach of going back to the physical
model and correcting the local distortions in a self-calibration
block adjustment. The algorithm of an equivalent geometric sensor
model (EGSM) recovery from RPCs is described in detail. As an
equivalent form of the physical sensor models, EGSM reflects the
complete viewing geometry of push-broom HRSI. The interior and
exterior orientation parameters of EGSM can be stably recovered
from RPCs without using any metadata. An approach of RPCs
refinement by self-calibration block adjustment based on EGSM is
introduced. This approach can effectively compensate for the non-
linear systematic errors caused by platforms and sensors similar
to the approach of a rigorous sensor model. The performance of
EGSM-based block adjustment is compared with the RFM-based
bias compensation method. Experiments using ZY-3 images show
the EGSM-based approach can effectively eliminate the nonlinear
distortions in satellite images caused by sensor deformation and
attitude vibrations. Furthermore, experiments using images from
various satellites show that the original RFM can be well fitted with
the EGSM and the residuals are smaller than 0.1 pixels for all test
images.

Index Terms—Equivalent geometric sensor model (EGSM),
high-resolution satellite imagery (HRSI), nonlinear systematic
distortions compensation, refinement of RPCs, sensor modeling.

I. INTRODUCTION

SATELLITE images with the rational polynomial coeffi-
cients (RPCs) released by vendors generally have certain

direct positioning accuracy and can be used in digital sur-
face model matching, orthophoto generation, stereo mapping,
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and other applications. However, the limited accuracy of ori-
entation measurements, imperfect calibration parameters, and
high-frequency attitude vibrations of satellite platforms lead to
significant nonlinear systematic errors in satellite images and
their associated RPCs. Previous studies have shown that most
modern satellite sensors suffer from local distortions, such as
Pleiades [1], WorldView-2 [2], Cartosat-1 [2], MappingSatellite-
1 (TH-1) [3], ZY-3 [2], [4]–[7], and Yaogan-26 [6]. The system-
atic errors directly lead to some difficulties in eliminating the
y-parallax of satellite imagery in the application of stereo map-
ping and image matching. Moreover, the nonlinear distortions
result in the presence of artifacts in 3-D coordinates of object
points derived from images and consequently the reduced quality
of related products.

To effectively eliminate the nonlinear systematic errors in
satellite images, a block adjustment or imagery orientation based
on an appropriate sensor model has to be conducted. The sensor
model used in the block adjustment consists of three primary
components: a ground-to-imagery mapping function, a set of
adjustable parameters affecting the function, and an error co-
variance corresponding to the observation errors.

The sensor modeling of high-resolution satellite imagery
(HRSI) is generally divided into two types: rigorous geometric
sensor models (RSMs) and rational function models (RFMs)
[7]–[11]. RSMs reflect the physical reality of the complete
viewing geometry and correct distortions caused by platform
vibration, sensor calibration, Earth rotation, satellite motion,
atmospheric refraction, and sometimes deformations of map
projection [12]–[14]. The implementation of RSMs requires ob-
servations (such as satellite ephemeris, attitude, and sensor struc-
ture) on the satellite platforms and sensors. The necessary data
is typically not fully released by vendors [10], making it hard
in practice to use RSMs for the orientation of satellite images
[8], [13]. RFMs represent the ground-to-imagery relationship of
RSMs as rational polynomials that map the coordinates of a 3-D
ground point to a 2-D image point. Even though it is an approx-
imation of the RSM, the RFM hides various details associated
with the specific satellite platform and sensor, thus contributing
to the proprietary sensor development. RFMs have been widely
applied for almost all modern high-resolution satellite sensors
[8], [15]–[17] so that RPCs have become standard release data
for HRSI nowadays.

Despite the advantages of RFMs, it is hard to directly opti-
mize the RPCs within a least-square framework due to strong
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correlations between the parameters [8]–[11], [18]–[20]. It is
of great theoretical significance and practical value to develop
geometric sensor models with a set of adjustable parameters that
can be fully recovered from RPCs and then be used in block
adjustment to represent and analyze local image distortions
caused by various systematic errors. The general form of the
equivalent geometric sensor model (EGSM) was introduced
and the EGSM-based approach of block adjustment with DEM
as controls was presented for accurate geo-referencing stereo
satellite images [21]. The performance was verified with various
publicly accessible digital elevation models (SRTM, AW3D30,
and ASTER GDEM) as additional or exclusive controls. It was
stated that the initial values of the EGSM’s parameters can be
completely recovered from the RPCs [21]. However, how to get
the initial values or establish the EGSM of satellite imagery with
the associated RPCs was not discussed there.

In this study, the EGSM is formulated as a specific physical
sensor model associated with three very general assumptions
(common senses) of a perfect push-broom sensor, and then it is
further expressed as a well-known time-dependent collinearity
equation in the orbital-attitude format of RSMs. Similar to
RSMs, the model parameters of an EGSM have clear geometric
interpretations. They consist of the focal length, principal point
offset, projection centers of image lines (orbit positions), and
the instantaneous attitude of the platform and sensors. With ap-
propriate definitions of the orbital and sensor space coordinates
systems, all of the model parameters can be stably recovered
from the RPCs of HRSI without using any metadata of the
satellite platform or sensor, step by step. The effectiveness of
the method is verified using experimental datasets from various
satellite sensors.

To illustrate the enhancements of EGSM for compensation
of nonlinear systematic errors, an approach of EGSM-based
self-calibration block adjustment of multiview satellite images
for RPCs optimization is presented and verified. Comparative
experiments of bundle adjustment based on EGSM and RFM
prove the excellent performance of the EGSM approach.

The rest of this article is organized as follows. Section II
reviews the related works. Section III illustrates the nonlinear
systematic errors of multiview satellite images and their impact
on the ground coordinates obtained from the intersection of
stereo models. Section IV introduces the algorithms and steps of
EGSM recovery from RPCs in detail. Section V addresses the
self-calibration bundle adjustment based on EGSM. Then, the
experimental results, analysis, and discussions are presented in
Section VI. Finally, Section VII concludes this article.

II. RELATED WORKS

The RPCs provided by satellite image vendors are usually de-
rived from the RSMs without using ground control information.
The inherent biases of satellite orbit and attitude are introduced
into the RPCs, therefore influencing the orientation accuracy of
the images. While additional control information becomes avail-
able, the RFMs can be optimized directly or indirectly [22]. The
indirect refining methods introduce a set of adjustable parame-
ters of the complementary polynomials in the image or object
space and keep the original RPCs remain unchanged, while the

direct refining methods update the constrained version or subset
of the original RPCs within an optimization framework. The op-
timization can be conducted for single imagery or a block of mul-
tiple images. The tie-points extracted from multiple images can
be incorporated in the block adjustment, and the stereo-models
can be refined resulting in better relative geometric consistency
between images and better accuracy of the geo-referencing
results [8], [23]. The approaches based on geometric parameters
extracted from RPCs can also be classified as direct methods of
RPC refinement because they directly modify the RPCs.

The potential for recovering RSM parameters from the RPCs
was reported by Di et al. [24]. The approach was performed in
two steps. The exterior orientation (EO) parameters of the two
end image lines from the RPCs were computed first by space
resection to initial the EO polynomials. Then the interior orien-
tation (IO) parameters and EO polynomial coefficients were esti-
mated through a bundle adjustment using the 3-D virtual control
points (VCPs) generated from the RPCs. Experiments prove the
feasibility of this method on the airborne high-resolution stereo
camera, but the RPCs of IKONOS images are not sufficient to
solve the orientation parameters of the RSM.

High-resolution satellite sensors always have a long focal
length and small viewing angle. And the topographic relief is
mostly much smaller compared to the satellite’s flying height.
These configurations lead to a strong correlation between RSM’s
parameters [7], [9], [10]. It is hard to obtain stable results by
simply using the traditional space resection methods to simulta-
neously solve all IO and EO parameters of an RSM.

A generic method for RPCs refinement and local distortions
compensation was proposed by Xiong and Zhang [25]. A light
ray is created based on the image coordinates of the GCP
and RPCs, and the sensor’s pseudo position is restored by
the extension of this line to a fixed flight height. Then the
pseudo attitude is obtained by the tilted angles of this light
ray in the object coordinates system. Adjustment observation
equations are constructed for each GCP based on the restored
pseudo position and attitude. Experiments show the method
yields highly accurate results under a variety of different sensor
positions and attitude errors [25], [26]. A calibration method for
nonlinear distortions compensation and new RPCs generation
was proposed by Huang et al. [27]. A procedure of separate
recovery of satellite positions and attitudes from RPCs was
briefly introduced. Experiments using the wide-view sensor of
GF-1 images show that the orientation accuracy improved to
about 1 pixel with an appropriate configuration of GCPs [27].

It is known that the simultaneous determination of the RPCs
is an ill-posed problem [15], [18], [20]. Some direct methods re-
solve the problem through the use of parameter selection strate-
gies, such as estimation based on scatter matrix and stepwise
regression [18] and optimization based on principal component
analysis [20], to update only a subset of the original RPCs,
whereas the regularization-based methods try to optimize a
constrained version of RPCs, such as the L1-norm minimization
[19], the incremental discrete Kalman filtering [22], the batch
iterative least squares, and the sequential least squares [24].

A number of indirect methods have been proposed and stud-
ied for refining the RFMs of satellite images to compensate
for local distortions and improve geo-referencing accuracy.
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The high-frequency attitude data measured by special instru-
ments [6] or massive image processing [4], [28] is applied to
recover the high-frequency attitude oscillation and then com-
pensate for the platform jitter. Higher-order functions, such as
high-order polynomials [29], thin-plate smoothing splines [30],
and cubic splines [5], are used to model the local distortions and
have achieved satisfactory results. An approach was proposed by
Tong et al. [4] for the detection of periodic image distortions of
ZY-3 caused by attitude oscillation in the across-track direction.
The relative distortions are detected by using the back-projected
residuals of a large number of tie-points between the stereo im-
ages. The sum of sinusoidal functions is estimated with the steep-
est descent algorithm. The experimental results showed that the
discrepancies of ZY-3 images were reduced to a half-pixel level
after distortion compensation. In the approach proposed by Cao
et al. [5], first the RPCs are calculated using a three-dimensional
VCPs grid generated by a rigorous physical sensor model, and
then, the cubic splines coefficients are solved to model the
residual errors of the VCPs. The RFM-based imagery orientation
of this approach has achieved satisfactory results for ZY-3 [5].
The thin-plate spline was adopted in an RFM bias-compensation
approach to correct nonlinear distortions of vendor-provided
RPCs by Shen et al. [30]. The performance of this method was
evaluated by the use of ZY-3 images and compared against the
affine transformation and quadratic-polynomials based methods.
The experimental results demonstrated that the thin-plate spline
was more effective at removing the systematic bias of the ZY-3
images when more GCPs are used [30].

It has been proved that the bias-compensation methods are
effective only when the bias of satellite position and attitude
is small, the sensor’s field-of-view is narrow, and there are
no high order distortions in the images [10], [23], [25], [27].
Besides, refined geo-positioning results always need to refer to
the bias correction parameters. This may result in an awkward
situation when the correction parameters could not be adopted
by the existing software systems. Therefore, RPCs modification
or regeneration has to be conducted to incorporate the bias
correction parameters into the original vendor-supplied RPCs
[27], [29].

III. NONLINEAR SYSTEMATIC ERRORS OF SATELLITE IMAGES

AND THEIR IMPACTS ON BLOCK ADJUSTMENT

Although satellite platforms and sensors undergo rigorous
laboratory calibration before launch, the calibration parameters
change due to various external and environmental forces during
launch and on-orbit flight. HRSI vendors usually perform on-
orbit calibration for the satellite platforms and sensors during
the initial stage of launch and subsequent operations. A set of
calibration parameters is calculated to compensate for known
systematic errors and provide sensor-calibrated imagery prod-
ucts to users. However, in many cases, the provided satellite
images and associated RPCs still have obvious systematic errors.

A region of approximately 100 km × 100 km in the west
of Beijing, China is used for tests to illustrate the systematic
errors of satellite images. The area covers a broad range of
typical terrain types, including flat land, hills, and mountains.

Fig. 1. Distribution of ZY-3 images and GCPs near Beijing, China.

TABLE I
RFM-BASED BLOCK ADJUSTMENT RESULTS OF ZY-3 IMAGES (UNIT: M)

The test images are 36 ZY-3 sensor-calibrated level-1 products
with RPCs, captured between February 2012 and January 2015.
The 36 images make up 12 stereo models, each of them consists
of three images captured separately by the forward, nadir, and
backward cameras, whose ground sampling distances (GSDs)
are about 3.5, 2.1, and 3.5 m, respectively. The forward and
backward cameras have view angles of about ±22° to the nadir
camera, forming a base-height ratio of 0.81. A total of 19
well-distributed remarkable GCPs are used as control data or
check-points for the assessment of adjustment accuracies. The
distribution of the test images and GCPs is shown in Fig. 1.

The GCPs are collected by the GPS-RTK survey. The geodetic
datum is the WGS84 reference system and the elevation is geode-
tic height. The accuracies of the object coordinates are better than
0.1 m. The image point coordinates of these GCPs are manually
measured in a 3-D environment, and the accuracy of image point
measurements is better than 0.5 pixels. Approximately 40 000 tie
points are automatically extracted by multilevel image matching
and there are about 5700 points per image. More than 60% of the
tie points are located in four or more images. RFM-based block
adjustments with a set of affine transformation parameters in
the image space for bias compensation are carried out. Different
numbers of GCPs are used and whose a priori planimetric and
height accuracy is set to 2.0 and 1.0 m, respectively. The root
mean square error (RMSE), mean and standard deviation of the
object coordinate residuals are counted and shown in Table I.
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Fig. 2. Residuals distribution of image points along the scanning line (unit:
pixel): the sample coordinate residuals vs of (a) forward, (b) nadir, and (c)
backward imagery along their CCD line.

Through the coordinate residuals of the ground checkpoints, it
can be seen that the main factor affecting positioning accuracy is
the translations contained in the RPCs. When using one control
point to eliminate the shifts, the absolute positioning accuracy
is greatly improved. When more control points are used, the
accuracy continues to improve but not significantly. The residual
errors (vl, vs) of image coordinates of a tie-point are derived
from the observation equations of the RFM-based block adjust-
ment [7], [8], [15]. They are computed for every image point after
the block adjustment by the adjusted ground coordinates of the
tie-points and the adjusted affine transformation parameters of
the satellite images. The local distortions or nonlinear systematic
errors of the image coordinates are analyzed in detail below
based on the residuals.

A. Deformation of the Linear Array CCD

The image coordinate residuals (vl, vs) in seven of the 12
stereo scenes have a similar distribution along the image row
(the scan line). For better visualization, the residuals of three
scenes are merged and presented for the forward, nadir, and
backward imagery in Fig. 2, respectively. The CCD arrays of
forward, nadir, and backward imagery of the ZY3 satellite are
composed of 4, 3, and 4 detector elements. The CCD segment
is visible in Fig. 2, the segments of the residual’s distribution
are well consistent with the components of CCD arrays. It can
be easily understood that the CCD array has obvious systematic
deformation. The deformation near the ends of the CCD lines
reaches 0.6 pixels.

B. Nonlinear Systematic Errors Caused by the Jitter of the
Satellite Platform

Among the 36 images in the experimental area, the image
coordinate residuals (vl, vs) of 33 images show a very regular
oscillation with amplitude greater than 0.2 pixels along the direc-
tion of the image column (the flight direction). The residuals of
one image in the upper right corner of the area (marked with bold
lines in Fig. 1) are shown in Fig. 3. The systematic oscillation
of vs with respect to the lines of the image can be understood as
the high-frequency jitter of the roll angle. It has a frequency of
∼0.6 Hz and an amplitude of∼0.2 to 1 pixel, which is consistent
with the results of the jitter analysis of the ZY-3 images in [4].
The oscillation of vl with respect to the line number can be
understood as the jitter of the satellite pitch. Its frequency is
∼0.2 Hz and amplitude of ∼0.2 to 0.4 pixels.

C. Influence of Nonlinear Systematic Error on Coordinates
From the Intersection of Stereo Models

The forward intersection is carried out for every stereo model
to obtain the 3-D ground coordinates of the tie points by using
the bias-compensation parameters from the block adjustment
and RPCs of the images. Then these ground coordinates are
compared with those of the block adjustment results. The differ-
ence shows that the ground coordinates of the stereo models are
affected by the local distortions or nonlinear systematic errors
of RPCs. While the image coordinate residuals (vs, vl) have
evident nonlinear systematic errors, the corresponding ground
coordinates from the forward intersection of a stereo model
systematically differ from the block adjustment results. The
coordinate differences of longitude, latitude, and height of the
stereo scene in the upper right corner of the area are shown in
Fig. 4. They are well related to the image coordinate residuals
(vs, vl) shown in Fig. 3 where the residuals reflect the unmodeled
local distortion which directly affects the ground coordinates
of the stereo model intersection. In other words, even with
the results of a block adjustment, the unmodeled systematic
errors by RPCs and bias-compensation parameters still lead to
difficulty in stereo mapping and image matching, resulting in
decreased positioning accuracy.

It is worth noting that the RFM-based block adjustment of
this example is carried out with a set of affine transformations
in the image space for bias compensation. Because the local
distortions are not modeled or eliminated by the adjustment,
they remained as the residual errors of the image coordinates of
the tie-points. However, the accuracy of the ground coordinates
is satisfactory on the statistics of the ground check-points. That
is an advantage of the block adjustment with multiview images.
It is that block adjustment with multiview images is able to
decrease the influence of nonlinear systematic errors on the
ground coordinates to some extent. In other words, the block
adjustment of multioverlapped images produces more robust and
consistent results since tie-points between multiple images are
incorporated in the process.
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Fig. 3. Residuals undulation of the RFM-based block adjustment (unit: pixel). (a) vs and (b) vl with respect to the line of the forward image, (c) vs and
(d) vl with respect to the line of the nadir image, (e) vs and (f) vl with respect to the line of the backward image.

Fig. 4. Differences of ground coordinates between the stereo model intersection and RFM-based block adjustment: residuals in the (a) east-west (longitude),
(b) north-south (latitude), and (c) height directions.

IV. EGSM AND PARAMETERS RECOVERY FROM RPCS

A. RSM of Linear Array Push-Broom Satellite Images

Every satellite platform may have a different mathematical
representation of its sensor model, according to the physical

properties of its orbit and attitude [9]. This is because each
satellite has its orbital reference frame and attitude rotation style
[31]. They are usually formulated in an inertial system by a set
of coordinate transformations. The RSMs developed mainly in
the photogrammetric community are based on the modified or
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extended collinearity equations in which the satellite position
and rotation about a 3-D coordinate system in object space are
referred to as model parameters [7], [8], [13].

The general form of the so-called orbital-attitude physical
sensor model [9] is expressed as follows:

⎡
⎣ −x0

s− y0
−f

⎤
⎦ = λ ·Rs (l) ·Ro (l)

⎡
⎣X −Xs (l)

Y − Y s (l)
Z − Zs (l)

⎤
⎦ . (1)

Here, lambda is a scale factor, [l, s] is the pixel coordinate
(l for line, s for sample) of an image point, x0 and y0 is the
pixel coordinate of the principal point, and f is the equivalent
focal length (all in pixels). The instantaneous position of the
projection center corresponding to the scan line l is described
by Xs(l), Ys(l), and Zs(l), which can be calculated by the orbit
equation or orbital elements. The instantaneous rotation matrix
Ro (l) represents the transformation from the GRS to the orbital
reference frame, expresses the instantaneous attitude of the
orbital coordinate system of the satellite platform relative to
the GRS. It can be calculated by the instantaneous position and
velocity vector (the first derivative of the orbit equation) of the
satellite. The Rs (l) is the rotation matrix of the orbital reference
system to the sensor frame, which expresses the rotation between
the image coordinate system and the orbital reference frame
of the satellite platform, for example, the offset angle of the
forward and backward viewing cameras, the roll angle of a
side-viewing camera, or the pointing angles of an asynchronous
(agile satellite) sensor, etc. The parameters of an RSM consist
of IO parameters f, x0 and y0, and EO parameters Xs(l), Ys(l),
Zs(l), rotation angles of Ro (l) and Rs (l).

The main obstacle to the implementation of such a general
RSM is that the necessary parameters are not always completely
provided in the metadata file, or they are not accessible at all [10].

B. EGSM and Its Parameters Recovery From RPCs

To avoid the dependence of the geometric sensor model on
the sensor’s configurations and metadata, an EGSM is proposed
based on the following mathematical assumptions [21].

1) The ideal linear array CCD is placed on the focal plane of
the camera as a straight line with the same pixel size. Its
conformation corresponds to a row of the satellite imagery.

2) Each row of a push-broom HRSI is acquired by a perspec-
tive projection.

3) During the short imaging time, the satellite’s motion
around the Earth is very smooth. The sensor’s position
and attitude can be represented as a set of polynomials of
the time or rows of the imagery.

With these assumptions, the EGSM can be understood as the
geometric model of a perfect push-broom sensor. It is expressed
in the same format of RSMs as (1), which defines the instan-
taneous position of the projection center in an earth-fixed GRS
(WGS84) and defines the attitude of the satellite platform and
sensors separately. This allows the EGSM parameters can be
completely and stably recovered from the RPCs without using
any metadata regarding the platform or sensor structure. At the
same time, the geometric meaning of the model parameters is

Fig. 5. Sensor geometry for EGSM recovery from RPCs of satellite images.
(a) Sensor geometry of a scan line. (b) Relationship between the focal length
and principal point.

more directly interpretable, therefore, more convenient to intro-
duce additional constraints on the parameters. The collinearity
equations of the image point, the projection center, and the object
point established on this basis are completely equivalent to the
RSMs from a mathematical point of view.

The EGSM parameters in (1) consist of f, x0 y0, Xs(l), Ys(l),
Zs(l), and independent rotation angles in the matrix Ro (l) and
Rs (l). To avoid the high correlation between the orientation
parameters and ensure the stability of the calculation, instead
of using space resection or bundle adjustment to solve all of
them simultaneously [24], the IO parameters, projection centers,
and rotation angles of an EGSM are separately recovered from
RPCs step by step according to the geometric properties of the
parameters. It is noteworthy that the establishment of the EGSM
does not require any other information except for the RPCs of the
satellite imagery, which ensures the universality of the model.
The steps and algorithms of the EGSM parameters recovery are
discussed in detail as follows.

1) Line of Sight Constitution Based on RPCs: The general
expression of the RFM is as follows [7], [15]:{

L = Numl (e, n, h) /Denl (e, n, h)
S = Nums (e, n, h) /Dens (e, n, h)

. (2)

Here, (L,S) are the normalized image coordinates, and (e,n,h)
are the geodetic coordinates of a ground point. The Num(e,n,h)
and Den(e,n,h) are cubic polynomials (including normalization
operations). The 80 RPCs and the ten normalized parameters are
referred to as RPCs, which are provided to the user along with
the satellite images.

Given the pixel coordinates (l,s) of an image point, its nor-
malized coordinates are calculated as follows:{

L = (l − line_offset) /line_scale
S = (s− sample_offset) /sample_scale

. (3)

Given a ground height h to the image point, the longitude and
latitude (e,n) of the corresponding object point can be obtained
by iterations of (2). The geodetic coordinates (e,n,h) can be
converted into (X,Y,Z) in the GRS.

As shown in Fig. 5, for the selected image point a(l,s_a) on
a scan line. Given the maximum height h1 and minimum height
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h2 expressed by RPCs (the height offset and scale), the object
coordinates of points A1 and A2 corresponding to image point a
can be obtained based on the above algorithms. The virtual line

of sight
→

A1A2 is constituted for image point a. It is noteworthy
that the line of sight obtained from RPCs is different from the
actual one by which the image point was acquired due to the
atmospheric refraction and other distortions. This line of sight
does represent the collinearity property of a perfect sensor for
the image point, the projection center, and the corresponding
object point. This is the basis of sensor geometry for EGSM
parameters recovery from the RPCs of satellite images.

2) Recovery of the Focal Length and Principal Point Offsets:
Without loss of generality, one can set x0= 0 for a linear array
sensor. As shown in Fig. 5(b), the image point c(l, sc) is an image
point of the scan line and a(l,sa) is another point on the same row.
Based on the first assumption of EGSM and the sensor geometry
showed in Fig. 5, one can simply get tan(α1)=(y0 − sc)/f and
tan(α2) = (sa − y0)/f . Then the angles between the lines of
sight in image space satisfy the following equation:

tan (α) =
f ∗ (sa − sc)

f2 + (sc − y0) ∗ (sa − y0)
. (4)

Referring to Fig. 5(a), α is the angle between straight lines
→

A1A2 and
→

C1C2 in object space and tan(α) can be calculated by
vector operations with their object coordinates. For the image
point b(l,sb), the other two similar equations can be created. By
using these three equations (two of them are independent), the
quadratic terms can be eliminated and the initial values of f
and y0 can be obtained. To ensure the stability and accuracy of
the solution, multiple scan lines can be selected in the image
and multiple image points can be used on every scan line. Then,
a set of observation equations can be formed according to (4).
The optimal values of f and y0 can be solved by a least-squares
adjustment.

3) Recovery of the Projection Center of a Scan Line: In
EGSM the imaging geometry of each scan line of an image is
a perspective projection, therefore, the projection center of the
scan line is the intersection of lines of sight of image points on
that row. As shown in Fig. 5(a), the object coordinates and lines
of sight of image points a(l, sa) and b(l, sb) on the scan line can
be calculated by the algorithm described in step (1). Then, four

equations can be obtained for straight lines
→

A1A2 and
→

B1B2

in the 3-D space. The intersection of these two straight lines is
the projection center. By solving the equations, the projection
center’s coordinates (Xs, Ys, Zs) can be obtained.

Multiple image points on the row should be used to ensure
the stability of the solution. As an HRSI camera has always a
small viewing angle, this may affect the accuracy and stability
of intersection computation. The constraints of angles between
lines of sight discussed in step (2) can be integrated with the
observation equations of the straight lines to improve the inter-
section accuracy and ensure the consistency of the projection
position and the IO parameters. Then the 3-D coordinates of the
projection center Xs(l), Y s(l), and Zs(l) of a scan line can be
computed by a least-squares adjustment. By using the lines of
sight and their geometric relationship, the position of the project
center of any scan line of HRSI can be stably obtained.

4) Polynomials Fitting of the Satellite Trajectory: A series
of Keplerian orbital elements are often combined to model the
real satellite trajectories affected by gravitational perturbations
and relativistic effects. To reduce the computational complexity,
improve the computational stability and efficiency, the interpola-
tion of a polynomials’ fitted orbit can be used [32]. In this study,
nth-order Chebyshev polynomials are used for fitting the posi-
tion of projection centers. In an image scene, m lines (m > n)
are selected as the reference lines, and their projection centers’
object coordinates can be computed from RPCs based on the
algorithm discussed in Section IV-B). The polynomial fitting is
further solved by the least-squares methods. Then for any scan
line in the image, the object coordinates of its instantaneous orbit
position and the velocity vectors of the satellite can be calculated
using nth-order Chebyshev polynomials. Previous studies show
that an orbit section of an image scene can be well fitted by
third-order Chebyshev polynomials [21]. This also indicates
that RFMs do not represent the high-order terms of attitude
oscillations.

5) Instantaneous Rotation of the Orbital Reference System:
Based on the fact that the Earth’s center is one of the focus points
of the satellite’s orbit, the orbital reference system can be simply
defined by its instantaneous positions and velocity vectors in
the GRS. The origin of the orbital reference frame is defined
as the instantaneous projection center. The z-axis is coincident
with the instantaneous position vector, pointing from the Earth’s
center to the satellite position. The x-z plane coincides with the
plane composed of position and velocity vectors with the x-axis
pointing towards the satellite motion and the y-axis completing
a right-hand system.

Given an image point (l, s), the instantaneous position vector
�p = (Xs, Ys, Zs) and the velocity vector �v = (vx, vy, vz) can
be obtained by the orbit polynomials and their first derivatives
respectively. Then, the instantaneous rotation matrix Ro(l), i.e.,
the unit vectors of the orbital reference frame in the GRS can be
obtained by vector calculations.

6) Rotation Matrix of the Sensor: When the instantaneous
position of the projection center and the rotation matrix of the
orbital reference frame are known, the EGSM can be simplified
as follows: ⎡

⎣ 0
s− y0
−f

⎤
⎦ = λ ·Rs (l)

⎡
⎣ u (l)
v (l)
w (l)

⎤
⎦ . (5)

Here, [u(l), v(l), w(l)] are coordinates of the object point in
the orbital reference frame. They can be obtained by the object
point coordinates in the GRS (derived by RFM from the image
coordinates and given heights), the instantaneous position of the
projection center, and the rotation matrix Ro(l).

Based on the EGSM geometry, the sensor’s coordinate system
can be defined by the linear array CCDs and the principal axis.
The origin of the system is defined as the projection center. The
z-axis is the line of sight of the principal point, i.e., the principal
axis. The x-axis is coincident with the normal vector of the plane
formed by any two lines of sight of a scan line [refer to Fig. 5(a)]
and the y-axis completing a right-hand system. Therefore, the
initial instantaneous rotation matrix Rs(l) can be constructed
by vector calculations similar to Ro(l) discussed in step (5).
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Fig. 6. Workflow of block adjustment based on EGSM.

In this study, a unit quaternion [q0, q1, q2, q3] is used to
express the sensor’s attitude, and Chebyshev polynomials are
used for the representation of the angular rates wx, wy ,wz

of the quaternion update. Multiple scan lines (more than the
order of Chebyshev polynomials) are selected for each image
scene and multiple image points on each scan line are used as
observations. The coefficients of the Chebyshev polynomials of
wx, wy ,wz are solved iteratively by a least-squares approach.
And the instantaneous rotation matrix Rs(l) can be refined by
the updated unit quaternion.

Previous studies showed that the quaternion-based approach
for space-resection does not need to provide user-defined ap-
proximate values and performs accurately for oblique and ver-
tical images [33]. In this study, the initial value of the unit
quaternion is derived from the rotation matrix Rs(l) by a few
scan lines of the imagery. Even though the sensor has a large
rotation angle, e.g., the pitch angle of the forward and backward
view sensors of ZY-3 and TH-1 satellite is about ±25°, and the
off-nadir view angle of WV2 images may be larger than 30°, the
calculation always converged in a few iterations.

Based on the algorithms given in this section, EGSM’s IO and
EO parameters can be completely recovered from RPCs step by
step. The correlated parameters are separately solved in different
steps to ensure a stable solution. By using the unit quaternion,
the convergence can be quickly and stably achieved even when
the view angle is large and there is no initial value.

V. RPCS REFINEMENT WITH SELF-CALIBRATION BLOCK

ADJUSTMENT BASED ON EGSM

The procedure of block adjustment and RPCs optimization
based on EGSM is shown in Fig. 6. The multilevel pyramid
image matching method is used to automatically extract the tie
points on images and the initial values of the object coordinates
of the tie points can be obtained by a multiview intersection.
The external control data serves as a geo-reference for bundle
adjustment, including GCPs and other generalized control data,
such as orthophoto maps and digital elevation models [21].

A. Observation Equations of Tie-Points

The instantaneous position and attitude of a real satellite’s
orbit deflects over time due to gravitational perturbations by

other objects, the effects of relativity, and numerous other distur-
bances. The systematic errors of image points can be expressed
in terms of additional parameters. Considering all these model
errors, the general form of block adjustment based on EGSM
can be expressed as follows:⎡
⎣ 0 + Δx
s− y0 +Δy

−f

⎤
⎦ = λ ·

⎡
⎣ u
v
w

⎤
⎦+ e

⎡
⎣ u
v
w

⎤
⎦

= Rs (l) ·
⎡
⎣Dori (l)Ro (l)

⎡
⎣X −Xs (l)
Y − Y s (l)
Z − Zs (l)

⎤
⎦+

⎡
⎣dXs (l)
dY s (l)
dZs (l)

⎤
⎦
⎤
⎦ .

(6)

Here,e is the term for observation errors. It is usually assumed
as a zero-mean Gaussian noise. The u, v, and w are auxiliary
coordinates of the object point. The Δx, Δy is systematic error
corrections or model errors expressed in the form of additional
parameters, the dXs(l), dY s(l), and dZs(l) are offsets of the
satellite position due to various disturbances, and Dori(l) is the
influence on the attitude of the satellite relative to the orbital
reference system. While the model parameters are completely
recovered from RPCs, these three components constitute the
unknowns of the self-calibration block adjustment system [21].

After eliminating λ in (6), the observation equations of each
image point can be expressed by{−exi = f ∗ u+Δx ∗ w

−eyi = (s− y0) ∗ w + f ∗ v +Δy ∗ w , p = σ2
i /w

2. (7)

It is noticed that the w defined here is the slant distance from
the projection center to the object point. Because the terrain relief
is quite smaller compared to the flight height of a satellite, this
distance is almost a constant. The linearization of collinearity
equations in the form of (7) is much simpler than that of (6).

B. Additional Parameters for Compensation of Sensor Errors

Because space-borne linear array sensors are usually
comprised of a merged combination of individual linear CCD
segments, piecewise polynomials are appropriate models of
optical system distortions and geometric distortions of the CCD
segments. In this study, piecewise linear or quadratic polynomi-
als are implemented{

Δx = ai0 + ai1 (s− si) + ai1(s− si)
2

Δy = bi0 + bi1 (s− si) + bi1(s− si)
2 , s ∈ (sib, sie) .

(8)
Here, ai, bi are additional parameters of the ith segment of

the sensor, sib, sie are the beginning and ending pixels of the
segment, and si= (sib+ sib)/2 is the middle pixel of the segment.

The nodes of CCD segments can be determined based on
the knowledge of the sensor’s configuration (e.g., length of
the segment, number of segments, etc.) or distribution of the
residuals. Then a set of additional parameters is defined for each
sensor. While these calibration parameters are obtained from the
process of on-orbit calibration, they can be integrated into the
adjustment model. The time-invariant systematic biases of the
images will be precorrected before adjustment.
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C. Geometric Constraints of EGSM Parameters

While the satellite’s instantaneous position vector is defined
as the z-axis of the orbital reference system, the x and y orbital
coordinates of the projection center are always zero, and the z
is almost a constant within a short imaging segment. Then, a
linear relationship of the position offsets and attitude updates
can be easily obtained for object points in the orbital reference
system. There exist strong correlations between position offsets
and attitude updates in this equation as the terrain relief is much
smaller than the satellite’s flight height. To reduce the influence
of this correlation problem for the block adjustment, two sets of
constraints are introduced as pseudo observations as follows:{−exc = dXs (l) +Hs ∗ dϕ (l) , pxc

−eyc = dY s (l)−Hs ∗ dω (l) , pyc
. (9)

Here, Hs is the average flight height of the satellite. The
polynomials dϕ(l) and dω(l) are the Euler angles pitch and roll
of the attitude updates of the rotation matrix Dori (l). The weights
pxc and pyc are determined according to a priori accuracy
estimations of the pseudo observations.

D. Self-Calibration Block Adjustment

The observation equations of EGSM after linearization in
matrix form can be obtained as follows:{−e1 = B11X1 +B12X2 − l1,P 1

−e2 = B21X1 − l2,P 2
. (10)

Here, X1 are the additional parameters for systematic er-
ror corrections, the coefficients of Chebyshev polynomials of
satellite position offsets, and attitude deflections; X2 are the tie
points’ object coordinates; l1, l2 is the constant term, and P 1,
P 2 is the weight matrix. The first term and the second term of
(10) correspond to (7) and (9), respectively.

To reduce the correlation between unknowns and avoid over-
parameterization, the additional parameters for all sensors and
the disturbance terms of the instantaneous position and attitude
of the satellite obtained from RPCs should be used as pseudo
observations [21]. It should be noted that introducing pseudo
observation equations is a quite common treatment in bundle
adjustment. It provides the flexibility to properly weigh any
participants in the combined block adjustment based on a priori
knowledge about their precision. The weights in the block ad-
justment indicate the contribution of each group of observations.
In this study, the variances of the image coordinates of the
tie points on each image are estimated by their residuals. The
unit weight is assigned to image coordinates on the reference
image whose variance is set as σ0

2. Then the weight factors
of other observations are computed as pi = σ0

2/σi
2 based on

their estimated or a priori variance σi
2. The a priori standard

deviation is chosen as 20 m and 0.01° (about 100 m on the
ground), respectively, for position and attitude. For the additional
parameters, they are considered as a quite small distortion with
a priori standard deviation of 1.0 pixels. From past experiences
in photogrammetry, the combined block adjustment is not sen-
sitive to the assignment of weights, especially, of the pseudo
observations in this study.

The number of unknowns of X1 is the sum of the additional
parameters for every sensor of the block, the coefficients of
Chebyshev polynomials of satellite position offsets and attitude
deflections of every image of the block. That is much less than the
number of unknowns of X2, which is three times the number
of tie points of the block. To facilitate the solution, the X2

is eliminated and a reduced normal system is solved in this
study. The object coordinates of the tie points are calculated
by a multi-image forward intersection algorithm.

During the iterations of the self-calibration step of the block
adjustment, the statistics on residuals of the image coordinates
are applied per imagery. While a significant systematic error is
indicated for the image, the orders of the Chebyshev polynomials
of the attitude deflections of the image are accordingly updated.

E. Regeneration of RPCs

For ease of use, the refined RPCs of satellite images are
regenerated by the “terrain-independent” algorithm [15] after
EGSM-based self-calibration block adjustment. It should be
noted that it is impossible to fit all terms of EGSM by RPCs, such
as the high-order terms of the position and attitude polynomials
in EGSM (the empirical value provided in this study is more
than fourth order) and the segmental deformation of linear CCD
expressed by additional parameters.

In this study, a correction grid is created to compensate for
the residuals of RPCs fitting when its RMSE is larger than
the threshold. The model errors contained in the original RPCs
can be effectively eliminated by the optimized RPCs obtained
from this approach. The correction grid can be easily used to
resample the imagery or correct the coordinates of image points
to compensate for the high-frequency systematic errors, thus
improving the positioning accuracy of the satellite imagery.

VI. EXPERIMENTS AND ANALYSIS

A. Establishment of EGSM

The images of ZY-301/02, TH-101/02, WorldView-2, and
Pleiades satellites are used to evaluate the performance of EGSM
recovery from RPCs. They are from different vendors, have
different GSDs, and are captured with different imaging modes
(synchronous or asynchronous). The details of the test data are
given in Table II.

1) EGSM Recovery for Pleiades Images and Comparison
With the Metadata: The metadata of Pleiades’ Primary product
(sensor calibrated images) provides all parameters of a geomet-
ric sensor model, which is also called the Perfect Sensor model
[34], [35]. To validate the algorithms of EGSM recovery from
RPCs, the interior and EO parameters of EGSM recovered from
RPCs are compared with those recorded in the metadata file.

The focal length recovered from RPCs is the same as the
metadata within the decimal places and the difference is smaller
than 0.002 pixels relative to the scale of the image. The mean
difference of the principal point offset is –0.4 pixels. This might
be caused by the truncation error of the parameters in the
metadata.
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TABLE II
DETAILS OF THE TEST DATA SETS

Note: SYN means synchronous and ASYN means asynchronous.

Fig. 7. Differences between EO parameters from metadata and EGSM.

The Pleiades imagery is often cropped according to the user-
provided area of interest, the widths of the 14 experiment images
are different from 41 425 to 9519 pixels. The IO parameters can
be stably recovered from associated RPCs wherever the portion
is and even though the image width is smaller than 10 000 pixels
(view angles < 0.4°).

The satellite position and attitude of every ten rows of an
image are calculated by the metadata and the RPCs. The RMSE
of the position difference is less than 0.17 m, and that of the
attitude is smaller than 0.06 arc-seconds. Considering the GSD
of Pleiades imagery is about 0.5 m and the flight height of
∼702 km, the difference of the EO parameters is about 0.3 pixels
in the image scale. The results of one test image are shown in
Fig. 7. The correlation between position and attitude is well
demonstrated there.

2) Accuracy of the EGSM Established By RPCs: The equiv-
alent focal length and coordinates of the principal point are cal-
culated for each view type of imagery and the orbit polynomials
are obtained by the algorithm described in Section IV. On this
basis, the observation equation is set up according to (5) and
the rotation matrix of the satellite sensor is calculated by the
least-squares adjustment, thus constituting the EGSM of each
image. Then, 101 scan lines are evenly distributed on each image,
and 101 points evenly distributed on each line are selected.

TABLE III
ACCURACY STATISTICS OF EGSM MODELING RFM (UNIT: PIXEL)

The object coordinates of these points on three elevation planes
are calculated by RPCs, and a total of 30 603 checkpoints are
obtained. The image coordinates of these points are calculated
by EGSM and compared with known coordinates. The statisti-
cal results of RMSE, minimum, and maximum differences are
shown in Table III.

The results show that EGSM can be completely recovered
from RPCs with residuals smaller than 0.1 pixels. The results
show also that the effect of the IO parameters inaccuracy can be
well compensated by the EO parameters and that the residuals
of polynomials fitting of projection centers can be eliminated
by the sensor rotation. That is evidence of the high correlation
between the orientation parameters. The weakness in the ge-
ometric configuration of HRSI increases the robustness of the
reconstruction process against inaccurate knowledge of the in-
ternal characteristics of the satellite sensors [13]. The feasibility
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TABLE IV
EGSM-BASED BLOCK ADJUSTMENT RESULTS OF ZY-3 IMAGES (UNIT: M)

of the proposed step-by-step approach for EGSM recovery from
RPCs is verified.

In this experiment, the fourth-order Chebyshev polynomials
are used for orbit fitting. In total, there are 26 parameters
for an EGSM recovered from the RPCs of a satellite image.
It is noteworthy that as an equivalent form of RFMs, EGSMs
represent the relationship of the point coordinates in the imagery
and object space with much fewer parameters than RFMs do.
Furthermore, these parameters can be updated within a block
adjustment to compensate for nonlinear systematic errors of
the images. The initial value of the EGSM parameters can be
fully recovered by the virtual lines of sight obtained from RPCs,
while the image distortions or nonlinear systematic errors of
the imagery do not affect the EGSM recovery because the real
imagery is not used in the process.

B. Self-Calibration Block Adjustment Based on EGSM

1) Block Adjustment of Multiple ZY-3 Images: The experi-
mental data (images, tie points, and GCPs) described in Sec-
tion III are used. Block adjustments based on EGSM are car-
ried out with different numbers of GCPs. The mean error and
standard deviation of GCPs’ coordinate residuals are shown in
Table IV.

Similar to the results of RFM-based block adjustment, the
main factors affecting positioning accuracy without GCPs are
shifts in the Y and Z direction. When one control point is
used to eliminate the offsets, the absolute positioning accuracy
is greatly improved. When more control points are used, the
standard deviation is reduced but not significantly. Fig. 8 shows
a comparison between the accuracy of RFM-based and that
of EGSM-based block adjustments with different numbers of
GCPs. In terms of the horizontal accuracy, when the number of
control points is less (<8 for the test data), the EGSM-based
adjustment is significantly better than the RFM-based adjust-
ment, and when the control points reach a certain number, the
accuracy remains the same; in terms of the vertical accuracy, the
results of EGSM-based adjustment are always better than those
of RFM-based adjustment with a different number of control
points. The experimental results show the following.

1) As an equivalent form of RSMs, the EGSM properly
reflects the reality of sensor geometry and corrects the
nonlinear systematic errors caused by attitude vibrations
and other local distortions. Compared with RFMs, the
EGSM-based block adjustments of multiview satellite
images produce results of better accuracy (in terms of

Fig. 8. Accuracy comparison of block adjustments based on RFM and EGSM
with 12 stereo scenes ZY-3 satellite images: comparison of (a) horizontal and
(b) vertical accuracies after adjustment.

Fig. 9. Sensor attitude perturbation polynomials: the relation between the
perturbation terms of (a) roll, (b) pitch, and (c) yaw and the line coordinate
of the nadir image.

standard deviation) with fewer GCPs or even without
GCPs. This is consistent with the conclusions of previous
studies [12]–[14].

2) Due to imperfect sensor calibration or other reasons, there
are obvious affine distortions on ZY-3 images. The linear
distortions can be substantially compensated with four



CAO et al.: NONLINEAR SYSTEMATIC DISTORTIONS COMPENSATION IN SATELLITE IMAGES BASED ON AN EGSM 12099

Fig. 10. Image point residuals of block adjustment based on EGSM (unit: pixel): (a) vs and (b) vl with respect to the line of the forward image, (c) vs and
(d) vl with respect to the line of the nadir image, (e) vs and (f) vl with respect to the line of the backward image.

well-distributed GCPs by the block adjustment based on
EGSM or the RFM method based on an affine transforma-
tion. When four GCPs are used, the accuracy of the object
coordinates is improved significantly for both EGSM and
RFM-based results.

3) When more than four GCPs are used, the standard de-
viations change only slightly as all unknowns of the
block adjustment are treated as pseudo observations in
the implementation of this study. This implementation
reduces the influence of GCPs on the results since GCPs
are also used as pseudo observations. When eight or nine
GCPs are used, the standard deviations of the height
increase by 0.1 m (about 0.05 pixels). The reason for
this might be an inappropriate configuration of the pseudo
observations’ weights, which are determined according
to the a posteriori variance estimations. This should be
further investigated with more experimental datasets.

4) When the number of control points is greater than 5,
there is little difference between the planimetric standard
deviations of EGSM and RFM. It does not mean the perfor-
mance of RFM is similar to EGSM in these cases because
obvious systematic errors in the residuals of the image
coordinates exist as shown in Section III. A statistical
analysis of the residuals of image coordinates has to be
conducted.

2) Compensation for Systematic Errors: Self-calibration for
nonlinear systematic error compensation is applied in block
adjustment based on EGSM. And the additional parameters are
automatically calculated during the adjustment. The linear array

CCD deformation is effectively corrected and the image point
residuals are not systematically distributed along the scan line
direction. Since the satellite attitude perturbation is expressed
in the EGSM, the image distortions caused by the attitude
vibration can be effectively compensated in EGSM-based block
adjustment.

The distribution of image point residuals corresponding to
the same scene of Fig. 3 is shown in Fig. 10. The systematic
oscillation is effectively eliminated. Fig. 9(a), (b), and (c) show
the perturbation terms (the nonlinear terms of the polynomials)
of attitude roll, pitch, and yaw of the nadir image solved in block
adjustment based on EGSM corresponding to the image point
residuals shown in Figs. 3 and 10. The x-axis is the image line
coordinate, and the y-axis is the perturbation value of the attitude
angle (in the unit of seconds). The roll angle disturbance term
exhibits obvious periodicity, with a period of about 5025 pixels
and a vibration range of about 2.6′′ (the satellite orbital height
of ZY-3 is approximately 506 km, the GSD of the nadir image
is about 2.1 m, and 2.6′′ of the roll is equivalent to 3.04 pixels),
which is in line with the residuals vs of the nadir image shown
in Fig. 3. The curve of the pitch angle disturbance term is in
the same shape as that of vl. of the nadir image shown in
Fig. 3 too. Therefore, the attitude disturbance term in block
adjustment based on EGSM fully reflects the systematic image
point residuals caused by jitters and effectively corrects for it.

With the adjusted EGSM orientation parameters, the object
coordinates of the tie points are calculated by the forward
intersection for each stereo scene and then are compared with
the coordinates of the block adjustment results. The coordinate
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Fig. 11. Differences of ground coordinates between the stereo model intersection and EGSM-based block adjustment: residuals in the directions of (a) east-west
(longitude), (b) north-south (latitude), and (c) height.

Fig. 12. Residuals undulation of the RFM-based block adjustment of the TH-1
test images (unit: pixel): the line coordinate residuals of (a) forward, (b) nadir,
and (c) backward imagery along its imagery lines.

differences of longitude, latitude, and height of the stereo scene
in the upper right corner of the region are shown in Fig. 11.
The experimental results show that the EGSM-based block
adjustment can effectively compensate for the local distortions
and that there are no obvious systematic errors in the coordinates
obtained from the forward intersection of the stereo model. Com-
pared with the results shown in Fig. 4, the strip-wise systematic
errors are effectively eliminated.

The experimental results demonstrate the following advan-
tages of the proposed EGSM-based approach compared with
other methods for nonlinear bias compensation of ZY-3 images.

1) The EGSM-based self-calibration block adjustment can
completely compensate for the local image distortions
caused by attitude vibration, deformations of CCD sen-
sors, and other uncalibrated errors. In other words, the

Fig. 13. Residuals of image coordinates of the EGSM-based block adjustment
of the TH-1 test images (unit: pixel): the line coordinate residuals of (a) forward,
(b) nadir, and (c) backward imagery along its imagery lines.

compensation for the periodic distortions caused by atti-
tude oscillation in the across-track direction [4] or for the
residual errors of the RPC’s generation [5] is not the only
case that the EGSM method can be applied to.

2) An EGSM of satellite imagery can be established by only
the associated RPCs. The EGSM-based self-calibration
block adjustment can be conducted with very few or
even without GCPs. Other methods require either the
metadata to establish RSMs of the images [5], or more
well-distributed GCPs to get better results [30].

3) Block Adjustment of TH-1 Images: To further show the
feasibility of the proposed method and prove the generalization
ability of the proposed method, a set of TH-1 images is used
for experiments. The two stereo scenes (consisted of forward,
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nadir, and backward images) of TH-1 images are located within
the test region of Fig. 1 and overlaid on each other. They are
captured in September 2015 and March 2016, respectively.

Approximately 14 700 tie points are automatically extracted
by multilevel image matching and there are about 9500 points per
image. More than 60% of the tie points are located in four or more
images. And about 13 700 of the tie-points are transferred to the
ZY-3 images also. RFM-based block adjustments with a set of
affine transformation parameters in the image space for bias
compensation are carried out. The adjusted ground coordinates
of the tie-points are compared with the results from the ZY-3
images described in the last section. It seems that the terrain
heights from the TH-1 images are inclined on both along-track
and across-track directions. The image coordinates residuals
of the images captured in March 2016 are shown in Fig. 12.
The nonlinear systematic errors can be easily identified. The
residuals of EGSM-based block adjustment are presented in
Fig. 13. The systematic errors are well eliminated there.

VII. CONCLUSION

In this article, the recovery of the EGSM from RPCs is
discussed in detail. The EGSM-based self-calibration block
adjustment of satellite images and the RPCs optimization are
presented. The experimental results verify the effectiveness of
the proposed algorithm and its suitability for the geometric
processing of HRSI from various satellites. The effectiveness
is also demonstrated that an EGSM is used as an equivalent
form of the RFM in the absence of metadata related to platforms
and sensors. Experiments show the following.

The various error sources of satellite images can be well ana-
lyzed and modeled in the EGSM-based block adjustment. Self-
calibration block adjustment based on EGSM can effectively
eliminate the nonlinear systematic errors in satellite images and
the associated RPCs. The geometric interpretation of EGSM
parameters is so obvious that prior knowledge of the satellite and
sensor can be introduced as constraints or virtual observations
in the block adjustment process.

The EGSM parameters, including equivalent focal length,
principal point coordinate, the instantaneous position of the
projection center of the scan line, and the corresponding attitude
rotation matrix, can be directly solved from RPCs. An EGSM
can be completely established by only the RPCs of a satellite
image with residuals smaller than 0.1 pixels without using any
metadata relating to satellite ephemeris, attitude measurements,
and sensor parameters. The local distortions of the imagery do
not affect the EGSM parameter recovery because the process is
using only virtual points obtained from the RPCs but not the real
imagery.

The optimized RPCs of satellite images can be regenerated
from the EGSM. The correction grids can be used for satellite
image resampling or image point coordinates correction in RFM
applications, thus effectively eliminating system errors in the
original RPCs.

Because more unknowns are introduced in the block adjust-
ment, the computation costs of the EGSM-based approach are
higher than RFM in terms of complexity and time. To avoid

excessive parameterization and reduce the correlation between
parameters, a set of appropriate inner constraints and pseudo
observations should be used in the self-calibration block adjust-
ment. This needs to be further investigated. The comparisons
with other methods will add value and should be further inves-
tigated too.
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