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Abstract—Recently, the deep learning models have achieved
great success in the recognition of inverse synthetic aperture radar
(ISAR) images. However, most of the deep learning models fail
to obtain satisfactory results under the condition of small sam-
ples due to the contradiction between the large parameter space
of the deep learning models and the insufficient labeled samples
of space target imaging by ISAR. In this article, a method of
meta-learner-based stacking network (MSN) is proposed, which
can realize the high-precision classification of space target by
ISAR images under the condition of small sample. Innovatively,
a rotation-invariant attention mechanism (RAM) module is added
into Resnet50 network to magnify the difference of embedded
features of target and background. Complementarily, the deep
relationship between the features of fine-grained ISAR image
is extracted by using graph convolutional network and relation
network. Finally, an innovative adaptive weighted XGBoost al-
gorithm is used to integrate the prediction results of the base
learners. The main contributions of this article include proposing a
RAM module and using an innovative adaptive weighted XGBoost
algorithm to realize ensemble learning. The experiment results
show that the RAM module effectively concentrates the network’s
attention on the recognized target, and the recognition rate of
MSN is about 5% higher than that of a single base learner under
different data volume conditions, which proves that MSN achieves
competitive accuracy against other state-of-the-art approaches.

Index Terms—Ensemble learning, graph convolutional network
(GCN), inverse synthetic aperture radar (ISAR image), small
sample set, space target.

I. INTRODUCTION

NVERSE synthetic aperture radar (ISAR) is a kind of imag-
I ing radar with a high resolution in both range and azimuth
dimensions [1]. It obtains high-range resolution by transmitting
broadband signals [2], and uses the Doppler signal generated
by the relative motion between the target and the radar to
obtain high-range resolution, which can enable it to perform
high-resolution imaging of targets such as manned spacecraft,
satellites, and space stations. In this way, ISAR overcomes
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the disadvantages that aerial cameras, optical video cameras,
infrared cameras, and other equipment are limited by climatic
conditions [3].

At present, the research of ISAR imaging technology con-
tinues to deepen, and the generated ISAR images can reflect
the fine structure characteristics of components such as solar
panels, engines, and antennas of the target, which is the technical
basis for space target classification based on ISAR images [4].
The classification of ISAR images of space targets belongs to
fine-grained recognition, which pays more attention to the subtle
differences between various satellites. Affected by factors such
as measurement conditions and imaging principles, it is difficult
to extract the features of space target ISAR images. It is mainly
reflected in the following aspects: First, due to the influence
of speckle noise, interference fringes, and other factors, the
quality of ISAR images will decline and it is difficult to identify
types. Second, ISAR imaging methods are sensitive to imaging
parameters such as incident angle. There are differences between
different individuals of the same type of spacecraft, and there
are many possibilities for the spatial distribution of 3-D scatters
of space targets in 2-D ISAR projection. Furthermore, variations
in structure may lead to changes in the space target itself, and
there may be differences in targets of the same type, such
as different pivotal payloads on them. For the above reasons,
ISAR image recognition of space targets often faces a small
sample condition. Finally, ISAR image is high-dimensional,
and extracting features directly will lead to low computational
efficiency. However, after extracting low-dimensional informa-
tion, it must be considered whether the useful information is
lost. These features bring difficulties to the classification of
ISAR images.

In conclusion, robust feature extraction and appropriate di-
mension compression are the key to determine the final classifi-
cation effect of ISAR images. The authors in [S]-[11] extract the
stable geometric shape features of the ISAR image, and finally
obtains a good recognition result. The authors in [12]-[19]
project the ISAR target image into another feature space to
form a feature vector, whose advantage is that the amount of
calculation is reduced and the features are more stable. He et al.
[20] proposed that local preserving projection (LPP) algorithm
can be used for feature extraction and target recognition of
2-D ISAR images. LPP algorithm has the advantages of linear
subspace method and flow learning. Therefore, compared with
the traditional linear subspace methods such as principal com-
ponent analysis (PCA) and kernel PCA, it has better recognition
effect. However, the algorithm does not consider the influence
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of translation, rotation, and scale change of ISAR images on the
classification effect. Sang-Hong Park used the polar mapping
classifier for classification in [21]. Transferring the ISAR image
to the polar coordinate system can convert the rotation of the
image into the angular direction in the polar coordinate system.
The translation on the above makes it have scale translation
and rotation invariance, and then the PCA method is used to
compress the image and perform target recognition, and the
recognition rate is higher. However, the rotation of the coordinate
system may lead to the loss of image information and affect
the recognition. Elyounsi et al. [22] use edge detection and
Fourier descriptor to extract the boundary shape features of
ISAR images. This method may lead to limited classification
effectbecause it only uses shape features for classification. Atthe
same time, due to the influence of projection surface, different
targets may have very similar shape features. Xu et al. [23]
use geometric moment invariants for ISAR image recognition,
which can make full use of the internal information of target
shape. However, this method is sensitive to noise and shape
changes. Park et al. [24] uses 2-D Fourier transform and polar
mapping for ISAR image classification, which has good clas-
sification effect under the condition of small amount of data.
But this method assumes that the training data and test data
are located on the same projection plane, resulting in limited
practical application effect.

Although the above methods have a good attempt in ISAR
image recognition, they cannot solve the small sample problem
of ISAR image recognition of space targets mentioned above.
In recent years, meta-learning has developed rapidly and has
been used as a common method for small sample recognition
[25]. Small sample learning algorithms based on meta-learning
mainly include algorithm based on metric [26]-[28], algorithm
based on data enhancement [29]-[30], and algorithm based
on model optimization [31]-[33]. The small sample learning
method based on metric is a simple and effective way. Siamese
network is realized by sharing network weights [25]. Siamese
network has two inputs, which are mapped to a new space
through two neural networks sharing weights, so that the sim-
ilarity of the two samples can be calculated in this new space
and the network finally achieves the purpose of classification.
Matching network first uses a convolutional neural network to
obtain the shallow representation of support set and test set,
then puts them into a bidirectional LSTM network, and finally
calculates the cosine similarity of output features to represent the
similarity between query set image and support set image [26].
Prototypical network maps an input image to a potential space
[27]. Among them, the prototype of a category is obtained from
the vectorized sample data of all images of the same category
in the support set. Then, by calculating the Euclidean distance
between the vectorized value of the query set image and the
category prototype, the category of the query set image can
be obtained.

Aiming at the difficulties of space target ISAR image recog-
nition proposed above, this article proposes an ISAR image
recognition method of space targets based on stacking network
under the condition of small sample. Meta-learner-based stack-
ing network (MSN) proposed has three base learners: Resnet50
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network with rotation-invariant attention mechanism (RAM)
module, graph convolutional network (GCN), and relation net-
work (RN). The last meta-learner adopts an adaptive weighted
XGBoost method. MSN can effectively solve the difficulties of
the ISAR images recognition of space target proposed above,
which is specifically reflected in the following: First, the RAM
module is added between the convolution layers of resnet50 to
make the network pay more attention to the region where the
space target is located in the ISAR image and not sensitive to
the irrelevant noise background. In this way, more key feature in-
formation in the image can be extracted [34], which cannot only
improve the accuracy of image classification, but also improve
the stability of the final training result of the model [35]-[39].
Second, the combination of resnet50 and RAM pays more atten-
tion to the semantic information of ISAR images of space target.
At the same time, the network should also pay more attention to
the deep feature relationship between ISAR fine-grained images
[40]-[46], so two other base learners are added: GCN and RN.
The GCN extracts the deep feature relationship of fine-grained
images by constructing the adjacent matrix between nodes [47],
and the RN finds the images of the same category by calculating
the distance between image features [48]. Third, in the final
meta-learning part, an innovative adaptive weighted XGBoost
method is used to relearn to obtain the discriminant model by
adding a layer of meta-learner and using meta-features as input
[49]. Tt can realize the effective integration between multiple
different models and further enhance the learning ability of the
model.

To sum up, this article proposes a new ISAR image classifi-
cation method of space target, which realizes the integration
of multiple networks through stacking algorithm. The main
contributions of this method are as follows:

1) A RAM module is added into layers of Resnet50, which
can allow the network to extract more critical feature infor-
mation in the fine-grained ISAR image of space target, and
weaken the influence of irrelevant background. By paying
more attention to semantic information, dependence on
a large number of effective data of Resnet50 network is
reduced.

2) Through the introduction of GCN and RN, the relationship
between the depth features of space target ISAR images of
is found. By complementing each other with the semantic
information extracted by Resnet50, the extracted deep
relationship can further improve the network recognition
ability.

3) This article proposes an innovative adaptive weighted
XGBoost method by which a meta-learner can be con-
structed. Adding it at the end of the three base learners
can integrate the prediction results of the base learners,
improve the intelligent recognition ability of the network,
and achieve competitive accuracy against other state-of-
the-art approaches.

The rest of this article is organized as follows. In Section II,
the difficulties in ISAR image recognition of space targets
and preprocessing of ISAR images are described in detail. In
Section III, the specific network structure of the method in
this article is presented. In Section IV, experiment results and
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Fig. 1. Geometric relationship between the radar and the target.

detailed analysis are presented. Finally, Section V concludes this
article.

II. IMAGE SIMULATION AND PREPROCESSING
A. Difficulties in ISAR Image Recognition of Space Targets

The task of space target recognition faces many difficulties
and challenges. ISAR images of space targets need to have
good interpretability in order to be easily recognized, and the
features extracted in the recognition process need to be stable
and representative. However, because ISAR imaging methods
are sensitive to imaging parameters such as incident angle, and
there are differences between different individuals of the same
type of spacecraft, classification often faces the problem of small
samples. The difficulties in ISAR image recognition of space
targets are specifically embodied in the following:

First, the change of the motion state of the space target
affects the imaging result. Fig. 1 shows the turntable model
for ISAR imaging and the geometric relationship between radar
and target. The motion of the space target can be equivalent
to a translation and a rotation, and the Doppler generated by
each scattering point on the target in the translation is exactly
the same, which does not contribute to ISAR imaging. There-
fore, after the translation is compensated, the target becomes a
turntable model. During the rotation of the space target relative
to the spaceborne radar, the approaching part produces positive
Doppler and the part getting away produces negative Doppler,
that is, the result of ISAR imaging depends on the movement
state of the target relative to the radar. However, space targets are
often noncooperative. In the process of ISAR imaging of space
targets by spaceborne satellites, due to the ascent and descent of
the target, the ISAR projection surface changes with the change
in the rotation direction of the target relative to the imaging
satellite. This phenomenon will cause the ISAR image to display
different sides of the target, which will affect the recognition of
the target.

Second, there is clutter interference caused by complex
electromagnetic environment in space, including space debris,
occlusion, stacking, and electromagnetic interference, which has
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Fig. 2.

ISAR images with different resolutions.

a great impact on image recognition. Therefore, the image pre-
processing operation must be carried out before the recognition
of the ISAR image.

Third, the imaging mechanism of ISAR will affect the recog-
nition. The target is sensitive to imaging parameters, including
elevation angle, imaging frequency, imaging mode, polarization
mode, number of sights, and signal-to-noise ratio. For example,
the wider the frequency band of the signal, the

higher the vertical resolution of the image; and the longer
the accumulation time of imaging, the higher the horizontal
resolution of the image. The simulation of ISAR images in this
article uses the Range-Doppler (RD) algorithm, and the specific
derivation can be found in [50]. In addition, the angular glint
phenomenon of ISAR images has an impact on image recog-
nition. In the ISAR imaging process, the target is considered
to be composed of scattered points. As the radar gets closer
to the target, random changes in the scattering intensity and
relative phase of different parts of the complex target cause
flickering points on the image, making the image appear variety.
Fig. 2 shows two ISAR images of space target with different
resolutions. The angular glint phenomenon on them is obvious,
the brightness of the scattering points is obviously different,
and this difference changes with the angle of sight line. The
resolution of the image will also affect the classification of the
images.

Finally, as the function of space targets is very specific, the
same type of targets may have different shapes, such as different
structures and different pivotal payloads. It is necessary to use
some methods that can extract deep features of images, such as
GCN, to solve the above problems.

Due to the problems mentioned above, it is urgent to explore
robust space target recognition methods under small sample con-
ditions. Fig. 3 shows the overall difficulties in ISAR recognition
of space targets.

B. ISAR Image Preprocessing Based on ELF

Each scattering unit in ISAR image can be regarded as a
collection of many small scattering points. The echo signal
intensity of different scattering units is random, and it will
lead to speckle noise in the imaging process and the decline
of ISAR image quality, which brings difficulties to ISAR image
recognition. Therefore, before target recognition, it is necessary
to process the ISAR image and filter the noise. This article
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Fig. 3. Overall difficulties in ISAR image recognition.

chooses the enhanced Lee filtering (ELF) method to filter the
speckle noise of ISAR images.

Speckle noise in ISAR images is usually considered as a
multiplicative noise model, which can be expressed as

I(t) = z(t) x u(t). (1)

In formula (1), I(¢) is the image after interfered by noise,
x(t) is the scattering cross-section of random ground backward
target, and u(t) represents noise.

In Lee filter algorithm, the multiplicative noise model is first
approximated to a linear system, and then the formula of Lee
filter can be obtained by using minimum mean square error
(MSE) criterion:

w=1+k(I-1T) )
where I is the average pixel intensity of the filter window, w
is the estimation of the image affected by noise, and k is the
weighting coefficient. The expression of k£ is

_a oy G 3)
o?(1+02) C?

where

2 V/var(n) o2 v/ var(l)
n T sy~ T T .

When the speckle noise is not completely generated, the Lee
filter cannot achieve a satisfied effect. Therefore, this article
chooses to use the ELF method. The expression of above is
rewritten as

77 CI < CYmin
7+ k’([ — T),Cmin < C[ < Cmax
I ) C(I > Cmax

“4)

w =
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where C represents the local standard deviation coefficient of

the image, Cryin = Chy Crnax = /1 + %, and L represents the
equivalent number of views.

Specifically, the algorithm divides the image regions into three
categories, each of which is processed differently as follows:

1) The region of C't < C,, (u represents noise) represents
homogeneous region, and the average value of pixels in
sliding window is used as the center value in this region.

2) Theregionof C,, < C7 < Chax represents a weak texture
region, and the traditional Lee filter is used in this region.

3) The region of C; > C,ax represents heterogeneous re-
gion, and the original value is directly retained in this
region.

Then, power transformation is performed on the image. The
pixel value of ISAR image is generally concentrated, which
causes the image contrast is not very high. In order to improve the
contrast ratio of ISAR image, we introduce the power transfor-
mation method. The form of power transformation is as follows:

J(i,7) = [H (i, 5)] (5)

where changing the value of the parameter v can adjust the
contrast ratio of the image and improve the accuracy of the
recognition.

After power transformation, energy normalization is per-
formed on the image. Energy normalization can find the invariant
in the image through the invariant moment of the image. For
ISAR images, the scattering intensity changes with the distance
between radar and target, which affects the quality of ISAR
image. For ISAR images, operating energy normalization can
weaken and eliminate this effect. The formula of energy nor-
malization is as follows:

J(i,j)
S G

K(i,j) = (6)
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(©) (d)

Fig. 4. ISAR image preprocessing example. (a) Original data. (b) Enhanced Lee filter. (c) Power transformation. (d) Energy normalization.
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where J(i,7) and K (i,j) represent the original image and
the normalized image, respectively. Fig. 4 shows an example
of ISAR image preprocessing. It can be seen that after the
above preprocessing process, the speckle noise of ISAR image
becomes less obvious, and the space target is more obvious than
that in the original figure, which is convenient for subsequent
recognition. Finally, the image dataset is expanded by four times
through left-right mirroring and up-down mirroring, making the
training results more robust.

III. NETWORK STRUCTURE
A. Resnet50 With RAM Module

Resnet50 is a network composed of the residual learning mod-
ules. In the training process, the depth error is directly transferred
to the shallow layer through the residual module. It contains
four residual blocks. Finally, the full-connection operation is
performed to facilitate the classification task. As an excellent
deep convolution network classification model, Resnet50 needs
alarge number of effective images. An innovative module called
RAM module is introduced after the blocks of Resnet50. This
module can let the network extract the key feature information
in the image, and weaken the influence of irrelevant background.
Aiming at the problem of less labeled sample data, this article
constructs an attention mechanism network model for small

sample learning, which can improve the ability of existing
models to recognize ISAR images. At the same time, the stability
of the final training results is improved.

The structure of RAM module is shown in the fig. 5. The
input feature map of RAM module is x € RM{C x W x H},
where C is the number of channels of the feature map, W x H
is the size of the feature map. The input feature map is rotated
by the rotation function R, to become a rotated feature map.
R, ={R;,,Ri,,....., Ry, } is a family of K rotation trans-
formations with R, denoting the rotation operation of an input
feature map with the angleof A; € A,2 = 1,...., K. The feature
map is represented in the form of a matrix, and its rotation
operation is shown in Fig. 6. The left side of the figure is a
4 x 4 feature map, the upper left corner position is marked as
p(zx,y), valued as a1 . After rotation, the new positionis p'(x, y),
and its four adjacent points are (x,y), (z + 1,y), (z,y + 1),
and (x + 1,y + 1). After calculating the Euclidean distances
between this point and four adjacent points, the value of the
(x,y) point becomes a1; by the nearest neighbor interpolation
method. If there is an unassigned point, keep the original value.

The rotated feature map is input into Conv1 which is the first
convolution module. The convolution kernel size of Convl is
3x3, and the number of channels is the number of characteristic
channels of the input. Then, a rectified linear unit (ReLU)
function is used as activation function for processing, which
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Fig. 6.  Schedule of rotation operation.
can be expressed as
F(z) = ReLU(Convl(R; (x))). (7)

For Conv2-1 and Conv2-2 module, the input feature map is
F(z), the convolution kernel size is 1 x 1, and the number
of channels is the same as the number of input characteristic
channels. Next, the obtained feature map is processed by Soft-
max function to get the attention feature map of the network,
F5_1 and F5_5. The expression formula of the attention feature
map is

Fy_; = Softmax(Conve_,;(F(x))),i = 1,2. (8)

Conv3 module uses dilated convolution, and the convolution
kernel size is 3x 3. Dilation step is set to 2, parameter filling is
set to 2, and the number of channels is the same as the number
of input characteristic channels. Then, the batch normalization
operation is used to get the output feature map, Gs_;,7 = 1, 2,
which can be expressed as

G3,i = BN(COHVE;,i(R)L(l'))),i = 1, 2 (9)

where BN() means batch normalization. Finally, we transpose
the feature map F5_;, and multiply them by the feature map
G/3_; and random initialization coefficient <1, c. Then, the
output feature map of spatial attention mechanism module can
be obtained:

2
Y = Z aiG‘g,iFéfi.

i=1

(10)

Finally, the feature maps obtained by rotating at different
angles are averaged to obtain the output feature map of RAM
module:

1K

You = 2 Yi (1n
1=1

where Y] is the output feature map obtained after the input feature

map is rotated by the angle of A;. K is the number of rotation

angles.

Because the features extracted from the shallow convolution
layer and the middle convolution layer pay more attention to
the edges and corners, RAM module is chosen to be inserted
after the last ReLU layer of every bottleneck layer of Resnet50
network, which is consistent with the feature that RAM module
is used to make the network pay more attention to the semantic
information in the ISAR image. The structure of network is as
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shown in Fig. 7. For ISAR image recognition of space targets,
if only a small sample of ISAR data is used to train a new deep
CNN model from scratch, it is easy to cause overfitting and other
problems. Therefore, referring to the idea of transfer learning
(TL), the deep CNN trained on the large-scale Imagenet dataset
is transferred to the task of space target ISAR image recognition
in order to accelerate the training process, and then use the ISAR
image dataset in the target domain to train Resnet50 again until
the network matches ISAR image parameters. The size of the
input layer image of Resnet50 is 224 %224 pixels. First, the
weight of the convolution layer used for feature extraction is
frozen, and then the weight of RAM is initialized randomly with
Gaussian initialization method, which means only the weights
of the fully connected layer and RAM module are trained.
Then, a new deep neural network can be obtained by using the
ISAR image simulation dataset to train the classification neural
network again.

B. Graph Convolutional Network

Due to the weak network generalization ability of a single
CNN structure, it makes sense to introduce small-sample clas-
sification network such as GCN. For GCN, the embedding of
nodes is learned by CNN structure, where the node refers to
the image to be recognized. The prediction of node labels in
the test set depends on the measurement relationship between
its embedding and the embedding of nodes in the training set.
Intuitively, GCN intends to find which kind of nodes in test nodes
set and training nodes set are more similar, so as to optimize the
embedding function. The purpose of graph few-shot learning is
to learn an embedding function with good performance from
this series of graphs, so that it can be used for new graphs with
only a small number of training set images. The different graphs
here correspond to different tasks in meta-learning, indicating
the generalization of task level. Several important concepts in
GCN are as follows:

G = (V, E, A) is a graph data, where V' is the set of nodes, E
is the set of edges, and A is the adjacent matrix which is used to
describe the similarity between the features of adjacent nodes.
v; € V describes a point. e;; = (v;,v;) € E describes the edge
between two nodes. A is an N x N matrix, where

Wis
Aij = {0”

Graph is associated with node attribute X, X € RN*D g an
eigenmatrix, and X; € RP represents the eigenvector of node
v;, where IV is the number of nodes and D is the length of the
eigenvector. Fig. 8 illustrates the GCN structure of ISAR image
classification of space targets in this article. First, train data is
input into convolutional neural network for feature extraction.
The second part is GCN, which is a GCN, and its goal is to
construct a conditional distribution P(Y|T'), from which we
can infer the classification result Y for a given tensor 7'. At this
time, Y corresponds to the label of the input task data, and forms
asupervised learning loss with it. For GCN, the feature extracted
from CNN is taken as its input. Each color circle represents
each node in the graph, and different colors represent different

if ejj = (vi,vj) € E

if €ij ¢ E. (12)
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Fig. 8. Graph convolutional network structure.

features of each node. The adjacent matrix is constructed as
follows:

&) _ k) (k)
Ai,j —905(%' » L g )

13)

where gaé() is multilayer perception which inputs the absolute

value difference between two nodes and outputs the correspond-
(k)

ing weight value. ;" is the node of layer k, and i represents the

length of the eigenvector of the node. The expression of cpg() is
as follows:

o, (@, ()= MLP (abs(a(" —2{"))  (14)

0 3
where abs() means a process of taking an absolute value. Each
row is processed by Softmax function to ensure that the sum of
all weights in this row is 1. Then the processed adjacent matrix
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B is obtained. After that, GCN can be used to continue to iterate
to the next layer. The calculation process is as follows:

xl(kJrl) _ Gc(x(k)) =p <Z Bx(@ggﬁ%) JA=dy.. . dpy

BeA
15)
where p is the nonlinear activation layer, in which leaky-ReLU
function is used. 6 is a learnable parameter, and the multilayer
GCN is obtained by repeating the above steps. The cross-entropy
loss function is used to calculate the loss:

I==> yelog P(Y. = yi|T) (16)
k

where the model is asked to predict the label Y corresponding to
the image to classify x € Y. x represents a node in the graph. In
graph convolution operation, the process of finding depth feature
relationship can be understood as follows: In the graph, the balls
of various colors represent the deep features of convolution
mining. The relationship between deep features is mined by
graph convolution to produce different node representations, so
the color of the ball changes. In Fig. 8, the blue ball retains
more feature information than the red ball and will be retained
as an important feature for model prediction. In the last step, the
purple ball and the blue ball are more closely related, so they are
finally retained. The line between the two balls represents the
relationship between them, which provides more information
for the final classification.

C. Relation Network

The disadvantage of GCN is its poor flexibility and scalability,
and when the number of space target types is small the classifi-
cation effect will not be good. In order to overcome the above
defects and enhance the generalization ability of the network, it
is helpful to introduce RN. In the meta-learning process, network
learns the depth distance metric to compare a small number of
images in the series, and each episode is designed to simulate the
setting of few shots. Once trained, the network can classify the
images of the new category by calculating the relationship score
between the query image and several examples of each new
category without further updating the network. In the field of
small sample learning, RN can be considered as a method based
on metric. However, different from other measurement-based
methods, RN uses neural network to learn this measurement.
The embedded module generates the representation of query
and training image, which is depth feature. Then, the relational
module compares these embeddings to determine whether they
come from the matching category.

The network structure of ISAR image recognition based on
RN is shown in Fig. 9. The sample z; in the training set and
the sample x; in the validation set are input into the module
f, to generate the feature maps f,(z;) and f,(x;). They are
combined by function C() in depth. Then, the combined feature
map is fed to the relation module g4, which finally generates
a scalar in the range of O—1. And this scalar is called relation
score, which represents the similarity between x; and x;. The
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expression of relation score is as follows:

i = 9o(C(fo(s), folz)))i=1,2,....K

where K is the number of types of space targets randomly
selected. Finally, a one-hot encoding is generated from the
relationship score, which represents the final classification result
of the network. The loss function adopts the MSE loss function,
which can be expressed as

m n
L = argmi Z Z (rij — 1)
1j=1

7)

n (18)
(o i=

where 1 means the final relationship score of matching pairs and
we give a 0 for those mismatched image pairs. Different from the
general measurement classification method, the RN calculates
the measurement through the network learning method, and sets
the loss function to continuously optimize the feature embedding
process, which is the reason why RN can realize small sample
classification.

D. Meta-Learner Based on Adaptive Weighted XGBoost

Different base learners have different biases in image feature
selection and recognition. The combination of Resnet50 and
RAM module pays more attention to the semantic information of
ISAR images of space target. The GCN searches the deep feature
relationship of ISAR fine-grained image of space target by con-
structing the neighborhood matrix between nodes, and the RN
searches the same category of images by calculating the distance
between image features. Therefore, the meta-learner should be
chosen as a model with strong generalization ability to correct
the bias of multiple base learners on the training data. When the
datais discrete, XGBoost can be used to solve multiclassification
problems. However, for the XGBoost algorithm, the training
data is generally based on the same weight. For the case of
multiple learners in this article, the weights of the meta-features
obtained should be different and adaptive. Therefore, this article
proposes an adaptive weighted XGBoost algorithm to solve the
multilearner integration problem.

Dixia,liseint(i=1,2,...,n,a=1,2,3) extracted by
base learners is used as input for the tree model, where z;
is the meta-feature of the ith sample in the new training set, /;
is the label corresponding to the ith sample in the new training
set which is represented by one-hot encoding, e; , is the weight
corresponding to the meta-feature, and « is the order of the base
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learners. The expression of e; , is as follows:

Ci,a

— (zi,a,lfmi,oc)2“1‘(1‘1',04‘2*ri,a)2+~»-+(ri,a,n*xi,a)2 3

- o

where x; ., is the nth data in the meta-feature, representing the
confidence of the ath base learner for the classification result
of the nth category. n is equal to the number of categories of
the space targets. Z;  is the mean value of the data in the meta
feature. g, is the weight corresponding to the base learners. §;
is the predicted value of the ith sample, whose dimension is the
same as the number of categories of space target:

19)

K
Uia =€ia®d(x;) = Z €ia® 1), fr € F (20)
k=1

where I' = { f(z) = wgq(y)} is the space of classification tree,
and g represents the structure of each tree, w represents the
weight of leaves of each tree; K is the number of decision trees
used; fj represents the kth tree model, and each fj, corresponds
to an independent tree structure and the weight of leaf nodes.
The predicted value of §;  is the final classification result of
the meta-learner. The optimization process of XGBoost is to
minimize the following loss functions:

L= 1Giali)+ > Qf) @n
i k

where
1
O(f) = AT+l

[ is a differentiable convex loss function used to measure the
difference between the predicted value ; , and the label [;.
Q() is a regularizer which can help to smooth the final learnt
weights to avoid overfitting. 7 is the number of leaf nodes of the
tree. v is the regularization parameter of the number of leaves,
and X is the regularization parameter of the weights of leaves.
Softmax cross-entropy loss function is used for multicategory
classification here, which can be represented as

N eJi,a
l(lza yi,a) = —l; olog W .
;€Y

The XGBoost algorithm needs to use the first derivative and
the second derivative of the loss function, and their expressions
are derived as

(22)

l/(lia gi,a) = Yi,pred,a — lz (23)
where
eJi,a
Yi,pred,a = W
and
l”(li, ?J\i,a) = Yi,pred,a ® (1 - yi,pred,a)~ (24)

For ; pred,« in the first tree, the conventional XGBoost al-
gorithm sets it to 0.5, but for the adaptive weighted XGBoost
algorithm in this article, since the value in the meta-feature has
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a direct physical meaning, the initial value is set to the largest
predicted probability value, which can be represented as

Yi,pred,a,initial = argmax(gl,a)- (25)

The advantage of this setting is that it can make the tree split
faster. In the process of optimization, the tree model should
minimize the loss function as much as possible. The greedy
algorithm is used to iteratively add branches to the tree, starting
from a leaf. The specific optimization process of XGBoost can
be seen in [49]. In order to obtain the optimal tree structure, the
maximum gain is calculated in each iteration. In the adaptive
weighted XGBoost algorithm in this article, the method of gain
calculation is as follows:

2 2 2
Gain = 0.5 HQGL  Sn (GriGr)
L+)L HR+)\ (HL+HR) +)\.
(26)
where
3 3
GL = Z Z €i,a .gi,OuHL = Z Z €i,a ® hi,a
a=1liely, a=1liely,
3 3
GR = Z Z €i,a .gi,ouHR = Z Z €i,a ® hi,a
a=lielgr a=lielp

where g; o and h; ., represent the first derivative value and the
second derivative value of the ith meta feature obtained by ath
base learner. I, and I represent the samples contained in the left
node and the samples contained in the right node, respectively.
In this way, the meta-features obtained by the three base learners
can be used to adjust the weight of the meta-learner.

The size of q, is adaptively changed with training. The
advantage is that it can reflect the contribution of the base
learners to recognition more concretely, and it can also
enhance the final recognition effect. The initial values of ¢,
q2, and g3 are all set to 1/3, whose purpose is to make the base
learners contribute the same to the recognition result at the be-
ginning of the training process. First, the partial derivative of the
loss function L with respect to g, is calculated, and the result is
as follows:

oL _
0qa

oL ol 0,0 0€; 0
—_— @ [ ] L)
ol agi,a 861‘,& aQOz

—_ li) ) (x;)®pia (27)
where

Pi,a =

(Tion — xva)Q + (Tia2 — l’qa)Q + ...
n

+ (xz’,a,n - xi,a)Q

Then, use the following formula to update the value of q,,:

oL
oL
%

[e3

(k) _

q&k+1) =q!

(28)

where q((yk) represents the value of g, at the kth iteration. ) is the

update rate, and is set to 0.1 here.
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Fig. 10.  Overall process of the classification method in this article.

The overall flow of classification method in this article is
shown in Fig. 10, and the detailed steps of the method are as
follows:

First, the method preprocesses the original ISAR dataset,
including filtering, power transformation, energy normalization,
and data augmentation (DA). Then, the whole dataset is divided
into train dataset Sirain = {(Ztr, ltr),tr = 1,2,.... Ny, } and
test dataset Stest = {(Zte, lte), te = 1,2, ... .Nio }, where Ny,
is the number of train dataset and Vi, is the number of test
dataset. Because the total number of samples is small, the idea
of cross-validation is used to randomly divide the train dataset
into k equal blocks Si,1, Styro, - - . .Strx, Which have no cross
parts. K is determined by the total number of data, which is
corresponding to the total number of the whole dataset, and here
10 is chosen.

Next, select one block Si,; as the validation dataset, and the
rest k—1 blocks as the training dataset, and then send them to
three base learners for training. Repeat the above steps for K
times to get the trained base learner Ly, 4ineq. The meta-features
of the training dataset are obtained by combining the classifi-
cation results of validation dataset, and the meta-features of the
test set are obtained by combining the classification results of
the test dataset.

Finally, the meta-features of the training dataset and the real
classification results are input to train the meta-learner to get
the trained meta-learner M;,.ineq. The meta-features of the test
dataset are input into M aineq to get the final more accurate
classification results. Algorithm 1 gives the detailed steps.

IV. EXPERIMENT

First, a simulation dataset will be used for classification
experiments. The method proposed in this article will be com-
pared with the current mature methods by calculating the kappa
parameter of the obtained confusion matrix and analyzing the
impact of the RAM module on the Resnet50 network through
the visualization method of Grad-CAM intuitively [51]. Then,
a histogram of the influence weight of the features extracted by
adaptive weighted XGBoost algorithm is given and the reason

Algorithm 1: MSN For ISAR Image Recognition.
Input:
ISAR image dataset .S; depth of the tree 7.
Output:
Predict label for input image.
Algorithm:
: Preprocess input dataset.
Divide S into train dataset Strain and test dataset Siegt.
Divide Siain into K equal blocks, Sip1, Stra, - - - -Strk-
Use K-fold cross-validation method to train the base
learners and get the training models.

o=

5:  Combine the classification probabilities of Sy i, to
get train meta-feature fi,aip.
6: Combine the classification probabilities of Siegs; to get
test meta-feature fiegt.
7: Train adaptive weighted XGBoost by fi;ain.
8: fort=1toT do
9: Calculate loss function L and gain function Gain
according to (21) and (26).
10: Calculate the partial derivative of L with respect to
Qo according to (27).
11: Update the value of g, and the weight ¢; .
12:  end for
13: Calculate the network output by fiest and conduct

label prediction.

why the classification effect is better than that of a single base
learner is analyzed. In the end, we add the measured ISAR
images of Tiangong-1 published by German FGAN Lab in 2018
(@ Fraunhofer FHR) into the simulation dataset and perform
experiments. Through the analysis of the classification confi-
dence, the superiority of the MSN method compared with similar
methods is proved.

A. Experiment Dataset

When building the simulated ISAR image dataset of space
target, SolidWorks software is first used to build the geometric
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TABLE I
DATA VOLUME IN DIFFERENT K/N

K/N \ Original Dataset Dataset after DA
Category Total Num  Train Num Test Num Total Num  Train Num Test Num
0.2 200 33 167 800 132 668
0.7 200 82 118 800 328 472
1.2 200 109 91 800 436 364

model of space target: satellite 1, satellite 2, satellite 3, satellite 4,
and satellite 5. Then, FEKO software uses the material of target,
wavelength of electromagnetic wave [52], shape of target, path
of current flowing through target, and other parameters to ana-
lyze the shape of magnetic field and electric field around antenna
and other target objects. The intensity and other electromagnetic
parameters are simulated, and the satellite model is meshed, with
the frequency of 1 GHz. The corners of the grid are extracted as
the scattering points of the target.

The parameters of the RD algorithm used in the simulation
image in this article are as follows: in order not to make the
resolution too high, the scattering points are set to 500, and the
initial angle between the reference coordinate system and the
local coordinate system is —130°. The space target is illuminated
by pulse linear frequency modulation signal with frequency f. =
5.52 GHz, bandwidth B = 300 MHz, pulsewidth T}, = 25.6
us, and range sampling frequency Fj; = 2.5 MHz. The target
rotation angular velocity is 0.1 rad/s. The target is imaged
in different rotation periods, and 200 target ISAR images are
obtained to simulate the observation results at different angles,
as shown in Fig. 11. This article simulates the recognition results
under different ratios of training data number to test data number.
The ratio is expressed by K/N, where K is the number of training
samples and N is the number of test samples. Table I shows the
number of original dataset and dataset after DA under different
K/N conditions.

B. Evaluation Protocol

The experiment uses the classification accuracy (ACC), cross-
entropy loss, confusion matrix, and kappa coefficient to evaluate
the classification performance of the model. The calculation
method is as follows:

ACC = N(:orr/Ntotal

Niotar K
Loss = — Z Zlij log ;5
i=1 j=1
OA — p,
kappa = Pe (29)
1- Pe

where Ncor and Niopa are the number of images correctly
recognized and total number, respectively. /;; is prediction prob-
ability, and ¢ and j are the image serial number and the learner
serial number, respectively. p. is the relative misclassification
number. Assuming that the number of real samples of each
classis Ay, Ao, ... A., respectively, and the number of predicted
samples of each class is By, Ba, ... B., respectively, and the

(a)

(d)

(©
Fig. 11. ISAR image simulation results of space target. (a) satl. (b) sat2.
(c) sat3. (d) sat4. (e) sat5.

total number of samples is NV, then

_A1XBl+A2><BQ+...+AC><BC
be = NxN '

(30)

The kappa coefficient is a measure of classification accuracy.
Its calculation is based on a confusion matrix. The value range is
between 0 and 1. The larger the value, the higher the classifica-
tion accuracy. For the three base learners and the MSN method,
the confusion matrix of the classification results of five space
targets is calculated. To ensure the consistency of the experiment,
K/N is set to 1.2. For the test dataset, the larger ACC and the
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Fig. 12.

smaller cross-entropy loss mean the stronger data classification
ability of the model.

C. Network Details

Pytorch is used to implement the proposed framework. All
the experiments were carried out on Intel Core i7 with 3.39
GHz CPU and NVIDIA Quadro p4000 GPU.

1) Resnet50 + RAM Module: The Resnet50 model pre-
trained on Imagenet dataset is used for TL, and then finetuned on
the small sample space target dataset. The article uses the random
gradient descent [53] optimizer and sets the momentum of the
model to 0.9 and the weight decay to 4e 3. The learning rate
before the fully connected layer is set to 0.0001, and the learning
rate of the fully connected layeris set to 0.001, so that the change
of feature extraction is slightly slower, and the result converges
more fully. According to Table I, when K/N = 1.2, the number
of test dataset is 91 for each type. The number of epoches is set
to 50, and batchsize is set to 32. Training accuracy, validation
accuracy, cross-entropy loss during training, and cross-entropy
during validation are shown in Fig. 11. When each type of
training images contains 109 pieces, each round of training takes
about 21 s, and the total training time is 17.5 min. It can be seen
from Fig. 12 that, as the number of training epoches increase,
the training accuracy and validation accuracy increase, while
the training cross-entropy loss and validation cross-entropy loss
decrease. At the end of the training, the training accuracy and
validation accuracy are 94.46 + 0.22% and 92.44 + 0.44%,
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Loss and accuracy curve. (a) Resnet50. (b) Resnet50 + RAM. (c) RN. (d) GCN.

respectively, and the training cross-entropy loss and validation
cross-entropy loss are 0.0051 and 0.0078, respectively.

2) Graph Convolutional Network: The GCN structure as
shown in the figure above is adopted. The five types of data
samples are input into the network according to the ratio of
training dataset to test dataset. During training, N pictures are
selected for four types of all satellite data, N+1 pictures are
selected for the remaining fifth type, and the extra one is used
as validation. The features extracted by the CNN are connected
with a one-hot code as the input of the GCN. The batchsize is set
to 16, the learning rate of the whole process is set to 0.01, and the
loss function adopts the cross-entropy loss function. In order to
adapt to the network input, each image is compressed into a size
of 32 x 32 pixels in the network. Under the condition of K/N =
1.2, after 12 000 iterations, the training accuracy and validation
accuracy are 98.90+0.22% and 94.464-0.22%, respectively, and
the training cross-entropy loss and validation cross-entropy loss
are 0.0079 and 0.0102, respectively.

3) Relation Network: The five types of satellite data are sent
to the RN at the same set ratio. The size of each image in the
network is resized to 84 x 84 pixels. One point worth noting in
the RN is that in each test, at least 20 images need to be sent into
the network which can guarantee the accuracy of the test be-
cause the relationship network relies on calculating the distance
between similar sample data to realize small sample recognition.
If there are too few data, incomplete distance calculation may
lead to poor recognition results. The batch size is set to 10,
the number of training iterations is 50 000, the number of test
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TABLE II

DETAILED NET PARAMETERS

Model Resnet50 +RAM GCN RN XGBoost
Layers/ Layer0{ CNN embedding{ CNNEncoder{ max_depth: 20,
Parameters Cov(64) Cov(32) Cov (64) num_boost_round:2000
BN(64) BN(32) BN(64) objective: multi:softprob
ReLU MP(2X2) ReLU random_state: 7,
MP(2X2)} ReLU MP(2X2) silent:0,
Layerl { Cov(64) Cov (64) num_class:5,
3 X Bottleneck BN(64) BN(64) ESR:0.8
Cov(64) MP(2X2) ReLU
BN(64) ReLU Cov (64)
Cov(64) BN(128) BN(64)
BN(64) MP(2X2) ReLU
Cov(256) ReLU} Cov (64)
BN(256) GCN{ BN(64)
ReLU Adjacency layer{ R?LU}
RAM}} Cov(64) RelationNetwork {
Layer2{ BN(64) Cov (64)
4 X Bottleneck} ReLU BN(64)
Layer3{ Cov(32) ReLU
6 X Bottleneck} BN(32) MP(2X2)
Layer4 { ReLU Cov(64)
3 X Bottleneck} Cov(1)} BN(64)
Out{ Graph_conv_block{ ReLU
AvgPool (1) Linear(16) MP(2X2)
Linear(256) BN(16) Linear(8)
ReLU Linear(5)} } Linear(5)}
Linear(5)
Softmax(5)}
Lr 0.0001 (base) 0.01 0.001 0.4
0.001 (fc)
batchsize 32 16 10 -
Input size 224 X224 32X32 84X 84 1X5
Iteration 2800 12000 50000 2000

Max pooling (MP), the BatchNorm module (BN), the ReLU function (ReLU), the rotation-invariant attention mechanism module (RAM).

iterations is 600, the learning rate of the whole process is set
to 0.001, and the hidden layer unit size is set to 10. At the end
of training, the training accuracy and validation accuracy are,
respectively, 96.44+0.22% and 94.68+0.44%, and the training
cross-entropy loss and validation cross-entropy loss are 0.0069
and 0.0098, respectively.

4) Adaptive Weighted XGBoost: The input of XGBoost is the
classification probabilities of the five types of satellite targets, the
true labels and the weights corresponding to the meta-features.
The learning rate is set to 0.4, and the depth of the tree is
chosen to be an appropriate value. Twenty is chosen as the
depth of the tree because too large depth may cause overfitting.
The number of iterations is set to 2000, and the target type is
set to “multi:softprob,” which means that the target problem
is a multiclass problem. The “num-class” parameter is set to
5, which is consistent with the number of categories of the
training data. In order to prevent overfitting, it makes sense to
set the “early_stopping_rounds” (ESR) parameter to be used
in the update process. ESR reduces the weight of the feature
and makes the calculation process more conservative, which
is set to 0.8. When K/N is equal to 1.2, after training with
adaptive weighted XGBoost algorithm, the final test accuracy
is 99.78+0.22%, which is about 5% higher than the average
classification accuracy of the three base learners.

Table II lists the specific network structure of the three base
learners, the settings of adaptive weighted XGBoost, batchsize,
learning rate, and other parameters. Among them, Cov(64)
means that the number of output layers of the convolutional
layer is 64. For Resnet50 network with RAM module, the RAM
module is embedded in the bottleneck layer, which is clearly
shown in the table. The last three base classifiers all output five
values, corresponding to the classification probabilities of the
five types of satellite data.

D. Test Results and Analysis

The test accuracy listed in Table III is under the conditions
of K/N = 0.2, 0.7, and 1.2. In order to prove the effective-
ness of MSN method, Alexnet, MAML [54], siamese network,
matching network, and prototypical network are used to com-
pare the recognition results under the same amount of data
and test conditions. With the increase of K/N, the recognition
accuracy of various methods has been improved. When K/N
is equal to 1.2, the classification accuracy of MSN reaches
the maximum, which is 99.784+0.22%. It has a competitive
advantage in similar classification methods, which proves that
this method is indeed effective. The results show that in the
case of different amount of training data, the accuracy of MSN



ZHANG et al.: META-LEARNER-BASED STACKING NETWORK ON SPACE TARGET RECOGNITION FOR ISAR IMAGES

12145

TABLE III
TEST ACCURACY OF EACH CATEGORY OF DATA CLASSIFICATION UNDER DIFFERENT METHODS (%)

OA/(K/N) 0.2 0.7 1.2
Fine-tuned Alexnet 70.2440.44 80.901+0.44 89.561+0.44
MAML 72.2240.22 80.2440.22 90.24+0.22
Siamese Nets 74.684+0.44 83.5840.22 92.4440.22
Matching Nets 75.564+0.22 84.684+0.44 94.68+0.44
Prototypical Nets 78.90+0.22 88.68+0.22 98.90+0.22
MSN(ours) 82.44+0.22 91.34+0.44 99,78 +0.22

The bold values means our method MSN, and in order to have a contrast with other methods, we marked our method in bold values.

TABLE IV
CONFUSION MATRIX OF RESNET50 + RAM

True/Predict 1 2 3 4 5
1 0.83 0.06
2 0.94 0.06
3 0.96
4 0.15 0.02 0.94 0.07
5 0.02 0.02 0.93
TABLE V

CONFUSION MATRIX OF GCN

True/Predict 1 2 3 4 5
1 091 0.04
2 0.96
3 1.0
4 0.06 0.04 0.96 0.03
5 0.03 0.97
TABLE VI

CONFUSION MATRIX OF RN

True/Predict 1 2 3 4 5
1 0.89 0.06
2 0.92 0.03
3 0.09 0.98
4 0.08 0.94
5 0.02 0.02 0.97
TABLE VII

CONFUSION MATRIX OF MSN

True/Predict 1 2 3 4 5
1 0.97 0.01
2 0.99
3 1.00
4 0.03 0.99
5 0.01 1.00

method is about 5% higher than that of GCN and other base
learners. Tables IV-VII, respectively, list the confusion matrix
of Resnet50+RAM module, GCN, RN, and MSN. According
to formula (29), their corresponding kappa coefficients can be
calculated, which are 0.92,0.96, 0.94, and 0.99, respectively, and
the kappa coefficients can prove the consistency of the classifica-
tion results of the MSN method is better and the overall accuracy
is higher.

It is also shown from Table III that adding RAM module to
fine-tuned Resnet50 network can improve the accuracy. Grad-
CAM method is used to multiply the feature map extracted from

the last layer of convolution layer by the final classification
probability, and express it in the form of heat map, where the red
part represents the focused part of the network and the blue part
represents the ignored part of the network. Fig. 13(a) shows the
original image of the five types of ISAR images, Fig. 13(b) shows
the heat map extracted by the Grad-CAM method after RAM
module is added to the Resnet50 network, and Fig. 13(c) shows
the extracted heat map by Resnet50 network. As shown in the
figure, through the effect of RAM module, the network focuses
on the space target part in the ISAR image, while weakening
the influence of the irrelevant black background. Through this
module, for different kinds of ISAR images, the parts of attention
become more detailed, rather than distracted.

E. Adaptive Weighted XGBoost Result Analysis

The above results show that after the training of adap-
tive weighted XGBoost, the classification accuracy has indeed
improved. In order to illustrate the effectiveness of adaptive
weighted XGBoost more intuitively, this article scores the im-
portance of five meta-features and compares with the results of
the general XGBoost algorithm. Fig. 14(a) shows the training
feature scores of adaptive weighted XGBoost algorithm. f0 to
f4 are the predicted probabilities of the base learner. It can be
seen from the figure that the feature score of fO is the lowest,
which is 28. The feature score of f3 is slightly higher than
that of fO, which is 35. The scores of {2, f1, and f4 are the
highest, 50, 54, and 58, respectively, indicating that through
the training of adaptive weighted XGBoost, the first and fourth
types of features contribute less to the final classification results.
Because the adaptive weighted XGBoost algorithm analyzes
that it is just these two types of features that lead to a low
classification rate, as shown in the confusion matrix from Tables
IV-VIL It can be seen that these two categories indeed reduce
the classification probabilities of the base learners. Fig. 14(b)
shows the training feature scores of general XGBoost algorithm.
It can be seen that the feature importance by general XGBoost
algorithm is more concentrated than that of adaptive weighted
XGBoost algorithm. The variances of the scores of the two
algorithms are 132.8 and 36.8, respectively, which illustrates that
adaptive weighted XGBoost algorithm distinguishes the features
of the target better and has better classification performance.
Finally, after the training of adaptive weighted XGBoost, the
classification results of the three base learners are combined to
improve the recognition rate and prove the effectiveness of the
method.
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Fig. 13.
RAM module. (c)Attention heat map without RAM module.
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F. Measured Data Experiment

In this experiment part, the measured data is used to conduct
experiments to highlight the contributions of the method in
this article. The ISAR image dataset is the result of long-time
observations of Tiangong-1 with the TIRA system, which was
published by German FGAN Lab in 2018 (@ Fraunhofer FHR)
[55]. Several measured ISAR images in different postures are
shown in Fig. 15. In the experiment process, because there is
only one type of measured data of the target, we replace the first
type of simulated image with 200 measured ISAR images with
different poses, then use the process in Algorithm 1 to classify

Attention heat map obtained by Grad-CAM method. (a) ISAR original image of satellite 1 to satellite 5. (b) Attention heat map after adding
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Feature importance distribution. (a) Adaptive weighted XGBoost algorithm. (b) General XGBoost algorithm.

Fig. 15.

Measured ISAR images in different postures.

the new dataset, and compare the classification effect of the
similar methods in Table III on the measured data. After many
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experiments, the classification confidence obtained is shown in
Fig. 16. It can be seen that these methods all have high confidence
in the classification of the correct category, exceeding 90%.
Among them, the MSN method in this article has the highest
correct classification rate, indicating that the method in this
article indeed effectively improve the ISAR image recognition
under the condition of small samples, and has superiority in
similar methods.

V. CONCLUSION

This article proposes a new method for small-sample recogni-
tion of space target by ISAR. The innovative adaptive weighted
XGBoost meta-learner improves the recognition accuracy of the
base classifiers, and quantitative analysis proves its effective-
ness. The problem that deep learning method requires a lot of
effective data is solved by adding RAM module into the layers
of Resnet50 network. Through the Grad-CAM visualization
method, it is proved that the network’s attention is indeed more
focused on the target. This article has conducted experiments
on both the simulation dataset and the measured data. In the
experiment on the simulation dataset, under the condition of
K/N equal to 1.2, the classification accuracy of the MSN method
reaches 99.78+0.22%, which is more competitive than similar
classification methods. In the experiment on the measured data,
itcan also be seen that the MSN method in this article has a higher
confidence in the correct classification of the measured data than
other similar methods, which proves that the method in this
article indeed effectively improve the ISAR image recognition
effect under the condition of small samples, and has superiority
in similar methods. In future research, how to adjust the network
structure to adapt to the characteristics of ISAR images will be
focused.
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