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Change Detection in SAR Images Based on Improved
Non-Subsampled Shearlet Transform and Multi-Scale

Feature Fusion CNN
Fangyu Shen , Yanfei Wang, and Chang Liu

Abstract—Traditional methods for change detection in synthetic
aperture radar images have difficulty in obtaining results from the
generated differential image (DI) owing to speckle noise. In recent
years, many deep learning-based methods have emerged because of
their outstanding anti-noise and self-learning ability. However, they
are limited by the requirement of abundant high-precision labels.
Therefore, in this article, we propose a novel unsupervised method
based on improved non-subsampled shearlet transform (NSST)
and multi-scale feature fusion convolutional neural network for
change detection. First, this method improves the traditional NSST
algorithm and proposes a novel pseudo-label generator to obtain
more pseudo-labels with higher confidence. It is noteworthy that the
more accurate the pseudo-labels are, the better the change detection
results will be. Second, this method designs a multi-scale feature fu-
sion block in the network to make the feature images contain more
complete information and reduces the number of pooling layers to
avoid losing feature image details. The main idea of this method is
to eliminate the step of generating the DI and directly obtain results
from the original images. The theoretical analysis and final results
conducted on three real datasets prove its validity. Furthermore,
to verify the generality and potential of the proposed method, we
apply it to the cross-region change detection and compare it with
the supervised method, which achieve satisfactory results.

Index Terms—Change detection, convolutional neural network
(CNN), non-subsampled shearlet transform (NSST), synthetic
aperture radar (SAR).

I. INTRODUCTION

CHANGE detection in synthetic aperture radar (SAR) im-
ages is an essential technology for analyzing and identi-

fying the changed information in the same region at different
times [1]. In contrast to optical sensors, SAR has several unique
capabilities, such as working all day and making high resolution
images without being restricted by harsh environments and
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clouds [2]. These capabilities make SAR widely used in the
change-detection studies related to environmental monitoring,
agricultural surveys, hazard assessment, land detection, and so
on [3]–[7]. However, the unique coherent imaging principle
of SAR inevitably makes the echo signal of the radar target
fade, so that the signal received by the radar receiver fluctu-
ates randomly. This fluctuation is eventually characterized in
the SAR images and forms the multiplicative speckle noise,
which causes image distortion [8] and brings difficulty to the
subsequent interpretation of SAR images. Hence, the need to
reduce the adverse impact of multiplicative speckle noise in
current change-detection studies is urgent.

In the traditional change-detection methods, three steps are
involved: 1) preprocess the original images; 2) generate the
differential image (DI); and 3) analyze the generated DI and
obtain the final results. The first step is the basis of the subsequent
steps [9], and it includes image registration, radiation correction,
and geometric correction, etc. Its main purpose is to effectively
reduce the influence of factors such as the light intensity and
pixel misalignment on the final experimental results. The second
and third steps are the core steps of the change-detection method.
In the second step, the ratio and difference operators are two
classic techniques [10]. Because the difference operator has
high requirements for the imaging quality and registration of
SAR images, the most commonly used technique is the ratio
operator. In addition, considering the effect of speckle noise, the
logarithmic ratio (log-ratio) operator is extensively applied by
many scholars recently [11]. For example, Solarna et al. [12],
[13] apply the log-ratio operator in their change-detection study.
Moreover, they propose methods that combine probabilistic
modeling, Markov and conditional random fields, graph cuts
and message passing inference methods and are able to generate
change maps by fusing multiresolution and multimodality SAR
data change detection. Garzelli et al. [14] optimize the change
detection based on log-ratio features via a simple multi-scale
preprocessing method, which is compared with classical de-
speckle filters on a 1-look amplitude SAR dataset. In addi-
tion to the above classic methods, some complex test statistics
have also been proposed to generate DI in recent years. For
example, Bouhlel et al. [15] propose a novel determinant ratio
test (DRT) statistic for change detection in multilook PolSAR
images. In [16], the generalized likelihood ratio test (GLRT) is
reviewed, and the explicit expressions for Rao, Wald, Gradient,
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and Durbin tests are provided. The third step can be used to
classify the results obtained by the second step. Its main purpose
is to extract changed information from the DI and obtain the
final results. Currently, there are two conventional methods in
this step: the threshold method [17], [18] and the clustering
method [19], [20]. The threshold method contains the expecta-
tion maximization (EM) based on the Gaussian distribution [21],
and Generalized Kittler–Illingworth (GKI) method based on the
generalized Gaussian distribution [22], etc. Although it has high
simplicity and speed, it establishes an image-based model and
applies the minimum error rate criterion of Bayes to obtain the
optimal threshold. The threshold method is highly dependent on
the image-based model, and a minor error threshold may cause
larger errors in the results. Therefore, the most commonly used
method in the third step is the clustering method, which is more
flexible and has a higher accuracy in detecting changes. For
example, the fuzzy C-means clustering (FCM) algorithm [19]
and some improved algorithms based on the FCM, such as
the fuzzy local information C-means clustering (FLICM) [23],
fuzzy C-means based on Markov random field (MRFFCM) [24],
and reformulated fuzzy local information C-means clustering
(RFLICM) [20]. Although the traditional methods based on the
above three steps can achieve good performance in detecting
changes, the results can be improved because the changed infor-
mation is hard to be acquired from the DI that are affected by
the speckle noise, and the step of generating the DI inevitably
introduces other noises.

In recent years, neural networks have attracted consider-
able attention because of their outstanding anti-noise and
self-learning ability [25], [26], and many excellent deep
learning(DL)-based methods for change detection in SAR im-
ages have emerged [27]–[29]. Among them, convolutional neu-
ral network (CNN) is widely used because of its unique ability
to share local weights. However, it extracts image features
layer-by-layer and ignores the feature connections of different
layers and receptive fields. DL-based methods can eliminate
the DI generation step (the second step mentioned above) and
directly obtain the final results while avoiding the noise caused
by the generated DI. Nevertheless, they are limited by the
requirement of abundant high-precision labels for training. The
methods for change detection in SAR images are usually applied
to disaster evaluation or environmental monitoring in practical
applications, and they are difficult to obtain prior knowledge.
In view of this issue, several methods that use a large number
of pseudo-labels with higher confidence to train the neural
network have been proposed by many scholars. For example, Li
et al. [8] propose an unsupervised method that uses spatial fuzzy
clustering to obtain pseudo-labels and a CNN to detect changes.
Gao et al. [30] use the FCM algorithm and Gabor wavelets to ob-
tain pseudo-labels and propose a principal component analysis
(PCA) network to successfully complete the change detection
task. Gong et al. [31] propose a novel change detection method
based on DL and use a joint classifier based on the FCM to
obtain pseudo-labels. Although these methods can achieve better
results, they have poor performance in suppressing the speckle
noise and they lose many changed details while denoising during
the process of obtaining the pseudo-labels. It is the fact that the

capability of the neural network is restricted by accumulating
the pseudo-labels’s errors. So these methods can be further
improved.

Table I summarizes the discussion of related work above. As
can be seen from it, both the traditional-based and DL-based
methods have shortcomings, which need to be improved. There-
fore, in this article, we propose a novel unsupervised method
based on improved NSST and multi-scale feature fusion CNN
to detect changes. The method is an end-to-end structure that can
eliminate the step of generating the DI and reduce the effect of
noise caused by this step on the final results. It consists of three
stages. First, we propose a novel pseudo-label generator based
on the improved NSST. NSST is currently the best multi-scale
geometric analysis tool originally developed from the wavelet
transform (WT) [32]. It can not only represent images sparsely,
but also express the lines more flexibly and accurately [33]. In
this step, we use the NSST to divide the log-ratio DI into low-
frequency part and high-frequency part. In the traditional NSST
algorithm, the hard threshold is usually used after this decompo-
sition. Although the traditional NSST algorithm is faster, it does
not consider the neighborhood information, which leads to poor
results. Therefore, inspired by the self-similar nature of images,
we improved the traditional NSST algorithm in this study by
adopting the linear enhancement [34] for the low-frequency part
and the nonlocal means (NLM) filter for the high-frequency part.
This is because the low-frequency part of the image contains
its core information, whereas noise is mostly adhered to the
high-frequency part. The NLM filter is an edge-preserving filter
which can preserve more detailed information while denois-
ing [35]. Then, we use the FCM algorithm to classify the DI.
Following the above process, we can effectively retain more
details of the DI while suppressing the noise and obtain more
pseudo-labels with higher confidence. Second, we select the
appropriate samples and build an easy-training network based
on the multi-scale feature fusion. The network can integrate the
spatial features of different receptive fields and different layer
information to enhance the feature learning ability. Additionally,
considering the size of the input samples, the number of pooling
layers of the network is reduced to avoid losing the details
of the feature images. Finally, the trained network is used to
classify the original SAR images into two regions: changed and
unchanged. To verify the superiority of our proposed method,
we first compare our method with the supervised method. The
experimental and statistical results demonstrate that our method
can perform well for the change-detection tasks that lack prior
knowledge and labeled data. After that, we select four change-
detection methods, i.e., GKI method [36], neighborhood-based
ratio (NR)-FCM method [37], PCA-Net method [30], and spatial
fuzzy clustering(SFCM)-CNN method [8] to compare with our
method. The experimental results show that the highest accuracy
is acquired by our proposed method. Finally, for verifying the
generality of our method, we apply it to the cross-region dataset,
and the satisfactory results are also obtained.

There are two main contributions in this article.
1) For the current critical problem that the DL-based meth-

ods for change detection are limited by the requirement
of abundant high-precision labels for training, we first
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TABLE I
SUMMARY OF THE ABOVE RELATED WORK DISCUSSION

propose a novel pseudo-label generator based on the im-
proved NSST. In the proposed generator, the hard thresh-
old method of both the low and high frequency part in the
traditional NSST algorithm are replaced by the linear en-
hancement method and the NLM filter, respectively. This
improvement can solve the problem that the traditional
NSST method loses a lot of changed details while effec-
tively suppressing the speckle noise. Experiment results
show that the novel pseudo-label generator is effective and
can obtain a large number of pseudo-labels with higher
confidence for training.

2) For the problem that the CNN extracts image features
layer-by-layer and ignores the feature connections in the
different layers and different receptive fields, we build an
easy-training network with high change-detection accu-
racy based on the multi-scale feature fusion. The network
integrates the spatial features of different receptive fields
and different layer information to make the feature images
contain more complete information and reduces the num-
ber of pooling layers to avoid losing some feature image
details.

The rest of this article is organized as follows. Section II shows
the whole structure of the proposed method. Section III makes
the introduction of the basic knowledge and significant ideas
of the proposed method. The descriptions of the experimental
datasets and the final results are drawn Section IV. The discus-
sion of the experimental results is shown in Section V. Finally,
Section VI concludes this article.

Notation: I1 and I2 denote two original images; LR_DI
denotes the generated log-ratio DI; Niter denotes the number
of decomposition layers in the proposed novel pseudo-label
generator; IL denotes the low-frequency component of the
image, and IH denotes the high-frequency component of the
image; Insst denotes the image to be processed by the improved
NSST; DIdenoise denotes the output image of the proposed
pseudo-label generator. The synthetic expansion affine system
is defined by SEWV (ϕ);ϕ∈L2(R2) denotes the element in the
synthetic expansion affine system, and L denotes the integrable
space;W denotes the matrix of anisotropic expansion, andV de-
notes the matrix related to geometric transformation;SEa,s,t(ϕ)
denotes the shearlet wave. ϕ̂(ζ) denotes the Fourier transform
of ϕ(ζ); D0 denotes any point in the frequency domain; cofmin

denotes the minimum value of the subband coefficients, and
cofmax denotes the maximum value of the subband coefficients;

Algorithm 1: Pseudo-Label Generator Based on Improved
NSST.

Input:
Set the number of decomposition layers, Niter;
Two original SAR images, I1 and I2;

Output:
1: Apply the log-ratio operator on the two input images

to generate the DI;
2: Set DI as Insst;
3: Initialize k =1;
4: repeat
5: Decompose Insst into low-frequency component

IL and high-frequency component IH by NSLP;
6: Decompose IH into directional detail subbands;
7: Insst ← IL;
8: k=k + 1
9: until k > Niter

10: Apply the linear enhancement to IL;
11: Apply the NLM filter to IH ;
12: Perform the inverse NSST on IH and IL to obtain the

DIdenoise;
13: Classify the DIdenoise by the FCM algorithm.

U(a, b) denotes the similarity between the pixel values at the
positions of a and b; L(Iij) denotes the label corresponding to
the pixel Iij , and Nij denotes the neighborhood area of Iij ;
E(L(Iij), L(Nij)) denotes the number of pixels in Nij whose
label is equal to Iij .

II. OVERALL FRAMEWORK

Suppose that I1 and I2, which have the same size P ×Q, are
two SAR images obtained from the same area but at different
times. The binary image representing the changed information
between I1 and I2 is our ultimate goal in this article.

The overall framework of this article is shown in Fig. 1.
There are five steps: 1) generate the pseudo-labels of higher
confidence by the novel pseudo-label generator; 2) obtain the
training samples; 3) choose the reliable training samples; 4)
train the CNN based on multi-scale feature fusion; 5) feed the
two original images into the trained CNN and obtain the final
results.
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Fig. 1. Overall framework of our proposed method.

III. METHODOLOGY

A. Pseudo-labels Generation

For the problem that the change-detection methods in SAR
images have difficulty in obtaining abundant true labels for train-
ing, the concept of pseudo-label is proposed. The pseudo-labels
are used to replace the true labels when training the neural
network, and they are the same as the true labels, except that
their accuracy is not as good as that of true labels. In general, the
more accurate the pseudo-labels are, the better change-detection
results are. Therefore, we improve the traditional NSST al-
gorithm and propose a novel pseudo-label generator in this
article for obtaining more pseudo-labels with higher confidence.
Algorithm 1 shows its specific steps. First, we use the following
formula to get the log-ratio DI:

LR_DI = | ln I1 + eps

I2 + eps
| (1)

where the It represents the image to be detected at the time t,
the eps is used to avoid the pixel values in the two images that
are zero, and the LR_DI represents the generated log-ratio DI.

Second, since the generated DI has most of the noise, we
choose the superior multi-scale analysis tool named NSST to
make an improvement for suppressing the noise in the log-ratio
DI. Let us give the detailed algorithm of the novel pseudo-label
generator based on the improved NSST algorithm.

1) Traditional NSST Algorithm: The NSST algorithm is de-
signed on the idea of synthetic expansion affine system, which
is an improvement of the shearlet transform (ST). As in 2-D
plane space, the synthetic expansion affine system can be defined
by [38]

SEWV (ϕ) = {ϕa,b,c(χ) = |det(W )|a/2ϕ(V bW aχ− c)}
(2)

where ϕ ∈ L2(R2) and L represents the integrable space. a,
b and c represent the scale variable, the shear variable and the
translation variable, respectively. a, b∈Z, c∈Z2.W represents
the matrix of anisotropic expansion, which is related to scale

transformation. V represents the matrix related to geometric
transformation, such as rotation and cutting.

Suppose thatNa,s =

[
1 s

0 1

][
a 0

0
√
a

]
=

[
a
√
as

0
√
a

]
,Na,s is

the combined form of the matrix W and V , t ∈ R2, and (a, s) ∈
R+ ×R satisfies the following affine system:

SENa,s
(ϕ) = SEa,s,t(ϕ) = {ϕa,s,t(χ)a

−3
4 (N−1a,s(χ− t))}.

(3)
Then SEa,s,t(ϕ) is called the shearlet wave. For any point ∀ζ =

(ζ1, ζ2) ∈ R̂2 in the domain of frequency, we define

ϕ̂(ζ) = ϕ̂(ζ1, ζ2) = ϕ̂1(ζ1)ϕ̂2(
ζ2
ζ1

) (4)

where ϕ̂(ζ) is the Fourier transform of ϕ(ζ). ϕ̂1 and ϕ̂2 are
wavelets satisfying the condition that suppϕ̂1 ∈ [− 1

2 ,− 1
16 ] ∪

[ 1
16 ,

1
2 ] and suppϕ̂2 ∈ [−1,1]. On the assumption that⎧⎨

⎩
∑
a≥0
|ϕ̂1(2

−2aω)|2 = 1

|ω| ≥ 1
8 .

(5)

For a ≥ 0, we can get the following:

∑
a≥0

2a−1∑
b=−2a

|ϕ̂(ζW−aV −b)|2

=
∑
a≥0

2a−1∑
b=−2a

|ϕ̂1(2
−2aζ1)|2|ϕ̂2(2

aζ2/ζ1)− b|2 = 1 (6)

where D0 = {(ζ1, ζ2) ∈ R̂2, |ζ1| ≥ 1
8 , | ζ2ζ1 | ≤ 1}, and the for-

mula {ϕ̂(ζW−aV −b)} is a decomposition distribution of D0 in
the frequency domain.

As can be seen from the representation of D0, the NSST
has a high degree of directional sensitivity. Fig. 2 represents
the process of its decomposition. It uses the non-subsampled
Laplacian pyramid transform (NSLP) to achieve translation
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Fig. 2. Decomposition process of NSST.

invariance [39]. The specific process of the NSST is shown as
follows.

1) Use the NSLP to divide the input image into the low-
frequency and high-frequency parts. With the refinement of the
decomposition layer, the low-frequency part is used as the input
of the NSST again.

2) Use the directional filter to decompose the high-frequency
part in order to achieve multidirectional decomposition. The
specific steps are as follows. First, map the pseudopolarization
coordinates back to Cartesian coordinates. Second, construct the
window function and forming the directional filter. Last, get the
high-frequency directional subbands.

2) Novel Pseudo-label Generator Based on the Improved
NSST Algorithm: In the traditional NSST algorithm, the hard
threshold usually becomes an usage after dividing the image into
high-frequency and low-frequency parts. Although the speed
is faster, it does not take into account the neighborhood infor-
mation, which leads to poor results. Therefore, in this article,
inspired by the self-similar nature of images, we improved the
traditional NSST algorithm. We adopt the linear enhancement
for the low-frequency part and the NLM filter for the high-
frequency part.

The low-frequency part of the image represents its core infor-
mation, which is the comprehensive evaluation of image inten-
sity. Therefore, in this article, we adopt the linear enhancement
for the low-frequency part. The calculation formula is as follows:

L(cof) = 255(cof − cofmin)/(cofmax − cofmin) (7)

where cofmin is the minimum value of the subband coefficients,
and cofmax is the maximum value of the subband coefficients.

The high-frequency part mainly contains the edge information
and the noise of the image. The traditional NSST algorithm
must lose a lot of detailed characteristics while processing
high-frequency part. Therefore, in this article, we adopt the
NLM filter for the high-frequency part. The NLM filter considers
the self-similarity of the image and takes full advantage of the
image’s redundant information. It can effectively suppress the
noise while maintaining the most of detailed information of the
image. The core idea of it is to replace the actual value with
a similar patch information. In general, the NLM filter needs
to obtain the similarity among all pixels in the image and the
current pixel, so the two windows are set up, including the large
searching window (S × S) centered on the target pixel and
the small neighborhood window (n× n), as shown in Fig. 3.

Fig. 3. NLM filter execution diagram.

The two small gray windows in the figure are neighborhood
windows centered on a and b. Assume that In is the noisy image
and Idn is the denoised image. The calculation formula of the
value at the position a in the image Idn is shown as follows:

Idn(a) =
∑
b∈I

U(a, b)In(b) (8)

where U(a, b) is the similarity between the pixel values at the
positions a and b. It can be computed as follows:

U(a, b) =
1

Z(a)
exp

(
−‖N(a)−N(b)‖2

h2

)
(9)

‖N(a)−N(b)‖2 =
1

n2

∑
z∈Sn

‖In(a+ z)− In(b+ z)‖2 (10)

whereN(a) andN(b) represent the neighborhood area centered
on the positions a and b. Z is the normalization constant. h is
associated with the noise variance of the image.

After using the improved NSST algorithm to process the log-
ratio DI, we can get a new imageDIdenoise. Finally, we perform
the FCM algorithm on theDIdenoise and obtain the pseudo-label
map which can generate a large number of pseudo-labels with
higher confidence.

B. Training Samples Generation

In most cases, the original images used for change detection
are too large to be directly fed to the network for training.
Therefore, in this study, we divide the two original images into
several smaller image blocks of the same size and superimpose
the smaller images located in the corresponding position to form
a group of training samples.

In details, suppose that I1ij and I2ij in Fig. 4 represent the
pixel values on the position (i, j) of the first and second SAR
images, respectively. If we set the size of each image to P ×Q
and the neighborhood size of each pixel to k × k, we can obtain
P ×Q numbers of smaller image blocks for each image, with
each block having a size of k × k. Then we superimpose the two
smaller image blocks from the corresponding position (i.e., I1ij
and I2ij) to form a training sample, as shown in Fig. 5. Note that
for the pixels on the edge that have no neighboring pixels, we
use 0 around them to supplement smaller image block. After all
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Fig. 4. (a) SAR image in the first time. (b) SAR image in the second time.

Fig. 5. Rule of generating the samples.

Fig. 6. Center pixel and its neighborhood pixel. (a) Similar label with all
neighborhood pixels. (b) Similar label with most neighborhood pixels. (c)
Similar label with a few neighborhood pixels.

the corresponding smaller image blocks from the two original
image are superimposed, we can obtain P ×Q training samples
and the size of each sample is k × k.

C. Reliable Samples Selection

Because the labels obtained by the proposed pseudo-label
generator are not completely accurate, we need to select the
training samples that are more likely to be correctly classified
to train the neural network. Suppose that 0 and 1 represent two
types of labels. Fig. 6 shows three situations that need to be
considered when selecting suitable training samples. The pixels
in the first situation are located in the changed or unchanged
areas, as shown in Fig. 6(a). These pixels can be selected as
training samples in this study. The pixels in the second situation
are located at the edge of the image. This situation is compli-
cated, and the labels of the center pixel and its neighborhood
pixels should be considered. As shown in Fig. 6(b), if the center
pixel has neighborhood pixels in which approximately half of
the pixels have the same labels as it, this type of pixel can be
selected as training samples. The pixels in the third situation are

located in the noise area, as shown in Fig. 6(c). In this case, the
center pixel has a neighborhood in which a few pixels have the
same labels as it. Thus, this type of pixel needs to be discarded
and cannot be chosen as training samples. All in all, the selection
rules can be described by the following formula:

E(L(Iij), L(Nij))

n× n
≥ η (11)

where L(Iij) represents the label corresponding to pixel Iij ,
and it is obtained by the novel pseudo-label generator above.
Nij represents the neighborhood area of Iij . n is set to 3 in this
article.E is used to determine the number of pixels inNij whose
label is equal to Iij . η is a parameter, which is more import in
choosing suitable training samples. Ifη is set to be too small, then
the result is less robust to noise, and if η is set to be too large,
then the samples will lack of diversity. This kind of choosing
idea is effective and has been applied by many scholars in the
related research works [31].

D. Multi-scale Feature Fusion CNN Establishment

Training the classification network is an important part of the
entire method. As a type of multilayer neural network specially
designed to process 2-D data, CNN has been successfully used
by many scholars to detect changes in SAR images. In this
article, we present an easy-training but powerful neural network
based on the multi-scale feature fusion.

First, considering the size of the training samples, we use
only one pooling layer in the network. This is because too many
pooling layers will cause the feature images in the CNN to be
smaller, thereby losing a lot of details. Thus, one pooling layer
is sufficient to meet the requirements of our study.

Second, we design a multi-scale feature fusion block in the
CNN. The image features extracted by the convolutional kernels
of different scales are different. A convolutional block with a
larger kernel size can capture relatively general characteristics,
whereas that with a small kernel can capture detailed features
more effectively. In addition, the image features extracted from
the different layers are also different. To make the feature images
contain more complete information, we design a group of par-
allel convolutional blocks in the third layer with the kernel sizes
of 1× 1, 3× 3 and 5× 5, and then apply the concatenation
operation on the first-layer results and them. Moreover, the
1× 1 convolutional layer is used in the fifth layer to achieve
cross-channel interaction and information integration. Fig. 7
shows the architecture of the proposed network, where “MP-2”
indicates the size of the max-pooling kernel is 2× 2 and the
number n in “Conv-n” indicates the size of the convolutional
kernel is n× n.

The proposed network contains eight layers, except for the
input and output layers. The size of the input layer is 11× 11
pixels. The first and second layers are the convolutional layers,
which have 16 and 32 filters, respectively. The third layer com-
prises several parallel convolutional blocks, each of which has
32 filters. The fourth layer is the convolutional layer, which has
64 filters. The fifth layer is the max-pooling layer, which has 64
filters.



12180 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 14, 2021

Fig. 7. Architecture of the proposed neural network.

Furthermore, the proposed network is an end-to-end frame-
work. Because the proposed novel pseudo-label generator can
generate a large number of high-accuracy pseudo-labels for
training and the proposed network architecture is not partic-
ularly large, no overfitting phenomenon occurs in the actual
training of our network. The trained network is obtained directly
from suitable samples and their corresponding labels, and each
branch of the network is not pretrained. The specific training
steps are as follows. 1) Suitable training samples are fed to the
input layer and the forward propagation stage begins. After the
first convolutional layer, the results are sent to the multi-scale
feature fusion block and the next layers in turn to obtain the
network output. 2) The error between the output and the labels is
calculated. If the error meets our expectations, a trained network
is obtained. Otherwise, the back-propagation stage begins and
the weights are updated. Afterward, the network re-enters the
forward propagation stage.

After the network training is completed, we feed all the
samples obtained from the two original images into the trained
network for classification and obtain the final result image with
only black and white colors. The white color represents the
changed area, whereas the black color represents the unchanged
area.

IV. RESULTS

A. Description of Real SAR Image Datasets

1) Ottawa Dataset: The first dataset is obtained by Radarsat
at the region of Canada in May 1997 and August 1997, named
the Ottawa dataset. Fig. 8(a) and (b) represents their two original
SAR images. The size of images is 290× 350. The main factor
causing the changed areas in this dataset is the flood disaster.
Fig. 8(c) is the ground truth representing its changed area. The
changed area of this dataset is relatively large.

2) Bern Dataset: The second dataset is obtained by ERS-2
at the region of Switzerland in April 1999 and May 1999, named
the Bern dataset. Fig. 9(a) and (b) represents their two original
SAR images. The size of images is 301× 301. The main factor
causing the changed areas in this dataset is also the flood disaster.
Fig. 9(c) is the ground truth representing its changed area. The
changed area of this dataset is relatively small.

Fig. 8. Ottawa dataset. (a) May 1997. (b) August 1997. (c) Reference image.

Fig. 9. Bern dataset. (a) April 1999. (b) May 1999. (c) Reference image.

Fig. 10. Yellow River Estuary dataset. (a) June 2008. (b) June 2009.

3) Yellow River Estuary Dataset: The third dataset is ob-
tained by Radarsat-2 at the region of China in June 2008 and June
2009, named the Yellow River Estuary dataset. The two original
SAR images are shown in Fig. 10(a) and (b). The size of the
original images is 7666× 7692, which is too large to represent
the detail of the original images. Therefore, we choose two
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Fig. 11. Farmland C dataset. (a) June 2008. (b) June 2009. (c) Reference
image.

Fig. 12. Farmland D dataset. (a) June 2008. (b) June 2009. (c) Reference
image.

typical areas of this dataset where the changed area is relatively
irregular. The first area is the Farmland C dataset with a size of
306× 291, as shown in Fig. 11. The other area is the Farmland
D dataset, which has a size of 257× 289, as shown in Fig. 12.
The changed information in the Yellow River Estuary dataset is
mainly caused by environmental monitoring rather than natural
disasters. It should be noted that one of the Yellow River Estuary
dataet is a single-look image, and the other is a four-look image.
This situation causes serious inconsistencies between the noise
degrees of the two original images. Therefore, this dataset can
better reflect the robustness to noise of the proposed method.

B. Validation and Parameter Setting

This article employs five evaluation parameters to quantita-
tively analyze the change-detection results: kappa coefficient,
overall error (OE), false positive (FP), false negative (FN),
and percentage correct classification (PCC). The FP stands for
the quantity of pixels whose detection results are changed but
actually unchanged. The FN stands for the quantity of pixels
whose detection results are unchanged but actually changed. The
OE represents the total quantity of pixels that were incorrectly
detected. The kappa coefficient is an indicator of accuracy eval-
uation. The larger the kappa coefficient is, the higher accuracy
the change detection is. The kappa coefficient can be computed
as follows:

kappa =
pi − pj
1− pj

(12)

where pi is equal to the PCC. Let TP stand for the quantity
of pixels whose detection results are changed and actually
changed. LetTN stand for the quantity of pixels whose detection
results are unchanged and actually unchanged. Let P ×Q be
the total quantity of image pixels. pi and pj can be computed

Fig. 13. Results of the Bern dataset obtained by (a) supervised method. (b)
Proposed method.

Fig. 14. Results of the Farmland C dataset obtained by (a) supervised method.
(b) Proposed method.

as follows:

pi =
TP + TN

P ∗Q (13)

pj =
(TP + FP ) ∗ (TP + FN) + (FN + TN) ∗ (TN + FP )

P 2 ∗Q2
.

(14)

In this article, the decomposition layer of the improved NSST
algorithm is set to 2, and the numbers of directional subbands
of each scale decomposition are set to 4 and 8, respectively. The
parameter η controls the number of samples that are fed to the
network. In this article, we set it to 0.45.

C. Experiments and Analysis

1) Results Under Proposed Method and Supervised Method:
In the current change-detection field, most application tasks are
focused on detecting natural disasters. Among them, tasks lack
prior knowledge and labeled data. Therefore, in this study, we
compare our method with the supervised method to demonstrate
the performance of our method in the application engineering.
The training and testing of these two methods are conducted on
two neural networks with the same structure. However, the labels
of these two methods are different. In our method, the labels are
given by the novel pseudo-label generator. In the supervised
method, the labels are given by the ground truth. We conducted
experiments on two real datasets, and Figs. 13–14 show the
experimental results. The figures show that the proposed method
can detect the most changed area, and its result is generally close
to that of the supervised method. However, owing to the inaccu-
racy of its labels, there are some missed or false detections in the
proposed method, as indicated by the red circle in the figures.
Table II represents the quantitative results of this experiment.
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TABLE II
EVALUATION RESULTS OF THE BERN DATASET AND FARMLAND C DATASET

OBTAINED BY SUPERVISED METHOD AND PROPOSED METHOD

TABLE III
EVALUATION RESULTS OF DIFFERENT METHODS ON THE OTTAWA DATASET

In the Table II, we also give the quantitative evaluation results
obtained by the proposed novel pseudo-label generator without
the DL-based step. As we can see from it, the proposed novel
pseudo-label generator performs well, and our proposed method
is effective for the tasks lacking prior knowledge and labeled
data.

2) Results on Real SAR Image Datasets: In order to eval-
uate the authenticity and efficiency of the proposed method,
we compare our method with the GKI method [36], NR-
FCM method [37], PCA-Net method [30], and SFCM-CNN
method [8] on the three real datasets. Meanwhile, we evalu-
ate the change-detection results of the proposed pseudo-label
generator without the DL-based step on the three real datasets
to demonstrate the good performance of the proposed generator
and the contribution of the DL-based step to the results. The
range of the changed regions and the degree of noise interference
on the original image of the three real datasets are not the
same. The changed areas of the Ottawa dataset are large, the
changed areas of the Bern dataset are small, and the changed
areas of the Farmland C dataset are irregular. The GKI method
is a threshold method, and the NR-FCM method is a clustering
method. The NR method is put forward by Gong et al. [37],
and the experiments results have proved that it is superior to the
log-ratio method. In this article, we combine the NR method with
the FCM method to form a comparison method. The PCANet
method and the SFCM-CNN method are two DL-based methods
proposed in recent years.

a) Ottawa Dataset: The final results on the Ottawa dataset
are represented in Fig. 15 and Table III. The changed regions in
this dataset are very wide. As shown in Table III, GKI achieves
the worst performance owing to the inaccuracy of the threshold
selection, and the upper part of Fig. 15(a) shows that it contains
more noise. NR-FCM performed better than GKI, but there is
still some noise, as shown in the upper part of Fig. 15(b). The
FN of the above two methods are higher, and there are many

Fig. 15. Ottawa dataset, (a) GKI method. (b) NR-FCM method. (c) PCA-
Net method. (d) SFCM-CNN method. (e) Pseudo-label method. (f) Proposed
method.

Fig. 16. Bern dataset: (a) GKI method. (b) NR-FCM method. (c) PCA-
Net method. (d) SFCM-CNN method. (e) Pseudo-label method. (f) Proposed
method.

missed detections in these two methods. PCA-Net and SFCM-
CNN are two DL-based methods for change detection. Owing
to their good ability to learn features, they have a stronger anti-
noise ability than the above methods. Therefore, as shown in
Table III, their results are competitive. However, the pseudo-
labels obtained by these two methods are not as accurate as the
proposed method, so their results are lower than the propose
method. In addition, as presented in Table III and Fig. 15(e), the
PCC obtained by our proposed method is 0.81% higher than the
pseudo-label generator, which illustrates the good performance
of our proposed network structure.

b) Bern Dataset: The final results on the Bern dataset are
represented in Fig. 16 and Table IV. Because the changed regions
of this dataset are concentrated and small, all the methods tend
to achieve high-accuracy results. As shown in Fig. 16, PCA-Net
has the worst performance among all the methods, as it lost
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TABLE IV
EVALUATION RESULTS OF DIFFERENT METHODS ON THE BERN DATASET

Fig. 17. Farmland C dataset. (a) GKI method. (b) NR-FCM method. (c) PCA-
Net method. (d) SFCM-CNN method. (e) Pseudo-label method. (f) Proposed
method.

TABLE V
EVALUATION RESULTS OF DIFFERENT METHODS ON THE

FARMLAND C DATASET

most of the details of the changed areas. The remaining five
methods have slight difference in performance on this dataset,
and the accuracy rate of all methods can reach more than 99.5%,
as shown in Table IV. However, the proposed method has an
excellent pseudo-label generator and network structure with
a stronger feature learning ability. The PCC of the proposed
pseudo-label generator reaches 99.60%, and the proposed net-
work structure improves the PCC by 0.07%. Therefore, the
proposed method achieves the best results.

c) Farmland C Dataset: The final results on the Farmland C
dataset are represented in Fig. 17 and Table V. The two images
of this dataset are not disturbed by the same degree of noise.
Therefore, this dataset can better reflect the robustness to noise
of various methods. As shown in Fig. 17 and Table V, GKI
and NR-FCM perform not well. These two methods do not
perform special processing on the speckle noise, so they show
poor performance when facing a scene such as the Farmland
C dataset. Fig. 17(a) and (b) shows that the result of these two

Fig. 18. Farmland C dataset. (a) Results on individual dataset. (b) Results on
cross-region dataset.

TABLE VI
EVALUATION RESULTS OF THE PROPOSED METHOD ON INDIVIDUAL DATASET

AND CROSS-REGION DATASET

methods contain more speckle noise. PCA-Net, SFCM-CNN,
and the proposed method are more suitable to deal with this
type of dataset because of their powerful ability to learn image
features. Therefore, as shown in Table V, their results are com-
petitive. However, PCA-Net has a serious imbalance between
the values of FP and FN, and its missed detection is too high.
The pseudo-labels obtained by SFCM-CNN is not as accurate
as the proposed method, and its ability to learn image features
is not as good as the proposed method. So their performance
is worse than the proposed method. In this dataset, the PCC of
using the DL-based step in our method is 0.48% higher than that
without the step.

Through the above analysis, we conclude that our method is
applicable and competitive regardless of whether the changed
regions are small (Bern dataset), large (Ottawa dataset), or
irregular (Farmland C dataset).

3) Results on Cross-Region Dataset: The above perfor-
mances on the individual dataset which the trained and the tested
dataset are the same have proved that the proposed method is
more competitive than the comparison methods. In this section,
to prove the generalization of our method, we apply it on the
cross-region dataset. In this case, the neural network is trained
on the Farmland D dataset and tested on the Farmland C dataset.
These two datasets all belong to the Yellow River Estuary
dataset, and the characteristics of the images are similar. Fig. 18
and Table VI represent the results. As shown in Fig. 18, the
proposed method based on the cross-region dataset also achieves
a good performance. As presented in Table VI, its accuracy is
only 0.21% lower than that of the individual dataset. Therefore,
in the practical engineering, if the training model of the area to
be detected cannot be obtained for some reasons, we can still
achieve a good performance by using the trained model of the
neighborhood area obtained by our proposed method.

V. DISCUSSION

In this section, we conduct experiments on the Farmland
C dataset to discuss the parameters affecting the accuracy of
the final results: the samples selection parameter η, the size of



12184 IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 14, 2021

Fig. 19. Relationship between the kappa coefficient and the parameter η on
the Farmland C dataset.

samples, and the multi-scale feature fusion block. In addition,
we discuss the computational complexity involved in each step
constituting the proposed method.

A. Influence of the Samples Selection Parameter η

In the step of selecting appropriate pseudo-labels for training,
the parameter η is very important. If η is set too small, the result
is poorly robust to noise, and if η is set too high, the samples
lack diversity. In this article, we set η to 0.1, 0.15, 0.2, 0.25, 0.3,
0.35, 0.4, 0.45, 0.5, 0.55, 0.6, 0.65, 0.7, 0.75, and 0.8 for testing.
Fig. 19 shows the relationship between the parameter η and the
kappa coefficient. As shown in Fig. 19, the kappa coefficient
can obtain good results when η is between 0.45 and 0.55. When
the parameter η is set too high or too low, the kappa coefficient
becomes worse. In this article, we set the parameter η to 0.45,
which can make the kappa coefficient obtain the highest value
of 88.35%.

B. Influence of the Size of Samples

In the step of generating the training samples, we can obtain
a group of training samples of size k × k according to the two
original images. The value of k has an important effect on the
final experimental results. In this article, the proposed network
based on the multi-scale feature fusion has only eight layers,
so our proposed method is more suitable for the case that the
value range of k is small. When the value of k increases, the
performance of our method will decrease because the network
can not learn by more complex and rich features. In addition,
the larger value of k may make the network fail to converge.
Therefore, we choose a set of smaller value of k × k, i.e., 5× 5,
7× 7,9× 9,11× 11, and13× 13 to test in this article, as shown
in Fig. 20. Notably, after the value of k is determined, we add
0 to the outermost layer of each samples, which will be sent to
the input layer of the network. It can be seen from the Fig. 20
that our proposed method is robust within the applicable range
of this article. In other words, when the value range of k is small
and no matter how it changes, our proposed method is robust,

Fig. 20. Relationship between the kappa coefficient and the size of training
samples on the Farmland C dataset.

Fig. 21. Comparison of loss curve on the Farmland C dataset.

and the kappa coefficient can stay above 85%. When the value
of k × k is set to be lower than 9× 9, the kappa coefficient will
rise. When the value of k × k is set to be higher than 9× 9, the
result begins to degrade. Therefore, in this article, we set the size
of each training samples to 9× 9, which can achieve the best
performance.

C. Influence of the Multi-Scale Feature Fusion Block

In this article, to indicate the positive influence of the multi-
scale feature fusion block in the network on the final results, we
remove the multi-scale feature fusion block and form a new
network. Fig. 21 shows the the loss curve between the new
network and the proposed network in this article. As can be
seen from the Fig. 21, the network with multi-scale feature
fusion has a higher change-detection accuracy. Therefore, we
can conclude that the multi-scale feature fusion block is effective
for improving the performance of change detection.

D. Computational Complexity of the Proposed Method

In this article, to evaluate the performance of our method,
we discuss the computational complexity involved in four steps
constituting the method, as shown in Table VII. P ×Q denotes
the size of the original images. S and n denote the searching
and neighborhood windows in the improved NSST algorithm,
respectively. k denotes the size of the training samples. The
computational complexity of one method generally refers to the
time complexity and space complexity. In this article, we use
the big-O notation to represent the computational complexity
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TABLE VII
COMPUTATIONAL COMPLEXITY INVOLVED IN EACH STEP

CONSTITUTING OUR METHOD

except for the network. In the first step (generating the pseudo-
labels), as shown in Algorithm 1, the DI processing with the
improved NSST algorithm accounts for the main weight, so we
consider the time complexity of this process O(P ×Q× S2 ×
n2) as that of the whole step. The space complexity of this step is
O(P ×Q). The second and third steps, namely, generating the
training samples and selecting reliable training samples, require
traversing every pixel in the image, so their time complexity are
O(P ×Q). In addition, these two steps require the storage space
for generating samples, so their space complexity areO(k × k).
In Table VII, the FLoating point OPerations (FLOPs) denotes
the number of operations in the network, which means the time
complexity. The Params denotes the number of parameters in
the network, which means the space complexity. In this article,
the FLOPs of our network is 0.078× 109, and the number of
parameters in our network is 0.083× 106.

VI. CONCLUSION

In this article, we propose a novel unsupervised method based
on improved NSST and multi-scale feature fusion CNN for
change detection. The method eliminates the step of generating
the DI and directly obtains the final results from the two original
images through an easy-training network without any prepro-
cessing. There are two main contributions in this article. 1) It
first proposes a novel pseudo-label generator based on improved
NSST, which can effectively suppress noise while retaining
more details of the DI, so as to obtain more pseudo-labels with
higher confidence. It is mainly to solve the critical issue that
the DL-based methods for change detection is limited by the
requirement of abundant high-precision labels for training. 2)
It builds an easy-training network with high change-detection
accuracy based on the multi-scale feature fusion. The network
integrates the spatial features of different receptive fields and
different layer information to make the feature images contain
more complete information and reduces the number of pooling
layers to avoid losing feature image details. The theoretical
analysis and final results conducted on three SAR real datasets
prove the effectiveness of our method. Furthermore, to verify
the generality and potential of the propose method, we apply
it to the cross-region change detection and compare it with the
supervised method, which also achieve satisfactory results.

In the future, the following works will be conducted. First, the
rule of selecting suitable pseudo-labels is simple in our current

method, and there is an imbalance between the two types of
samples used for training. We will conduct further research and
improvements in the proposed method. Second, our training and
testing were performed on the same dataset, and the cross-dataset
change detection is not implemented. We will strive to conduct
research on the cross-dataset change detection. For example, we
will treat the Bern dataset as the training dataset and the Ottawa
dataset as the test dataset. Third, we will apply the pretraining
which has been widely developed in the field of computer vision
in recent years and achieved excellent results [40] to the field of
change detection in hope of improving the accuracy of change
detection.
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