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Abstract—In this article, a temporal convolutional network
(TCN)-based model is proposed to retrieve significant wave height
(H,) from X-band nautical radar images. Three types of features
are first extracted from radar image sequences based on signal-
to-noise ratio (SNR), ensemble empirical mode decomposition
(EEMD), and gray level cooccurrence matrix methods, respectively.
Then, feature vectors are input into the proposed TCN-based re-
gression model to produce H ; estimation. Radar data are collected
from a moving vessel at the East Coast of Canada, as well as the
simultaneous wave data measured by several wave buoys deployed
nearby are used for model training and testing. Experimental re-
sults after averaging show that TCN-based model further improves
the H, estimation accuracy, with reductions of root-mean-square
errors by 0.33 and 0.10 m, respectively, compared to the SNR-based
and the EEMD-based linear fitting methods. It has also been found
that under the same feature extraction scheme, TCN outperforms
other machine learning-based algorithms including support vector
regression and the gated recurrent unit network.

Index Terms—Significant wave height (H,),
convolutional network (TCN), X-band nautical radar.

temporal

1. INTRODUCTION

CCURATE measurement of sea surface wave parameters,
A especially the significant wave height (H;), is critical
for a variety of maritime applications, such as offshore wind
farm development, oil and gas exploitation, ship navigation,
breakwater construction, and cross-sea bridge building [1]. Tra-
ditionally, in situ sensors such as wave buoys are employed for
wave measurements. However, they only provide H data at the
current position of interest [2]. In contrast, radar sensors are able
to explore and measure H within a much wider area. Among
different types of radars sensors, the nautical X-band radar is a
favorable choice for real-time wave estimation due to its high
temporal and spatial resolution. Besides, it can be mounted
at different locations including moving ships, fixed offshore
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platforms, and nautical traffic control towers with relatively low
cost for deployment and maintenance [3].

The Bragg resonance interactions between the X-band elec-
tromagnetic waves and the cm-scale capillary waves induced
by local winds generate the radar backscatter from the sea
surface [4]. The base signal (short waves) is then modulated
by longer ocean waves under multiple mechanisms such as hy-
drodynamic effects, tilt modulation, and shadowing effects [1].
After modulation, longer sea surface waves become visible in
radar backscatter (i.e., sea clutter) images, which are manifested
by strip-like patterns. During the past several decades, different
methods have been proposed for estimating H, from X-band
radar images. One of the most popular methods is the signal-to-
noise ratio (SNR)-analysis-based method proposed by Nieto-
Borge et al. [5]. Although it has been incorporated into several
commercial radar systems for real-time wave monitoring, later
studies have found that H is not completely linearly propor-
tional to the square root of SNR because of the effect of the vari-
ations of sea states, the differences of SNR calculation methods,
as well as radar systems [2], [6], [7]. Later, several other spectral
analysis-based algorithms are presented for wave height estima-
tion, including the iterative least squares-based algorithms [8],
the adaptive recursive positioning method-based algorithms [9],
the 2D continuous wavelet transform-based algorithms [10],
and the array-beamforming-based algorithms [11]. On the other
hand, H, can be determined by analyzing the texture of radar im-
ages, relevant methods include illumination-probability-based
method [12], statistical-analysis-based method [13], tilt-based
algorithm [14], shadowing-based algorithms [15], empirical or-
thogonal function-based methods [16] and ensemble empirical
mode decomposition (EEMD)-based algorithms [7]. Further-
more, it should be noted that in recent years, machine learning
(ML)-based algorithms have been increasingly incorporated into
wave height estimation models, such as artificial neural network
(ANN), [2], [17]-[19], support vector regression (SVR) [20],
[21], convolutional neural network (CNN) [22], and convolu-
tional gated recurrent unit network (CGRU) [3]. The SVR-based
methods proposed in [20] and [21] and the ANN-based method
proposed in [17] use square root of SNR as the main feature
to train the estimation model. However, it is found that more
effective features need to be combined for analysis to improve
the estimation accuracy [2]. Besides, although the CNN-based
and CGRU-based methods are end-to-end systems that learn to
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TABLE I
RADAR INFORMATION

Transmit frequency 9.41 GHz
Polarization Horizontal
Pulse width 50 ns

Range resolution 7.5 m
Range coverage 240 m - 2160 m

Beam width 2°

Azimuth coverage 360°
Antenna height 219 m
Antenna rotation speed 28 rpm
Grey level of radar image 0-255

extract features automatically, it is hard to analyze the relation-
ship between those highly abstract features and H. In our recent
works, ML-based methods have been developed to estimate
wave direction and period using radar images. Therefore, this
article will focus on the development of ML-based algorithms
for Hy estimation. Among different types of neural networks,
temporal convolutional network (TCN) is a variant of CNN
architecture for sequence network modeling proposed in [23].
Compared to other typical CNNs, TCN-based estimation model
can exhibit longer effective memory, which indicates that H
can be analyzed in conjunction with more long-term data. Thus,
H can not only be estimated from the spatial features extracted
from the current radar image but also the temporal variations
exploited from preceding radar image sequence.

In this article, a TCN-based H estimation model that employs
three types of H-related input features is proposed. In Sec-
tion II, the radar and wave data used in this study are introduced.
The procedures of feature extraction and the architecture of
TCN are described in Section III. Section IV illustrates the ex-
perimental results and comparisons among different ML-based
algorithms. Finally, Section V concludes this article.

II. DATA OVERVIEW

The radar data used in this study were collected by an X-
band nautical radar (Decca) operating at grazing incidence with
horizontal transmit and horizontal receive (HH) polarization.
The radar system was installed on a moving vessel and its
information is provided in Table I. During the data collection
periods (from November 26 to December 4, 2008), the vessel
was moving around 300-km south-southeast of Halifax, Nova
Scotia, Canada, where the water depth is around 200 m. Each
radar image sequence data file is generated every 2 min by wave
monitoring system (WaMoS II), which produces images in gray
levels (from O to 255). Since the antenna rotation period is
around 2.5 s, each sequence file includes 32 radar images in
time series. The original radar images are presented in polar
coordinate and can be transformed into Cartesian coordinate
through scan conversion. It should be noted that the presence
of rain may blur wave signatures and lead to inaccurate wave
estimation [24], [25], data collected under rainfall conditions are
excluded from the analysis. Simultaneous wave measurements
from three Triaxys directional wave buoys that were deployed in
adrifting mode [26] are used as ground truths for model training,
validation, and testing purposes. In order to keep a short distance
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Fig. 1. Route of the vessel during radar data collection periods.

from the drifting buoys, the vessel sailed or moored near the
buoys during the data collection period. The distances between
the vessel and the buoys are generally less than 10 km. Besides,
the route of the vessel is shown in red lines of Fig. 1. Those buoys
are able to measure H ranging from 0 to 20 m with a resolution
of 0.01 m, and an error within 2%. Since the reference H, was
measured around every 30 min, the simultaneous H; for each
radar image sequence can be obtained by temporal averaging
and interpolation.

III. METHODOLOGY
A. Feature Extraction

In this study, three types of features are extracted using
different algorithms and combined as the input feature vector
for the estimation model, which are introduced as follows.

1) SNR Feature Extraction: In [5], SNR was calculated from
radar-derived wave spectrum based on 3D Fourier transform
analysis and it used to determine H through linear regression.
Here, a series of 32 Cartesian radar images contained in each
file are used to generate one estimation result. For each radar
image, a 128 x 128 subimage centered at the upwind direction
is selected, as shown in Fig. 2. The calculation of SNR involves
several steps. First, the image spectrum of the selected region
Fr(k,w) is obtained by applying the 3D Fourier transform [4],
where k = (k, k) is the two-dimensional wave number vector
and w is the angular frequency of the ocean wave. According to
the linear gravity wave theory [4], [27], the dispersion relation
can be expressed as

w=+/g|k|tanh (|k|d) + k- U (1)

where d is the water depth, g is the gravitational acceleration,
andU = (U,, U,) is the velocity of encounter (i.e., combination
of the velocities of radar platform and current) [27], [28]. Then,
U can be determined by a least square analysis method using
the dispersion relation (1) according to the image spectrum [4],
[29]. Besides, the high harmonic dispersion relation is also
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Fig. 2. Selected subimage (outlined in blue) for calculating SNR.

considered, which can be expressed as

o= sy B ) hw o
where q represents the order of the gth-harmonic. The main spec-
tral components of the image spectrum include the wave-related
component, high harmonics caused by shadowing modulation,
and background spectral noise (BGN) due to the roughness
caused by the local wind on the sea surface [30]. The wave-
related image spectrum (denoted as Fr(k,w)) can be extracted
from F;(k,w) by applying a filter based on the linear wave dis-
persion relationship (1). Hence, those components in the image
spectrum that do not belong to wave field can be filtered [4].
Similarly, the high harmonic spectrum (denoted as F'yy(k,w))
also can be obtained from F;(k,w) (2).

Thus, the 3D BGN spectrum (denoted as Fpgn(k,w)) can be
approximated as

Feon(k,w) ~ Fr(k,w) — Frp(k,w) — Fy(k,w). (3)

Next, due to the nonlinearity of radar imaging process, the wave
spectrum (denoted as Fyy (k,w)) is estimated from Fr(k,w)
using an empirical modulation transfer function (MTF, denoted
as T (k)) as

Fy(k,w) = Fp(k,w) - Tp (k). 4)
The MTF (T (k)) is expressed as
T (k) = |k|® ©)

where 3 is the MTF exponent, which is empirically suggested
as 1.2 [31]. Finally, the SNR can be obtained as the ratio of the
integration of the wave spectrum and the integration of BGN as

[ Fw(k,w)d?kdw

NR = = .
SNR jFBGN(k,w)d2kdw

(6)

Finally, the calculated v/SNR is considered as the SNR feature
that is input into the network model.
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Selected subimage (outlined in blue) for EEMD-based feature

2) EEMD Feature Extraction: Before this feature extraction,
a subimage ranging from 240 to 1200 m to radar site and £300
around the upwind direction is selected from the first polar radar
image in each sequence file, as displayed in Fig. 3. The details of
feature extraction are illustrated as follows. First, the subimage
can be represented by I, as

Pa,1y Pa,2)
Py P22

Pa,N)

Pa,N) 7

Isub =

P(m,1) P(Mm,2) - P(M,N)
Then, EEMD is applied to each column (azimuthal direction) of
I, to obtain the first five intrinsic mode functions (IMFs) and
a residual term, which can be obtained as

5

Lap(~,n) = Cj(~,n)+ R(~,n) (8)
j=1
where n is the nth column of the subimage. Each IMF can
be split into the amplitude modulation (AM, denoted as A)
and frequency modulation (FM, denoted as F') portions [32]
using the normalization scheme, where the AM part A;(~,n)
is expressed as

1,5
a2,n,5

Ay = | T ©

aM n,;j

Eventually, the AM portions of the 2nd—5th IMFs are calculated
and averaged in each azimuth and range of the subimage, which
can be expressed as

11
S:NMZAJ. (10)
j=2
In [7], the calculated average (S) is used to estimate Hy with
linear regression. Here, it is employed as another input of the
network model.

3) Gray Level Cooccurrence Matrix (GLCM) Feature Ex-
traction: Since GLCM analysis has already been employed for
retrieving wave direction and wave period [33], it is reasonable
to further analyze GLCM-based features for H; estimation. The
selected region for feature extraction is the same as the region
extracted for the EEMD feature. A 29 x 29 sliding window is
first applied to the subimage. The distance between the pixel
pairs in each sliding window is set as 4, while the positional
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Fig. 4. Median value distribution of mean. (a) Contrast. (b) Homogeneity. (c) Correlation. (d) Energy.
relationships of pixel pairs are in four directions (0°, 45°, 90°,  operation results in
and 135°) [34]. In this study, four statistics calculated from each T T
GLCM, i.e., contrast (Con), homogeneity (H ), correlation (Cor), Thorm = Lan() (11)
and energy (E) are selected. In order to verify the influence of std(T)

different H, on the GLCM feature values, the median values of
mean and standard deviation of four features over four directions
from all sliding windows in each radar subimage are calculated
and compared under different [ ranges (1.00-2.25, 2.25-3.50,
3.50—4.75 m), as shown in the box plots in Figs. 4 and 5. It can be
observed that only two out of the eight figures (i.e., the median
values of mean contrast and mean homogeneity) do not show
clear correlations with H. Thus, metrics presented in the other
six figures are selected from each radar image for H s estimation,
ie.,

1) median of mean correlation;

2) median of mean energy;

3) median of contrast standard deviation;

4) median of homogeneity standard deviation;

5) median of correlation standard deviation; and

6) median of energy standard deviation.

Those six features are combined with the SNR and EEMD
features to form a feature vector. Then, the combined fea-
ture vector is normalized by using zero-center normaliza-
tion. Assume that the collection of each type of features ex-
tracted from all sequences is denoted as 7', the normalization

where Tom 1S the collection of each type of normalized features,
mean(T") and std(T") are the mean value and standard deviation
of each type of feature collection in all sequences. Finally, a total
of eight normalized features are combined as eight-dimensional
(8D) feature vector for each input sample in the TCN-based
model.

B. TCN-Based Wave Height Estimation Model

TCN is a variant of CNN that convolves over the time domain.
The complete architecture of the proposed TCN-based H; esti-
mation model is presented in Fig. 6, which includes six dilated
causal convolution (DCC) layers and a fully connected layer.
The functions of each component and operation in the network
are briefly introduced as follows.

1) DCC Layer: The visualization of dilated convolution in-
side six DCC layers is shown in Fig. 7. It can be observed
that the outputs of each convolution layer are calculated only
from its current and earlier input samples. On the other hand,
it also allows interval sampling of the input during convolution,
which allows larger effective history inputs without pooling
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Overall framework of the TCN-based H ¢ estimation model.

operation [35]. As shownin Fig. 7, the sampling rate is controlled
by the dilation factor, which increases exponentially with the
depth of the network. For the nth DCC layer, the dilation factor
is given by d,, = 21 n € {1,2,...,6}. Besides, the filter
size in each convolution operation is k& x 1, where k is equal to
3 in this study. The number (7) of input samples in the receptive
field of this network is determined by d,, and k, resulting in

6
r:1+2(k—1)xdn:127. (12)
n=1

As mentioned above, each sample in the input sequences (X))
consists of an 8D feature vector. In order to estimate H, of a
certain time (Zg) in the sequences, a total of 127 8D feature
vectors (T4, T,—1, - - -, Lt,—126) are extracted as the receptive
field to produce an 8D result (y,,) from 6 DCC layers.

The detailed calculation steps in each DCC layer are illus-
trated in Fig. 8, which include convolution operation, rectified
linear unit (ReLU), and dropout. A total of eight filters are
used in each convolution operation. In particular, all elements in
eight filters can be denoted as f;;,7 € {1,2,3,4,5,6,7,8},j €
{1,2, 3}, where i represents the index of filters and j represents
the index of elements in the ith filter. The values of each filter
are initialized with normal distribution. As displayed in Fig. 9,
the collections of f;1, fi2, and f;3,i € {1,2,3,4,5,6,7,8} are,
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respectively, denoted as three 8D vectors f(1), £(2), and f(3)
for the convolution operation. In Fig. 7, CY indicates the input
of convolution operation at time ¢ in the nth DCC layer, which
is marked in red. Due to the dilation, ¢ of each input sample used

N

IEEE JOURNAL OF SELECTED TOPICS IN APPLIED EARTH OBSERVATIONS AND REMOTE SENSING, VOL. 14, 2021

— 7
Y, = Ct
6" DCC layer

(de=32)

6
t

S

5th DCC layer
(ds= 16)

5
t

4" DCC layer
(ds=8)

4 P \
t 1

3]

374 DCC layer
ds=4)

ReLU

3
t
2™ DCC layer
(d2=2)

2
t

Dropout

ReLU
connection

15 DCC layer
d,=1
(d=1) ‘\{IQ—Z Xty-1 xto K
(o Sl

'
'
'
'
'
'
I
'
Residual |
'
'
'
'
'
'
'
'

TABLE II
RMSE COMPARISON OF ESTIMATED H ; FOR DIFFERENT INPUT FEATURES

Input features RMSEs of estirpated Hyg using TCN
i Training | Validation Testing
SNR 0.67 m 0.57 m 0.58 m
EEMD 0.42 m 0.41 m 0.41 m
GLCM 0.34 m 0.39 m 0.41 m
SNR +EEMD 0.42 m 0.38 m 0.39 m
SNR +GLCM 0.30 m 0.37 m 0.38 m
EEMD+GLCM 0.29 m 0.36 m 0.35 m
EE]\fngfLCM 026m | 032m 032 m

in the nth DCC layer can be expressed as

t=to—2"x1,1€{0,1,...,27" -2} (13)

Therefore, the output of convolution operation at time ¢ in the
nth DCC layer can be expressed as

3

Fi(t) =) () *Ci g, (o) (14)
j=1

where * denotes element-wise product. When n = 1, the inputs

can be given as Cili—dlx(j—l) = Tpdyx(j-1)-

Then, the convolution operation is followed by ReLU. ReLU
is a kind of activation function [36] that sets all negative input
values to zero in order to achieve nonlinear transformation of
the data, which is given by

F7(t) = ReLU(F" (). (15)

Compared to other activation functions, ReLU further reduces
computation by adding more sparsity.

In order to prevent overfitting, the dropout operation is used
as a form of regularization after ReLU [37], which will prob-
abilistically drop out nodes in the network during the training.
Assuming that output values in ReLU operation are kept for
futher computation with a probability of p, the expression can
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TABLE III
COMPARISONS OF RESULTS USING DIFFERENT METHODS FOR H g ESTIMATION

Training Validation Testing (without averaging) Testing (with averaging)
RMSE CC Bias RMSE CC Bias RMSE CC Bias RMSE CC Bias

SﬁR.'based linear | e m | 059 | -001m | - - ~ |05 m |06 011m | 057m| 065 | 01lm
tting method

H§D$%whmw 044m | 086 | Om - - - 041m | 0.84 | 007m | 034m | 0.90 | 0.07 m
tting method

Sgﬁﬁ?d 028m | 094 | -0.03m | 033m | 0.89 | -0.06m | 032m | 0.89 | 0.07m | 025m | 0.94 | 0.07 m

Q$ﬁfd 028m | 095 | 002m | 034m | 090 | 0.06m | 0.33m | 090 | 0.10m | 027m | 093 | 0.10 m

Pr"p"si‘lie;gg'b”ed 026m | 095 | 004m | 032m | 091 | 002m | 032m | 090 | 0.07m | 024m | 0.94 | 0.07 m

be presented as

Fi(t) = M« F3(t) (16)

where M is the 8D vector consisting of 0 and 1, which is
generated by Bernoulli function

M ~ Bernoulli(p). (17)

In the proposed model, the probability p is set as 50% in each
dropout operation, which means half of the randomly selected
output values will be kept while the other half are discarded.

Furthermore, the residual connection [38] is incorporated
into the training of deep layers in order to avoid the issue of
exploding or vanishing gradients. Specifically, the input of each
convolution operation at time ¢ is connected to the output from
the dropout operation for the addition operation [23]. Then,
ReLU operation is implemented after addition operation. The
output (C?“) can be expressed as

Cyt =ReLU(F3(t) + CY). (18)

When n < 5, C7 is considered as the input at time # of next
layer. When n = 6, t is equal to £y. Thus, CEH can also be
written as ¥y, .

2) Fully Connected Layer: The purpose of this step is to
establish the mapping relationship between the 8D output (y,, )
from six DCC layers and the final estimated wave height (Heg).
Assume that y, = (y1,¥2,-..,¥s), Hes: can be obtained as

8
Hest - Z(wzyz + bz)

i=1

19)

where w; and b; are the updated weight value and bias corre-
sponding to y; by the Adam algorithm [39].

IV. EXPERIMENTAL RESULTS

A. Model Training

Since data collections were interrupted due to system failure
for some periods, and the radar data collected under rain condi-
tion are also excluded, a total of 1448 radar image sequences are
utilized in this study. 50% of radar image sequences collected in
three time periods are used for model training, while the other
half are used for testing the estimation accuracy. Fivefold cross
validation is applied to the training set. As for the model training,

the size of mini-batch and the number of epochs are set to be 64
and 150, respectively.

B. Input Features Validity Analysis

Table II shows the root-mean-square errors (RMSEs) of H
estimated from the testing samples. In order to validate the effec-
tiveness of the extracted features (SNR, EEMD, and GLCM fea-
ture) in wave height estimation, different feature combinations
are input to the TCN model for H estimation analysis. It can
be noticed that the regression accuracy is not satisfactory when
only SNR feature is used as the input feature for the network,
while the regression result is better when EEMD or GLCM is
selected as the single input. When selecting two of the three
features, it is noticed that results obtained from the combination
with GLCM feature can generate better result than that of the
combinations without GLCM feature. It can be observed that
when SNR feature is added to the combined features of EEMD
and GLCM, the performance of H, estimation can be further
improved and produce the minimum RMSE.

C. Comparisons With Different Methods

In order to compare the performance of TCN-based model
with existing methods, the typical SNR-based [5] and EEMD-
based [7] linear fitting methods are also implemented to the
radar data for estimating H,. Besides, the SVR-based [40] and
gated recurrent unit network (GRU)-based models [41] with the
same input features as the TCN model are also employed for
comparison. The RMSEs, correlation coefficients (CCs), and
biases between the radar-derived H ; of different methods as well
as buoy-measured H; are summarized in Table III. The temporal
moving average is applied to the estimated H obtained during
each time interval between two consecutive buoy measurements.
The estimation results from the testing samples with SNR-based
linear fitting, EEMD-based linear fitting, SVR-based, GRU-
based, and the proposed TCN-based methods before and after
moving average are presented in Figs. 10(a)—(e), respectively. In
addition, Fig. 11 shows the estimated H of all samples before
and after moving average in time series.

It can be observed from Table III that compared to the typ-
ical SNR-based and EEMD-based linear fitting methods, the
proposed method decreases the RMSE by 0.27 and 0.09 m
with CC being furthered improved to 0.90. It can be noticed
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Scatter plots of buoy-measured H and radar-derived H ¢ with and without temporal moving average. (a)-(e) correspond to SNR-based linear fitting,

EEMD-based linear fitting, SVR-based and GRU-based, and the proposed TCN-based methods, respectively.

from Figs. 10(a) and 11(a) that SNR-based linear fitting method
cannot present a clearly linear relationship between the square
root of SNR and H. Specifically, H is generally overestimated
when the buoy-measured H is lower than 3 m and mostly
underestimated for higher H,. Figs. 10(b) and 11(b) show
that for EEMD-based method, H, will be overestimated for
buoy-measured H lower than 3.5 m. In contrast, the proposed
TCN-based method is able to estimate H, without significant
bias. On the other hand, when comparing the estimation results

with the other two ML-based methods, it can be observed
that while the TCN model still generates the best regression
result, the difference is not significant, which indicates that
the ML-based methods are more superior to methods that are
based on linear regression. Finally, it can be found that when
the moving average is applied, the estimation accuracy can be
further improved. In particular, the RMSE calculated from the
TCN model can decrease to 0.24 m with CC further improved
to 0.94.
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Fig. 11. Hg estimation results in time series using different methods. Cyan and red scatters represent testing samples without and with temporal averaging,
respectively. (a)-(e) correspond to SNR-based linear fitting, EEMD-based linear fitting, SVR-based and GRU-based, and the proposed TCN-based methods,

respectively.
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V. CONCLUSION

In this article, the combined features are extracted from
X-band radar image sequences to estimate H using a TCN-
based regression model, which can derive the wave height by
combining of spatial and temporal features of radar image se-
quences. The normalized features calculated by SNR-, EEMD-,
and GLCM-based methods are incorporated as the input feature
vector for the sequence. Experiment results from the nautical
radar data collected from a moving vessel at the East Coast of
Canada verified that the combination of all three types of features
will generate the best estimation accuracy. On the other hand, the
application of moving average can effectively further improve
the estimation accuracy. The proposed TCN-based method is
also compared with two existing methods. It is found that com-
pared to the typical SNR-based and EEMD-based linear fitting
methods, the TCN-based model reduces the RMSEs from 0.57
and 0.34 m to 0.24 m. Moreover, while other ML-based methods
such as SVR and GRU can also produce good results, TCN is still
the most accurate one. In the future, more image data collected
from different radar systems and installation locations should
be incorporated into the network to further improve the model’s
accuracy and robustness. Furthermore, more advanced network
architectures for H estimation should be explored. Moreover,
the evaluation and mitigation of rain effect on H, should be
investigated as well.
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