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Abstract—Accurate estimation of the clutter covariance matrix
for the cell under test (CUT) is a committed step in the spatial-
temporal adaptive processing (STAP) algorithm. The unique non-
stationary characteristic of signal for space-based early warning
radar (SBEWR) leads to the spatial variation of training sample
and the insufficient number of optional independent identically
distributed (i.i.d.) training samples, which brings difficulties to
training sample selection and covariance matrix estimation. To
improve the estimation accuracy of clutter covariance matrix and
the performance of STAP for SBEWR in a heterogeneous envi-
ronment, a novel training sample selection and clutter covariance
matrix estimation method is proposed. The method based on clutter
subspace reconstruction and spectrum correction technology can
improve the estimation accuracy of clutter covariance matrix in
the case of nonstationary signals and heterogeneous environments.
The clutter covariance matrix estimated by the proposed method
is similar to the clutter covariance matrix of the CUT, and the per-
formance of STAP is improved. The experimental results confirm
the performance of the proposed method.

Index Terms—Covariance matrix estimation, heterogeneous
environment, space-based early warning radar (SBEWR), spatial-
temporal adaptive processing (STAP), training sample.

I. INTRODUCTION

S PATIAL-TEMPORAL adaptive processing (STAP) tech-
nology greatly improves the detect moving targets capa-

bility of radar in strong clutter and interference environments
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[1]–[3]. With the development of technology, the CFAR algo-
rithm for target detection is becoming more and more mature,
and various high accuracy CFAR detectors are proposed [4]–[7].
In order to use these CFAR detectors to accurately detect moving
target information in the radar output power spectrum, it is
necessary to suppress clutter and make the clutter spectrum
clearer. In actuality, the clutter covariance matrix of the cell
under test (CUT) is unknown, and the maximum likelihood esti-
mation method is usually used to estimate the clutter covariance
matrix [8]. The selection of training samples directly affects the
estimation accuracy of the clutter covariance matrix. Inaccurate
estimation of the clutter covariance matrix of CUT may result
in insufficient clutter suppression and target signal cancellation
[9]–[11]. To ensure the accuracy of clutter covariance matrix
estimation, according to the R.M.B. criterion, when the maxi-
mum likelihood estimation method is used to estimate the clutter
covariance matrix of CUT, at least two times the number of i.i.d.
training samples are required [12], [13].

Compared with the traditional airborne early warning radar
(AEWR), the working mode of SBEWR is beam-to-earth over-
looking, and the ground clutter enters the range of the beam main
lobe, which has a significant impact on the monitoring work.
Moreover, the SBEWR has broader beam main lobe coverage,
and the inhomogeneous ground clutter background is more com-
plicated [14]–[15]. Due to its unique geometrical relationship
between the satellite and the earth, the nonstationary factors
brought by the earth’s rotation and range ambiguity also make
the working background of the SBEWR more complex [16]–
[18], and these factors bring more difficulties to the selection of
independent identically distributed (i.i.d.) training samples. The
covariance matrix calculated directly from received data cannot
completely construct the clutter subspace, so it cannot be directly
applied to the calculation of adaptive weights in STAP.

In order to improve the performance of STAP in a nonhomoge-
neous environment, a series of algorithms have been proposed.
Aiming at the problem of insufficient training samples, many
STAP methods based on JDL or GMB are proposed [19], [20].
These methods use fixed dimension reduction structure to reduce
the degree of freedom of clutter by local dimension reduction of
clutter, which reduces the requirements of training samples for
covariance matrix estimation. However, since the nonstationary
characteristics of the echo are not considered, the nonstationary
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factors of the echo make it difficult for the local clutter dimension
reduction method to completely suppress the clutter information
in heterogeneous environments such as complex terrain and
strong discrete scattering points. These reduced-dimensional
STAP methods are more suitable for AEWRs with nonstationary
characteristics, less range ambiguity. For SBEWR, even if these
methods can accurately select qualified training samples, clutter
suppression performance will decrease due to nonstationary
factors. In addition, it is difficult to obtain complete clutter
distribution characteristics by using these local clutter dimension
reduction methods, which brings difficulties to the spatial vari-
ability compensation of clutter position information. A series of
algorithms such as generalized inner product algorithm (GIP)
and power selection training (PST) are proposed to solve the
problem of selecting i.i.d. training samples in heterogeneous
environments. The GIP algorithm selects samples by comparing
the similarity degree of data structure between the training sam-
ple and the CUT. In the case that the CUT is nonindependent and
identical with a large number of training samples, the training
cell selected by the GIP algorithm cannot accurately estimate
the clutter covariance matrix, and when there is no obvious
strong interference target in the training cells, the estimation
result of GIP method is inaccurate [21]–[24]. The characteristics
of power spectrum broadening and spatial-temporal position
spatial variation of SBEWR receiving echo also make the basic
PST algorithm no longer applicable [25]. These two traditional
sample selection methods cannot cope with the unique non-
stationary environment of SBEWR, even after reducing the
number of training samples, these methods can well select the
training samples that meet the i.i.d. conditions. The covariance
matrix estimated by these training samples will also significantly
reduce the clutter suppression performance. In addition, a series
of knowledge-aided methods are proposed to select training
samples [26], [27], those knowledge-aided methods can select
the training samples whose clutter amplitude satisfies the i.i.d.
condition, and the problem of sample space variability caused
by nonstationary factors cannot be solved in those methods.

In this article, a training sample selection and clutter covari-
ance matrix estimation method that can be applied to the working
environment of SBEWR is proposed. The clutter information
contained in the training samples is analyzed, and the clutter in-
formation can be divided into clutter amplitude information and
clutter position information. Based on the fitting degree between
the eigenvalue spectrum of the covariance matrix of the training
sample and the CUT, a series of training samples meeting i.i.d.
conditions are selected in the heterogeneous environment, and
then the clutter position information of each selected training
sample is corrected to estimate the clutter covariance matrix of
CUT. This proposed method can make up for the shortcomings
of traditional methods in the nonstationary and heterogeneous
environment, and greatly improves the clutter suppression and
moving target detection performance of SBEWR in a heteroge-
neous environment.

The rest of this article is outlined as follows. The geometric
model and received signal model of SBEWR are in Section II.
In Section III, the clutter subspace reconstruction is proposed,
which is used to restore the clutter information contained in the

Fig. 1. Geometric model of SBEWR.

training samples. Moreover, the training samples are selected
according to the similarities, and the spatial variability of clutter
position information is corrected. Section IV illustrates the
experimental results and analysis of the performance. Finally,
Section V concludes the article.

II. MODEL

The main lobe of the antenna beam is completely covered on
the earth’s surface when the SBEWR is in the working mode of
monitoring moving targets in the near space. The observation
geometric model of SBEWR is shown in Fig. 1.
Ois the center of the earth, Sis the SBEWR, vector V rep-

resents the speed direction of the satellite, the height of orbit
is expressed by H , and the earth radius is Re.θaz andθelare
the azimuth and elevation angles of the antenna transmitting
beam, respectively. Due to the limitation of earth curvature,
the farthest operating distance of space-based early warning
radar (SBEWR) is Rmax.To meet early warning requirements
for specific region, the search mode based on the fixed beam
direction cannot satisfy the detection of the whole interested
area, therefore, it is necessary to achieve flexible beam control
by an active phased array antenna. The scanning of the antenna
beam is divided into two dimensions of pitch and azimuth to
complete the scanning and tracking of the target in the whole
early warning region.

In Fig. 1, the geocentric angle of the beam is represented by
α

α=arcsin

(
Re +H

Re
sin θel

)
− θel. (1)

The relationship between the slant range along radar beam
center Rs and elevation angle θel can be expressed as

θel = arccos

(
H2 + 2ReH +R2

s

2 (H +Re)Rs

)
. (2)
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The number of range ambiguity in the main lobe of SBEWR
is determined by the antenna size and the pulse repetition fre-
quency (PRF) of the radar system, and the unambiguous range
can be expressed by ru = c/2fr. Because the radar is in low
earth orbit, the main lobe of elevation dimension of SBEWR
covers a wide range, and the range ambiguity effect is obvious.
Besides due to the rotation of the earth, the received data of
different range ambiguity positions deviates in the spectrum.
These factors lead to the broadening of the clutter power spec-
trum and introduce the spatial variability of spatial-temporal
spectrum in the distance dimension, which brings difficulties to
the estimation of the clutter covariance matrix.

The distance of each range ambiguity position can be ex-
pressed as Rsi = Rs + iru, where i is the range ambiguity
number of this position. The elevation angles corresponding to
different range ambiguity positions are calculated by (2).

In practice, due to the limitation of antenna feed, in order
to reduce the amount of calculation in the adaptive algorithm
and improve the real time performance of the system. The
multichannel signal processing method is used to reduce the
dimension of the received data [29], [30]. The transmitting
array uses the array element level fixed beamforming, and the
receiving array uses the multichannel subarray division form for
adaptive beamforming. The antenna is a linear array containing
N elements, and the element spacing d is half of the signal
wavelength. One CPI contains K pulses. The data received by
each array element is

x = σs (ωd, ψ)=σst (ωd)⊗ ss (ψ) . (3)

sis spatial-temporal steering vector

st =
[
1e−jπωde−j2πωd · · · e−j(K−1)πωd

]T
ss =

[
1e−jπ cosψe−j2π cosψ · · · e−j(N−1)π cosψ

]T
.

(4)

Equation (4) is the time and space steering vectors, respectively.
σ, ψ and ωd represent the amplitude of the received signal, the
direction of arrival angle (DOA), and the Doppler frequency of
the received signal. cosψ = sin θel cos θaz , due to the Doppler
frequency shift caused by earth rotation, the Doppler model of
clutter cell is modified to ωd =

2V Tr

λ
ρc sin θel cos(θaz + ϕc)

[16]. ρc and ϕc are the yaw amplitude and yaw angle caused by
the earth rotation, respectively. λ and Tr are the frequency and
the pulse repetition interval (PRI) of the system. The nonuniform
subarray division form is used to avoid the grating lobe caused
by subarray synthesis and improves the performance of clutter
suppression. The linear array containingN elements are divided
into M channels by matrix DM and the number of elements
contained in each channel ismi, i = 1, 2 · · ·M . Each channel
does not contain the same array element when we design the

partitioning strategy,
M∑
i=1

mi = N

DM =

⎡
⎢⎢⎢⎣
Im1

0 · · · 0
0 Im2

· · · 0
...

...
. . .

...
0 0 · · · ImM

⎤
⎥⎥⎥⎦
N×M

. (5)

Iqi represents a column vector with all elements of 1, and the
length is qi.The weighting of each array element is

Td = D (w)D (θ)DM . (6)

D(w) is the amplitude windowing of antenna elements, such
as Chebyshev window, Taylor window, etc. D(θ)represents the
beam direction of the array elements level antenna pattern.
The spatial steering vector at the subarray level of the received
signal is ss_sub = TH

d ss, the spatial-temporal steering vector is
ssub = st ⊗ ss_sub. The covariance matrix of the received data
at the array element is R, and the covariance matrix of the data
synthesized through the channel is expressed as

Rsub = THRT. (7)

The dimension reduction matrix is

T =

⎡
⎢⎢⎢⎣
Td 0 0
0 Td

. . . 0
0 0 Td

⎤
⎥⎥⎥⎦
NK×MK

. (8)

The adaptive weight vector is used as the weight of the second
stage antenna pattern, that is, the weight of the channel data, can
be expressed as

wsub (ωd, ψ) = βR−1
subssub (ωd, ψ) . (9)

III. COVARIANCE MATRIX ESTIMATION METHOD

A. Clutter Subspace Reconstruction

According to Ward’s clutter receiving model [28] and refer-
ring to the antenna parameters of SBEWR designed by the US
Air Force and NASA [2]. The ground clutter receiving data
is simulated by using the parameters giving in Table I. In a
sample cell l,Nc clutter patches are divided in azimuth direction
according to the size of azimuth resolution, considering that
the distance ambiguity is in the pitch dimension main lobe, the
received data in a sample cell can be expressed as

xl =

Nr∑
j=1

Nc∑
i=1

σijs
(
ωdij , ψij

)
=

Nr∑
j=1

Nc∑
i=1

σijst
(
ωdij

)⊗ss (ψij)

(10)
whereNr represents the distance ambiguity number contained in
the main lobe of beam elevation dimension. σij , ψij , and ωdij
are unknown, represents the received signal amplitude, DOA
and corrected Doppler frequency of the received signal of thei
th clutter patch at the j th range ambiguity position, respectively.
The data of a sample cell received by radar is the superposition
of the clutter patch data at all range ambiguity positions.

The covariance matrix of the data received by the sample cell l
isR = xlx

H
l , but it is inevitable to produce cross terms when the

data between each clutter patch is accumulated and multiplied.
These cross terms cause the covariance matrix of received data
to be not an ideal Toeplitz matrix

R �=
Na∑
j=1

Nc∑
i=1

σ2
ijs

(
ωdij , ψij

)
sH

(
ωdij , ψij

)
. (11)
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TABLE I
SBEWR PARAMETERS

Fig. 2. Eigenvalue spectrum of clutter covariance matrix under different
conditions.

Using the covariance matrix directly calculated by the re-
ceived data will result in that the covariance matrix of the clutter
cannot reflect the amplitude information of each clutter receive
patch and the position information of the clutter receive patch
on the spatial-temporal plane.

Computing eigenvalues and eigenvectors of the covariance
matrix R. Using a unitary matrix to represent covariance matrix
R, R = ULUH , where, L = diag([λ1λ2 · · · λNK ]) is a diago-
nal matrix composed of eigenvalues of covariance matrix. The
result of eigenvalues spectrum obtained by different calculation
methods of clutter covariance matrix are shown in Fig. 2, and
the number of large eigenvalues of covariance matrix R is much
less than the number of clutter patches, that is, the eigenvalues
and eigenvectors of the covariance matrix cannot represent the
amplitude and position information of the subspace correspond-
ing to each clutter receive patch. These factors will lead to the

fact that the adaptive weight w calculated by the covariance
matrix R cannot accurately form a null value at the position of
the clutter in the spatial-temporal plane.

The received clutter cells are divided based on the geometry
model of SBEWR and Ward’s clutter receive model. The pitch
angle corresponding to the jth range ambiguity position of a
receiving cell is θelj and the azimuth angle of the ith receive patch
is θazi .We can calculate the Doppler frequency corresponding
to all clutter patches in a receive cell and all its correspond-
ing range ambiguous positions based on the modified Doppler
model. According to the location of each clutter patch obtained
by the geometric model, we design a fixed spatial-temporal
two-dimensional filter

wij = s
(
ωdij , ψij

)
= st

(
ωdij

)⊗ ss (ψij) . (12)

According to the clutter receiving unit divided by Ward’s
clutter receiving model, the spatial-temporal vector of each
clutter receiving patch in several distance cells is calculated and
stored in the form of a data matrix to form a spatial-temporal
steering vector database. Due to the satellite flight is more stable
than aircraft platforms, we can get the received signal amplitude
for each clutter patch by using the designed spatial-temporal
filter σij ≈ wH

ijxl/NK.
Finally, we can calculate a covariance matrix that contains all

the clutter amplitude and position information, the covariance
matrix of the all information of the receiving cell is constructed
as

Rrc =

Nr∑
j=1

Nc∑
i=1

σ2
ijs

(
ωdij , ψij

)
sH

(
ωdij , ψij

)
. (13)

Compared with the covariance matrix directly calculated from
the original received data, the reconstruction covariance matrix
does not contain the cross-term information between different
clutter patches. The additional eigenvectors and eigenvalues
completely construct the signal subspace of received data.Rrc is
an ideal Toeplitz matrix. In this way, the whole clutter subspace
information can be obtained by calculating the data of a single
training sample. When the maximum likelihood method is used
to estimate the clutter covariance matrix of the CUT, the rank
of the estimated clutter covariance matrix is not limited to the
number of samples.

The eigenvalues of the covariance matrix after the clutter
subspace reconstruction are slightly higher than that in the ideal
case, which is because the spatial-temporal two-dimensional
filter has a certain width, resulting in the estimation error of the
signal amplitude of the clutter patches. This error will reduce the
clutter suppression performance, but will not affect the selection
of training samples. The number of large eigenvalues contained
in the reconstructed clutter covariance matrix is close to that
in the ideal case. This shows that the reconstructed covariance
matrix can represent all the support directions of the clutter
subspace, including the amplitude and position information of
all clutter receiving patches. Through the above discussion and
the simulation analysis of eigenvalue spectrum, we can know that
the covariance matrix of the clutter or the spatial-temporal power
spectrum of the clutter contains two kinds of information. One is
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the amplitude information of the clutter receiving patches, and
the other is the position information of the patches in the spatial-
temporal plane. In the processing of training sample selection,
it is necessary to select the range cell with i.i.d. of the signal
amplitude of the CUT. Therefore, it is more convenient to select
suitable training samples by comparing amplitude information,
which can improve the accuracy of clutter covariance matrix
estimation.

Using the adaptive weight ŵ = βR̂−1
rc s, calculated by the

reconstructed clutter covariance matrix R̂rc, can obtain great
clutter suppression performance. Otherwise, due to the incom-
plete construction of clutter space, the system cannot obtain ideal
clutter suppression performance, and even cause cancellation of
target signals.

B. Covariance Spectrum of Heterogeneous Environment

In order to avoid canceling the target signal, the CUT can-
not be used as the source of clutter information directly. The
cells that meet the i.i.d. condition close to the CUT are se-
lected as training samples, and the maximum likelihood esti-
mation method is used to estimate the clutter covariance matrix
of CUT.

In the working environment of SBEWR, according to the
previous analysis, we can know that the nonstationary factors
lead to the spatial variation of the clutter data of each training
sample in the range direction. Moreover, due to the lack of
the limitation of range ambiguity, in general, the number of
training samples that can be selected cannot meet the R. M.
B. criterion. The traditional sample selection method cannot be
well applied to the spatial variation of clutter position between
training samples. Therefore, the proposed method starts from the
eigenvalue spectrum of clutter covariance matrix, and compares
the amplitude information of clutter from different training
samples, so as to avoid the influence of spatial variation of
clutter position information on sample selection. According to
Fig. 2, the number of large eigenvalues in eigenvalue spectrum
is related to the number of clutter patches Nc, Nr. In general,
a clutter patch corresponds to an eigenvalue in the eigenvalue
spectrum and an eigenvector that forms the clutter subspace. The
magnitude of eigenvalues is related to the signal amplitude of
the corresponding clutter patch. The clutter subspace formed by
the i.i.d. training samples of CUT is consistent with the clutter
subspace of CUT. For training samples that do not completely
satisfy i.i.d. conditions, the more similar the constructed clutter
subspace, the more accurate the estimation of the clutter co-
variance matrix of CUT. The similarity of eigenvalue spectrum
between different cells can be used as an evaluation index of
similarity between cells.

In practice, the ground clutter environment of SBEWR is
heterogeneous and complex. Table II classifies several repre-
sentative terrains to describe the influence of special terrain on
eigenvalue spectrum and STAP performance. In order to obtain
accurate adaptive weight, ensure the depth and width of the
filter notch and not cancel the target signal, it is necessary to
design a training sample selection strategy suitable for most
terrains.

TABLE II
HETEROGENEOUS TERRAIN EFFECTS

C. Training Sample Selection Based on KL Divergence

In order to compare the eigenvalue spectrum between different
training samples, the eigenvalue of the covariance matrix of
each training sample data is calculated. The eigenvalue of the
covariance matrix of CUT is represented by r = [ρ1ρ2 · · · ρrc ],
and l = [λ1λ2 · · · λrc ] is the eigenvalue of training sample. Due
to the large DOF of SBEWR systems and the heterogeneous
terrain, alternative training sample resources are valuable. In
order to ensure sufficient number of training samples, we need
to take full advantage of each training sample. If the eigenvalue
spectrum of training sample has very individual outliers com-
pared with the neighboring cells, the abnormal eigenvalue is
identified and eliminated through the offset Euclidean distance,
and the training sample is still included in the alternative cell
used to estimate the covariance matrix, rather than directly
ignoring the cell. Second, when selecting training samples by
comparing the similarity of eigenvalue spectrum, the weight
of the interval where the larger eigenvalue is located should
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be increased. Finally, the KL divergence (KLD) between the
eigenvalues of different samples is calculated to evaluate the
similarity between the samples [31]–[33].

We divide the distribution range of eigenvalues of covariance
matrix into Ne intervals. The size of each interval is

Δ =
max ([ρ1ρ2 · · · ρrc ])−min (([ρ1ρ2 · · · ρrc ]))

Nc
. (14)

Then, it is necessary to count the distribution probability of
eigenvalues of the covariance matrix of CUT and each training
sample in each interval and increasing the weights of distribution
areas with large eigenvalues. The statistical results show that the
probability density function of the eigenvalues of the covariance
matrix of CUT and training sample is P (ρ) and Q(λ), elimi-
nating the distribution interval with zero probability, the KLD
between two cells can be calculated by (15)

KL (Q ‖P ) =

Ne∑
i=1

P (ρi) �=0

Q (λi) log10
Q (λi)

P (ρi)
. (15)

There is no eigenvalue in a distributed interval for training
sample when Q(λ) is zero. In this distribution area, KL(Q‖P )
is zero, but this situation is obviously not conducive to estimation
the covariance matrix of CUT. In order to avoid this situation,
it is necessary to increase the penalty function when calculation
KLD between the eigenvalues of CUT and training sample, and
increase the weight of large eigenvalue interval. The modified
KLD function is

KL (Q ‖P ) =

Ne∑
i=1

P (ρi) �=0

WQ (λi) log10
Q (λi)

P (ρi)

+

n∑
P (ρi) �=0
Q(λi)=0

Nc − i

σpenalty
. (16)

The significance of penalty function is that when the eigen-
values of training samples do not exist in a certain interval of
CUT’s eigenvalues, the evaluation of similarity between them is
reduced, and the larger the missing eigenvalue interval, the more
obvious the effect. W in the first term is the weight coefficient.
Similarly, increasing the weight of the large eigenvalue interval
and decreasing the weight of the small eigenvalue interval can
improve the accuracy of training sample selection. The eigen-
values of CUT and training sample are most similar when the
KLD of P (ρ) and Q(λ) is zero. We select samples with smaller
KLD as training samples for estimating the covariance matrix
of clutter. Compared with other algorithms, the training sample
selection method based on eigenvalue spectrum can avoid the
inversion of covariance matrix of each sample and reduce the
requirement of system computing performance greatly.

D. Training Sample Spatial Variation Correction

Compared with the traditional AEWR, the SBEWR platform
moves faster and has a long operating distance. These factors
lead to the spatial variability of the position distribution of the

Fig. 3. Correction process of clutter position spatial variability training
samples.

received clutter in the spatial-temporal plane in the different
distance cells. Because the main lobe of the beam is completely
covered on the earth surface, resulting in that the clutter dis-
tribution in the spatial-temporal plane is mainly the main lobe
clutter, the spatial variability cannot be ignored. If we ignore the
spatial variability of the position information and directly use the
covariance matrix of the training sample to estimate the clutter
information of the CUT, it will lead to the inaccurate estimation
of the clutter covariance matrix of the CUT and the decrease
of the clutter suppression performance. Therefore, before using
the clutter information of training samples to estimate the clutter
information of the CUT, it is necessary to correct the spatial
variability of this position information [34], [35].

The correction process of spatial variability of training sample
position information is as follows. First, the spatial-temporal
steering vector of each clutter receiving patch in CUT in the
steering vector library to determine the position information
based on the CUT itself. The second step is to extract the
amplitude information of each azimuth clutter receiving patch
in selected training samples. In the third step, taking the clutter
receiver patch in Fig. 3 as an example, the position information
of patch A is fused with the amplitude information of patch
B. Combined with two aspects of information, the covariance
matrix of all clutter patches is calculated. The obtained training
sample clutter covariance matrix is the covariance matrix that
retains the amplitude information and eliminates the spatial
deformation of spatial-temporal plane position.

Finally, Fig. 4 shows a flow diagram of clutter suppression
for SBEWR. In order to prevent the effective target from being
canceled in CUT, several cells adjacent to CUT are used as
protection cells and are not used as training samples for clutter
covariance matrix estimation. Then we extract the data of CUT
and each cell, and reconstruction the clutter subspace of these
data. Analyzing and comparing the eigenvalue spectrum of each
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Fig. 4. Clutter covariance estimation process and clutter suppression process.

cell, selecting the cell whose eigenvalue spectrum is most similar
to the CUT as the training sample for estimating the clutter
covariance matrix. After the null variation correction of all the
selected training samples, the maximum likelihood estimation
method is used to estimate the clutter covariance matrix of the
CUT. Finally, the estimate clutter covariance matrix is

R̂ =
1

Nt

Nt∑
i=1

Ri. (17)

The adaptive weight calculated with the estimate clutter co-
variance matrix is ŵ(ωd, ψ) = βR̂−1s(ωd, ψ).

IV. SIMULATION

A. Covariance Matrix Estimation Method Based on Random
Terrain

In order to verify the accuracy of the proposed method through
simulation, we set the clutter environment that conforms to
different clutter fluctuation models, and the clutter fluctuation
models satisfy Weibull distribution and logarithmic distribution,
respectively. In addition, we set up three representative terrains,
namely ocean, farmland, and mountains. Finally, we randomly
distribute the above special terrains with different distributions
in different range cells.

The Ward model is used to divide the receiving area of the
ground clutter environment. The simulation of receiving data
for SBEWR is based on the radar parameters set in Table I.
According to ru = c/2fr, we can calculate the maximum un-
ambiguous distance of the SBEWR is 30 km, and the maximum
unambiguous distance contains 200 range sampling cells. All
range cells are numbered according to the range resolution of the
radar system, we set the elevation angle of the transmitting beam
as 30°, and take the range bin numbered as 600 corresponding to
the beam center as the CUT. Considering the unique influence of

Fig. 5 (a) PMF of the eigenvalue (received clutter amplitude) of different
samples. (b) CDF of the eigenvalue of different samples. (c) CDF of the
eigenvalue [part of (b)].

nonstationary factors such as earth rotation and distance ambi-
guity of SBEWR, the range ambiguity number in the main lobe
of the elevation dimension Nr is three, including one forward
ambiguity and one backward ambiguity. Moreover, due to the
limitation of range ambiguity, the number of range cells available
for training samples is 500–700.

According to the method proposed in Section III-A, after
clutter subspace reconstruction of received clutter data for each
range cell, we analyze eigenvalues of covariance matrix for
each range cell data. Then we compare the similarity between
the eigenvalue spectrum of each range cell and the eigenvalue
spectrum of the CUT numbered 600. Taking the four range
cells numbered 500, 550, 650, and 700 as an example, the
PMF and CDF modeling of their eigenvalues are shown in
Fig. 5. According to (16), the KL divergences between the
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Fig. 6. KL divergence between CUT and each adjacent sample.

eigenvalue distributions are calculated to be 0.28, 0.14, 0.28,
and 0.25, respectively. The KL divergence between CUT and
each adjacent sample is shown in Fig. 6.

Next, we set the threshold and select samples with KL diver-
gence lower than the threshold as training samples for estimating
clutter covariance matrix.

In order to ensure the accuracy of clutter information esti-
mation of the CUT, the method proposed in Section III-D is
also needed to correct the position information of the data of
each training sample in the spatial-temporal plane. We ana-
lyze the range bin numbered 500 as a training sample. The
spatial-temporal Capon power spectrum is shown in Fig. 7(a)
when the training sample is not corrected, and the spectrum of
CUT is shown in Fig. 7(b), (d), and (e) represents the position
distribution of each azimuth clutter patch in the training sample
and CUT on the spatial-temporal plane. If the spatial variability
is not correct, even if the selected training samples meet the
criterion of i.i.d. with the CUT, in the process of estimation
clutter covariance matrix, the spatial-temporal distribution of
clutter patches in all training samples is not uniform, which
leads to the serious broadening of the clutter power spectrum in
the spatial and temporal dimensions, resulting in the widening of
MDV curve concave and serious decline of clutter suppression
performance. The proposed method is used to correct the clutter
position information in the training sample, as shown in Fig. 7(f).
The position of the clutter patches of the training sample are
moved, so that the clutter position information of the training
sample is consistent with the information of the CUT, and the
spatial variability of the clutter position is eliminated. Using
the corrected data to calculate the clutter power spectrum, and
the result is shown in Fig. 7(c). The spatial-variant correction is
carried out for each select training sample, and then the corrected
data are used to estimate the clutter covariance matrix. The
clutter information contained in the estimated covariance matrix
will not be broadened in both spatial and temporal dimensions.
The proposed correction method can greatly reduce the width
of the concave of the MDV curve and improved the detection
performance of the system.

Finally, the MDV performance of the system under different
conditions is shown in Fig. 8. To evaluate the clutter suppression
performance of different algorithms, the SCNR loss of the

system LSINR can be expressed as

LSINR =
SINRo_nc

SINRo_n
=
SHR−1

cn S

SHR−1
n S

. (18)

Case 1: The theoretical optimal clutter suppression perfor-
mance of the system can be obtained by using the full space-
time adaptive calculation of the array element level, in which
the clutter covariance matrix uses the simulation value, Rc =
Nr∑
j=1

Nc∑
i=1

xHijxij .

In practice, due to the large amount of data in the array element
level, whether it is read and write or operation, all factors bring
difficulties to the calculation system. For receiving data, channel
synthesis is generally carried out first, and then data reading and
writing and subsequent operation are carried out. The following
simulation experiments are also based on channel dimension
data.

Case 2: The traditional method first uses the JDL clutter
dimension reduction method to reduce the estimation covariance
matrix, according to the R.M.B. criterion, reduced the number
of the required training samples. Then, the GIP method is used
to select the training samples. Finally, the maximum likelihood
estimation method is used to obtain the clutter covariance matrix
R̂n_JDL.

Case 3: The proposed method is used to process the data of
each range cell. After the selection of training samples and the
spatial correction of the selected samples, the estimated clutter
covariance matrix is obtained R̂n_proposed.

Case 4: The GMB method is used to reduce the dimension of
the received clutter, and then the GIP method is used to select
the training samples, and the estimated clutter covariance matrix
R̂n_GMB is used for clutter suppression.

B. Clutter Suppression Performance Analysis of Algorithm
Based on Real Terrain

To simulate the performance of the proposed method in real
ground clutter scenes, we use the surface image obtained by
SAR satellite GF-3 as the simulated terrain environment data
to simulate the proposed method. The terrain of the clutter
environment is shown in Fig. 9, where different colors represent
different land types. The blue area is the ocean, the red area is ar-
tificial buildings with high RCS value, and the yellow-green area
represents the hilly, farmland, mountainous, and other fields with
low RCS values. The grazing angle of the beam relative to each
clutter block is calculated through the geometric relationship,
which is substituted into the Morchin model of the ground-sea
clutter to obtain the RCS value of the clutter receiving patch.

The optimal clutter suppression performance that the system
can theoretically achieve is to use the accurate clutter infor-
mation actually contained in the CUT, namely, the accurate
clutter covariance matrix Rc , to calculate the spatial-temporal
two-dimensional adaptive weight wopt used by the array. Case
1 in Fig. 10 shows the MDV performance that the system can
achieve in this case. Since the clutter information contained in
the clutter covariance matrix is the most accurate, the position
of the null in the MDV curve is the most accurate, and the
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Fig. 7 Power spectrum of clutter and position distribution map of clutter patches. (a) Power spectrum of training sample numbered 500. (b) Power spectrum of
CUT. (c) Power spectrum of corrected training sample. (d) Position information of clutter patches in training sample and CUT. (e) Position information of local
clutter patches. (f) Position information of clutter patches in corrected training sample and CUT.

Fig. 8. MDV performance of system in simulated ground clutter environment.

performance of clutter suppression that can be achieved is the
optimal performance.

The traditional training sample selection methods, such as
JDL-GIP, is used to select the training samples in the adjacent
cells, and the clutter covariance matrix estimated by the clutter
information of the training samples is R̂n_JDL. Cases 2 and 4
in Fig. 10 show the MDV performance obtained by using the
adaptive weight ŵJDLand ŵGMB. According to the simulation
result in Cases 2 and 4, it can be found that the traditional method
reduces the dimension of echo data by fixed dimension reduction
structure, it cannot obtain all clutter information without consid-
ering the nonstationary nature of echo data itself. These factors

Fig. 9. Terrain map based on GF-3 satellite.

lead to inaccurate clutter information contained in the reduced-
order covariance matrix, and the estimated clutter energy is lower
than the actual clutter energy. Compared with Case 2, although
Case 4 can reduce the amount of computation, GMB method
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Fig. 10. MDV performance of system in simulated ground clutter environ-
ment.

selects fewer auxiliary channels, and nonstationary factors have
a greater impact on this method. Finally, the output SCNR
of the system is greatly reduced, the concave is widened and
shallow, and the detection performance for slow-moving targets
is also reduced. For the complex terrain at the land-sea interface,
the clutter suppression performance obtained by the traditional
method decreases more seriously.

In the simulation work of Case 3, we use the method proposed
in this article to select all the adjacent cells that can be selected.
First, the cells that are close to the amplitude distribution of the
sample to be tested are selected as the training samples. Then,
the spatial-temporal plane distribution position of the training
samples is corrected by spatial variability. Finally, the covariance
matrix of the training samples after sample correction is used to
estimate the clutter covariance matrix of the unit to be tested,
and the result is R̂n_proposed. In the area far from the main lobe
clutter, the estimated clutter block power is higher than the actual
value due to the channel synthesis of the receiving antenna and
the use of space-time filter in the covariance matrix reconstruc-
tion. Compared with the results of the optimal processor, the
SCNR loss of the system decreases by about 6 dB.

Through this method, we avoid the influence of spatial vari-
ability on the evaluation of sample similarity in traditional
methods, and also avoid the performance loss caused by the spa-
tial variability of clutter position information between training
samples. According to the MDV performance curve of Case 3, it
can be seen that the clutter suppression performance loss is much
smaller than that of Cases 2 and 4, and the speed undetectable
area is narrower, which is closer to the MDV performance that
can be realized in the ideal situation. The proposed method
realizes the accurate estimation of the clutter covariance matrix
for SBEWR when the number of training samples is far from
satisfying the R.M.B. criterion.

C. Evaluation Index of MDV Performance

In the output power spectrum of SBEWR, the constant false
alarm (CFAR) method is used to detect possible moving tar-
gets. According to the requirements of early warning tasks, the

Fig. 11. Range–Doppler spectrum. (a) Range–Doppler spectrum of receive
data. (b) Traditional method: JDL-GIP STAP method. (c) Proposed method:
KLD + SVC method.

detection probability of the system is not less than 50%, and
the false alarm probability is not more than 10−6. The output
signal-to-clutter-noise ratio of the system should not be less than
12.63 dB to meet the detection requirements. Assuming that in
the absence of clutter, the SNR that the system can provide is a
dB.

According to (18), the detected moving target area is shown
in Fig. 10, and the output SCNR loss does not exceed (a−
12.63) dB. Fig. 11 shows the Range–Doppler power spectrum of
the received data of the range gate numbered 500–700. Fig. 11(a)



ZHANG et al.: NOVEL CLUTTER COVARIANCE MATRIX ESTIMATION METHOD BASED ON FEATURE SUBSPACE FOR SBEWR 11227

is the power spectrum of the original received data. Due to
the nonstationary factors and heterogeneous environment, the
clutter spectrum is seriously broadened and the overall power of
the clutter is high. The system output power spectrum obtained
by clutter suppression using the traditional method is shown
in Fig. 11(b). Consistent with the previous analysis, due to the
traditional method is not suitable for the clutter environment
faced by SBEWR, the residual clutter power is high, and the
clutter suppression is insufficient for the region far from the
Doppler support area of the main lobe clutter. In Fig. 11(c), since
the proposed method estimates the clutter covariance matrix of
the CUT more accurately and suppresses the clutter more fully,
the residual clutter power is lower than that of the traditional
method, which greatly increases the detection ability of various
types of targets.

For fast-moving targets with very small RCS, such as stealth
aircraft, ballistic missiles, etc., the position in the power spec-
trum is generally far away from the main lobe clutter area. The
proposed method can obtain smaller SCNR loss in the area
away from the main lobe clutter, which can greatly improve
the detection power of such targets. Since the SBEWR has
the characteristics of long working distance, compared with
AEWR, the echo energy of moving target is greatly reduced.
The traditional method cannot obtain sufficient good clutter
suppression performance in nonstationary and complex environ-
ments, and the output SCNR loss of the system is high, which
makes it difficult to detect small and weak targets. Figs. 10
and 11 show that compared with the traditional method, the
proposed method reduces the SCNR loss by about 15 dB and
improves the detection distance by about 2.3 times. For large
slow-moving targets near the main lobe clutter area, such as sea
ships and airships, due to the narrower residual clutter width
after suppression, the proposed method can obtain better MDV
performance.

V. CONCLUSION

In this article, a clutter covariance matrix estimation method
for SBEWR is proposed. The proposed method focuses on de-
composing the ground clutter information received by SBEWR
into amplitude information and its position in the spatial-
temporal plane. In the process of selecting training samples
similar to the amplitude distribution of the CUT, the proposed
method avoids the influence of spatial variability of clutter po-
sition information caused by nonstationary factors of SBEWR.
Then, the space-time position information of the selected sam-
ples is corrected. The proposed method improves the estimation
performance of clutter covariance matrix in the nonstationary
and heterogeneous environment of SBEWR, and improves the
clutter suppression performance. Experimental results verify the
efficacy of the proposed method.
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